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Abstract In this paper, we proposed a multi-task system that can identify dish types, food ingredients, and cooking

methods from food images with deep convolutional neural networks. We built up a dataset of 360 classes of different foods

with at least 500 images for each class. To reduce the noises of the data, which was collected from the Internet, outlier images

were detected and eliminated through a one-class SVM trained with deep convolutional features. We simultaneously trained

a dish identifier, a cooking method recognizer, and a multi-label ingredient detector. They share a few low-level layers in

the deep network architecture. The proposed framework shows higher accuracy than traditional method with handcrafted

features, and the cooking method recognizer and ingredient detector can be applied to dishes which are not included in the

training dataset to provide reference information for users.
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1 Introduction

There is an old Chinese saying as “Food is the

first necessity of the people”. Diet plays an important

role in people’s daily life with its strong correlation to

health and chronic diseases, such as obesity, diabetes,

heart disease, and cancer. Nowadays, lots of people use

portable devices such as smartphones to take photos of

what they eat every day. These photos, as a kind of

visual media, provide a way of diet logging and contain

valuable information that can help people in improving

their health. However, most people just take the food

photos and leave them behind, and manually mining

information from them is tedious and time-consuming.

To overcome this difficulty, lots of attention has been

paid to automatic food recognition. A practicable au-

tomatic food recognition system can help people better

understand the nutritional content of their diet, and

provide medical advice. Meanwhile, different dishes

are composed of different combinations of ingredients

and can be cooked in different ways. Ingredients and

cooking methods are closely related to food’s nutrition

and health effects. One can learn the ingredients and

cooking method of a dish through the recipe, given

a known dish. But Asian foods (particularly Chinese

foods) usually have many more ingredients and cooking

methods than western foods. Different combinations of

ingredients and cooking methods will result in a myr-

iad of dishes, which cannot be exhaustively included in

a dataset. Therefore it is important to build a system

which can not only identify a dish but also recognize

its cooking method and ingredients. Yang et al.[1] used

food ingredient pixel labels to form a feature for food

recognition. Nine food ingredient categories can be rec-

ognized and pixel-wise labels are needed in the train-

ing progress. To the best of our knowledge, there is
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no existing work that provides a dataset with cooking

method labels or trains a cooking method recognizer.

Automatic food identification and analysis is a chal-

lenging task because dishes are highly variable in ap-

pearance, and the spatial relationships among ingredi-

ents are complex. Some ingredients may be occluded or

placed at a totally different location in a given food im-

age due to its cooking and assembly method, especially

in Chinese foods, which severely decreases the reliabi-

lity of the descriptive local features of ingredients and

the performance of the conventional local-feature based

methods. The complex spatial relationships also de-

crease the reliability of optimal feature extraction meth-

ods with image components like in [2], which are often

used in face recognition. In [3], it is found that many

general objects (like giraffes or boats) can be cross-

depiction classified robustly with models that explicitly

encode spatial relations between parts. Unlike in these

general objects, the spatial structure features in foods

are weak. This indicates that food identification is more

challenging than common object identification.

Deep convolutional neural network (DCNN) is

now a state-of-the-art technique for image recogni-

tion challenges such as the large scale visual recog-

nition challenge[4]. DCNN is also successfully ap-

plied to multi-label cross-domain detection problem[5]

and multi-task learning[6]. In general, the advantage

of DCNN over conventional hand-crafted feature ap-

proaches is that it can estimate optimal feature repre-

sentations for datasets adaptively. This feature allows

DCNN to take advantage of large amounts of data to

obtain better results. However, the previous studies

are mainly concentrated on obtaining better results on

small datasets[7-9].

To exploit the potential of DCNN on large datasets,

we built up a dataset of 360 classes of different foods

including Chinese foods, Japanese foods, Korean foods,

desserts and a few kinds of western foods. There are

at least 500 images for each class, which were collected

from the Internet along with their class labels. Outlier

images were detected and eliminated through a one-

class SVM trained with deep convolutional features.

We labeled each class with its ingredients and cook-

ing method. A multi-task deep network was proposed

and the three tasks were trained simultaneously on our

dataset. These tasks share the convolutional layers and

the first full-connected layer. We evaluated the perfor-

mance of our system and analyzed the effect of multi-

task training. Our method outperforms the traditional

local-feature-based methods by more than 30% in ac-

curacy on our dataset. The experimental results and

comparisons are described in detail in this paper.

The contributions of our work include:

1) A larger and more complex dataset close to prac-

tical situations. We labeled the food categories with

their ingredients and cooking methods. The dataset

will be open to researchers interested in this topic and

for a fair comparison. We also showed that the deep

convolutional features are useful for eliminating outliers

in food images.

2) A multi-task food identification and analysis sys-

tem. For the food identification task, the overall accu-

racy for 360 categories of foods achieves 57.25%. The

success rate at top-3 and top-5 candidates can reach

76.00% and 82.29%. The performance is significantly

better compared with the baseline method. Our experi-

ments on a large and complex dataset show that DCNN

offers several advantages over the state of the art.

3) A food ingredient detector and a cooking method

recognizer. The recall for 93 categories of food in-

gredients achieves 69.41% and the precision is 60.74%

with our system. The accuracy of 11 cooking methods

achieves 69.50%. To our knowledge, this is the first

work on food ingredient detection and cooking method

recognition. The experiment shows that the cooking

method recognizer and the ingredient detector can also

be applied to dishes which are not included in the train-

ing dataset to provide reference information for users.

2 Related Work

Several studies have been proposed for food recog-

nition and identification. The Pittsburgh Fast-Food

Image Dataset[10] is a dataset of American fast-food

images, which was used to evaluate food recognition

method in [1]. This dataset has 61 categories of western

fast food, which may not have enough food diversity.

[11-12] use color, texture, gradient, and SIFT features

to train separate classifiers, and the weighted combina-

tion of them with the multiple-kernel learning method

achieves 61.3% and 62.5% in accuracy on 50 and 85

categories of Japanese foods respectively. [7] also trains

a separate classifier for each feature and uses multi-class

AdaBoost algorithm to fuse these classifiers. Chen et

al.[7] built a dataset with 50 categories of major Chi-

nese foods and achieved 68.3% in average accuracy. In

[13], the proposed method achieves 55.8% and 68.9% in

accuracy on multiple food-item images and single food-

item images with the help of candidate region detecting

respectively. Their dataset has 100 food categories and
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9 060 images in total. A real-time mobile food recogni-

tion system was developed in [14] which uses a linear

SVM with bag-of-SURF and color histogram features.

The system achieves 53.5% accuracy on a 50-category

food dataset. The local and global image features were

tested in [15]. The authors of [15] reported that the

color feature worked best for food recognition.

For the food ingredient recognition problem, a real-

time recognition system was proposed in [16]. Bag-of-

features and RBF kernel SVM were utilized to recognize

30 kinds of food ingredients. In [1], each image pixel

was soft-labeled into food ingredient categories employ-

ing the semantic texton forest (STF). Pairwise features

were then extracted using these labels, dish category

was classified, and nine categories of ingredients were

used in Yang et al.’s work[1].

DCNN has been applied to food recognition in re-

cent years. In [8], multiple network structures were

evaluated, and a two-layer network was reported to

achieve the best accuracy, 73.70%. But less than 30 000

images with 10 categories of foods were contained.

DCNN on food detection task was tested. Kawano and

Yanai[9] reported that they failed to confirm that the

DCNN-based method outperformed the conventional

method because the size of the UEC-FOOD100 dataset

was not large enough.

Multi-task learning with DCNN is widely employed

in the human part detection and pose regression[6]. In

[17], the visual feedback model was designed with feed-

back between “what” and “where” tasks, improving

adaptiveness and closeness for object recognition simul-

taneously. In [18], the authors found that joint-training

tends to find the most useful features in the input for

both tasks. In [19], a more robust network was pro-

posed by integrating extra tasks into surface normal

estimation task. These studies inspire us to add extra

tasks to the dish identification task.

3 Dataset Build-Up

We built a dataset that is larger and more complex

than the existing ones. The images and food category

labels were collected from the Internet. We cleaned the

data and labeled the ingredients and cooking method

of each category.

3.1 Data Collecting and Merging

All food images and food category labels are

collected from a Chinese cooking website called

“Xiachufang” 1○. The food images are uploaded by the

website users and most foods in the images are cooked

by themselves. The original image size is 280x280 and

the label names are in Chinese. We wrote a web crawler

in Python to download images automatically, and only

those food categories that have more than 500 images

were downloaded. We collected about 270 000 images

of 556 kinds of foods in the beginning, but we found

that some foods were labeled with more than one name.

These differently named foods should be merged before

being used in the dataset.

Our merging strategy is as follows. 1) Synonym

replacement for the food names was conducted with

a manually defined dictionary which contains 20 pairs

of words. 2) Chinese word segmentation for the food

names was done based on the Viterbi algorithm, using

Jieba, a word segmentation library in Python. 3) The

Levenshtein distance between food names was calcu-

lated, and Chinese words were used as the basic units.

4) The food categories whose names’ Levenshtein dis-

tance is less than 4 were merged. 5) A few food cate-

gories which had not been successfully merged were

merged manually.

After the merging, there are 360 food categories

left. Some examples of images in the dataset are shown

in Fig.1. Most of the food categories are Chinese foods

or desserts (the first and the second rows in the fig-

ure), the others are Korean foods (e.g., Bibimbap),

Japanese foods (e.g., Sushi) (the 3rd row in the fig-

ure), and western foods (e.g., Sandwich, Spaghetti,

Fig.1. Examples of images in the dataset.
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and Pizza) (the last row in the figure). As the data is

collected from a Chinese website, the numbers of dishes

are not balanced between oriental and western cuisines.

We believe that the system that can handle Chinese

foods well should be easily transformed to deal with

many other kinds of foods because of the great diver-

sity of Chinese foods. Our dataset and the proposed

system can be extended to foods from all over the world

in future.

3.2 Data Cleaning

Since the images are user-generated, among all the

images in one class, there are always some outliers that

look unreasonably different from other images in the

same class. The outliers will affect the model learning

and thus should be eliminated. A one-class SVM[20]

was trained with deep convolutional features to do the

elimination. We took a pre-trained DCNN model on the

ILSVRC 1 000-class dataset[4], changing only the out-

put number of the last fully-connected layer to 360. The

pre-trained model was used for efficiency. The model

was fine-tuned with base learning rate 0.000 1, which

was decreased by half every 20 000 iterations. The fine-

tuning used all the collected images including all the

outliers. After 100 000 iterations (about 25 epochs),

the accuracy reached 44.99%. We extracted the net-

work signals just before the last layer as a feature vec-

tor of 4 096 dimensions. A one-class SVM for each class

was trained with the extracted feature using RBF ker-

nel and setting µ = 0.5+0.95×t, γ = 1.0/4 096. Images

whose SVM decision function values were in the small-

est t% of all the values in their categories were regarded

as outliers and eliminated. Through the observation of

our collected images, we set t = 6. Most of the outliers

were eliminated and few false outliers were also elimi-

nated. Some examples of typical outliers detected by

our data cleaning method are shown in Fig.2.

3.3 Labeling

The food category labels were collected alone with

the images and merged, while the food ingredient and

the cooking method need to be manually labeled. In-

stead of labeling each image with all its ingredients, we

just labeled each category with its typical ingredients.

Some of the ingredients are certainly in or not in a cer-

tain dish, but for some others it is hard to decide. We

treated the task as a multi-label detection problem. We

labeled each ingredient as {−1, 0, 1} with 0 meaning ig-

nored, −1 negative and 1 positive. There are 93 kinds

of main food ingredients in our dataset. Any ingredient

was present in at least one food category and at most

79 categories. Table 1 shows the 10 most-frequent food

ingredients in our dataset.

(e)

(a) (b) (c)

(d) (f)

Fig.2. Examples of typical outliers detected. Food names and
the reasons to be outliers are listed. (a) Lobster sauce ribs:
covered. (b) Apple chips: too much editing or decoration. (c)
Spicy boiled fish: non-food object in image. (d) Braised hairtail:
wrong food category uploaded by user. (e) Leeks scrambled eggs:
raw ingredients instead of dishes. (f) Fried meatballs: more than
one dish in the image, not focused.

Table 1. 10 Most-Frequent Food Ingredients in Our Dataset
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Table 2. Cooking Methods in Our Dataset
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i.e., fact(x) = max(0, x). The computation cost for this

function is low[21]. We used the softmax function in the

last layer of the dish identification task and the cooking

method recognition task, and the sigmoid function in

the last layer of food ingredient detection task.

Our network structure is shown in Fig.4.

4.2 Loss Function of Dish Identification Task

and Cooking Method Recognition Task

The dish identification and the cooking method

recognition are one-out-of-many image classification

problems. The outputs of each task’s last fully-

connected layer are mapped to each task’s probability

distribution over classes using the softmax function. We

used the multinomial logistic loss as the loss functions

of these two tasks,

p̂dnk = exp(xnk)/

(

K
∑

k′

exp(xnk′ )

)

,

Ed =
−1
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output of the n-th sample and xnj is the j-th cooking

method recognition layer output of the n-th sample;

p̂dnk is the softmax probability of the n-th sample and

the k-th dish class, and p̂cnj is the softmax probability

of the n-th sample and the j-th cooking method; ldn
is the ground truth dish class label of the n-th sample,

and lcn is the ground truth cooking method label of the

n-th sample; Ed is the loss function of the dish identi-

fication task and Ec is the loss function of the cooking

method recognition task. Ed and Ec are linearly com-

bined to form the global loss function as detailed in

Subsection 4.4.

4.3 Loss Function of Multi-Label Food

Ingredient Detection Task

The food ingredient detection is a multi-label clas-

sification task. We only cared about whether a certain

food ingredient exists in a food image but did not care

about the location. The outputs from the last fully-

connected layer of this task were mapped to probabi-

lity predictions p̂nk = σ(xnk) ∈ [0, 1] using the sigmoid

function. n and k are indicators for the training sam-

ples and ingredients respectively. The label of the n-th

sample for the k-th ingredient is lnk ∈ {−1, 0, 1}, with 0

meaning ignored, −1 negative and 1 positive. A modi-

fied cross-entropy loss is used in this task.

Ei =
−1
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selected with probability 0.5 to do forward and back-

propagation. In the testing stage, all the neurons are

used for prediction with their output values multiplied

by 0.5. No significant over-fitting was observed during

the training with the help of the “Dropout”.

5 Experiments and Results

We present experiments using our method on our

dataset. We also use DCNN only for dish identifica-

tion task and a multi-class SVM with traditional image

features as a comparison.

5.1 Experimental Setup

Before all the experiments, the dataset was ran-

domly split: 80% for training, 15% for testing, and 5%

for validation. We trained the network with Caffe, a

C++ framework for deep learning. A NVIDIA GTX970

GPU was used to do the training. It took about half

an hour to complete 10 thousand iterations. We also

trained a network only for dish identification by delet-

ing the cooking method related and the ingredients re-

lated fully-connected layers and their losses from our

proposed multi-task network.

From previous work, we observe that the SIFT and

color features are the best for food recognition and the

sparse-coded features are better than naive bag-of-SIFT

or color histograms. Thus we compared our method

with a multi-class SVM trained with Fisher Vector

(FV) coded SIFT and color features. Specifically, we

extracted SIFT features (at 2 scales, cell width = 4,

and 8) and CIE color features, with a Fisher-codebook.

The size of the codebook was 100, and there were two

levels in the spatial pyramid. We extracted features

and trained the SVM with Steve’s Object Detection

Toolbox[24].

5.2 Evaluation on Dataset

We tested the proposed network, the dish identifi-

cation network without additional tasks and the SVM

method on our dataset.

For the food identification task, the classification

accuracy within the top N candidates of our method is

shown in Fig.5.

Our network achieves 57.25% in the top-1 accuracy,

76.00% in the top-3 accuracy, and 82.29% in the top-5

accuracy. The comparison among different methods is

shown in Table 3.

This indicates that traditional SVM method with

hand-crafted features cannot handle complex data with

a large number of categories well. Those features can-

not distinguish between a variety of Asia dishes to such

a fine degree. Our method outperforms the traditional

method by more than 30% in accuracy. In the previous

literatures, the outperformance is less than 20%. It can

be inferred that the DCNN method shows more advan-

tages over the traditional method on a large and com-

plex dataset and the DCNN approach has the promise

to become practical. The comparison also shows that

the food identification task can slightly benefit from the

other two tasks.

1 2 3 4 5 6
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85

80
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60

55

Fig.5. Classification accuracy within the top N candidates.

Table 3. Top-1 Dish Identification Accuracy of

Different Methods
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Table 4. Confusion Matrix of Cooking Method Recognition
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precision) are higher than the scores of the multi-task

method, but the recall and the harmonic mean of recall

and specificity are lower. This result is similar to the

result of the multi-task method under some loss func-

tion parameters set between 1.0 and 2.0. Users will

prefer higher recall in practice as discussed in the last

paragraph. Therefore, the proposed method with loss

function parameter 2.0 is recommended. In addition,

the advantage of the proposed method is that it can

provide food ingredient information directly without a

database mapping dish categories to ingredients. It can

also be applied to images of dish categories which are

not included in our training dataset.

Table 7. Test Scores of Category Recognition plus

Category-Ingredients Mapping Method
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Our system detects curry and tofu from the first

image, tomatoes and mushrooms from the second im-

age, mangos and milk from the third image, and noo-

dles, potatoes, pepper, and beef from the last image.

The cooking methods of foods in these four images are

precisely recognized as “Zhu”(boiled), “Chao”(multiple

ingredients fried together, with little oil), “Tianpin”

(dessert) and “Zhu” respectively.

5.4 Features Visualization

The convolution kernels from the first layer of our

network and the convolution outputs examples are

shown in Fig.7.

(a)

(b)

Fig.7. (a) Convolution kernels from the first layer of our network
and (b) the convolution outputs examples.

We can observe from the figure that there are lots

of color kernels which support the conclusion in [8].

The kernel visualization also shows that there are some

small point shape kernels, which may detect the small

ingredients in the food. As shown in the convolution

outputs examples, the broccoli, sesame and scorched

edges of purple sweet potato pies can stimulate partic-

ular response with the convolution kernels.

6 Conclusions

In this work, we built a dataset with more than

250 000 images of 360 categories of foods. We deve-

loped an automatic outlier elimination method employ-

ing deep convolutional features. A multi-task DCNN

system was proposed and achieved 57.25% in the top-1

accuracy and 82.29% in the top-5 accuracy for the dish

identification task. The result outperforms the tradi-

tional SVM method significantly. The system achieved

69.50% classification rate in the cooking method recog-

nition task and 69.41% recall, 60.74% precision in the

food ingredient detection task. Our system can be used

to provide reference information for users with a variety

of foods no matter whether they are in our dataset or

not.

In the future work, we will try to combine food im-

age segmentation in our multi-task DCNN system to

further improve the performance and collect more data

to enlarge the dataset with a wider range of foods so as

to further train and test our network. We also intend to

implement the proposed framework on mobile devices.
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