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Abstract With the popularity of uncertain data, queries over uncertain graphs have become a hot topic in the database

community. As one of the important queries, the shortest path query over an uncertain graph has attracted much attention

of researchers due to its wide applications. Although there are some efficient solutions addressing this problem, all existing

models ignore an important property existing in uncertain graphs: the correlation among the edges sharing the same vertex.

In this paper, we apply Markov network to model the hidden correlation in uncertain graphs and compute the shortest

path. Unfortunately, calculating the shortest path and corresponding probability over uncertain graphs modeled by Markov

networks is a #P-hard problem. Thus, we propose a filtering-and-verification framework to accelerate the queries. In the

filtering phase, we design a probabilistic shortest path index based on vertex cuts and blocks of a graph. We find a series

of upper bounds and prune the vertices and edges whose upper bounds of the shortest path probability are lower than

the threshold. By carefully picking up the blocks and vertex cuts, the index is optimized to have the maximum pruning

capability, so that we can filter a large number of vertices which make no contribution to the final shortest path query

results. In the verification phase, we develop an efficient sampling algorithm to determine the final query answers. Finally,

we verify the efficiency and effectiveness of our solutions with extensive experiments.

Keywords shortest path, correlated uncertain graph, probabilistic shortest path index

1 Introduction

As one of the most popular graph queries, short-

est path search has been widely used in many appli-

cations. For example, we often want to find a path in

a road network with the least travel time, which is a

typical shortest path query. There exist many studies

to find efficient solutions for a shortest path query over

a graph, but all of them assume the underlying graphs

are deterministic, which are not true in real applica-

tions. For example, in a road network, the roads or

streets sometimes are not available due to the result of

road repairing or traffic jams. This causes the uncer-

tainty of the road network data[1]. Another example

is Protein-Protein-Interaction (PPI) data, which shows

the interactions between each pair of the proteins in

biology. When biologists collect these data from exper-

iments, some interactions that should have existed are

missed, while some interactions that should not have

existed are recorded[2]. Calculating the shortest path

over such PPI data infers the similarity between each

pair of the proteins. The smaller the length of the

shortest path is, the more similar the proteins will be.

Other than that, studies have been done to model so-

cial networks, ontology networks, XML and RDF data
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as uncertain graphs[2-5], all of which have important

real applications. Therefore, finding efficient solutions

for shortest path query over uncertain graphs is quite

important and necessary.

Most previous related studies used an indepen-

dent uncertain graph model to represent uncertain

graphs[1,6]. Specifically, for an uncertain graph

G(V,E,W, Pr), each edge e ∈ E has a weight ω ∈ W

and an existence probability pr ∈ Pr. A possible world

graph gi(Vi, Ei,Wi) is an instance of G. In the inde-

pendent probabilistic graph model, they assumed that

the appearance of edges in G was independent of each

other. Thus, the existance probability of a possible

world graph, pr(gi), is

pr(gi) =
∏

e∈Ei

pr(e)
∏

e6∈Ei

(1− pr(e)).

In each possible world graph gi, there exists a path

pi with the least total weight, which is the shortest

path. In other words, the probability that pi is the

shortest path of gi equals the existence probability of

gi. As pi may be the shortest path of different pos-

sible world graphs, the shortest path probability of pi
(denoted as SPr(pi)) equals the sum of probabilities of

the possible world graphs where pi is the shortest path.

That is,

SPr(pi) =
∑

i

pr(gi),

where gi is each of the possible world graphs in which

pi is the shortest path between s and t.

The following example illustrates the independent

uncertain graph model and the calculation of shortest

path probability based on it.

Example 1 (Independent Uncertain Graph Model).

Fig.1 illustrates an uncertain graph G and its possible

world graphs gis with their corresponding probabilities

pr(gi)s. The existence probability of possible graph g2
is

pr(g2) = (1− 0.8)× 0.5× 0.6 = 0.06.

The path p(sAt) is the shortest path from s to t in

g1 and g4, so the shortest path probability of p(sAt) in

G is

SPr(p(sAt)) = pr(g1) + pr(g4) = 0.22.

Unfortunately, as the independent probabilistic

graph model considers that the edges are independent

of each other, it naturally ignores the internal relation-

ship between the edges. However, in real applications,

the edges sharing the same vertex often affect each

other. For example, in road networks, for the roads

or streets in the daily life, if the traffic is smooth at one

intersection, at the next intersection, it is more likely

to be smooth than to be stuck. Similar correlations can

also be found in PPI data. For the proteins in the same

family, it is more likely to have interactions between

them rather than to have no interactions. The inde-

pendent model fails to consider these correlationships,

and cannot show these tendencies such as smooth/stuck

or having/not having interactions.
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Fig.1. Traditional uncertain graph model. (a) Uncertain graph
G. (b) g1, pr(g1) = 0.24. (c) g2, pr(g2) = 0.06. (d) g3,
pr(g3) = 0.24. (e) g4, pr(g4) = 0.16. (f) g5, pr(g5) = 0.06. (g)
g6, pr(g6) = 0.04. (h) g7, pr(g7) = 0.16. (i) g8, pr(g8) = 0.04.

Thus, to address the shortest path query over uncer-

tain graphs, we need to overcome the following changes.

Challenge 1: How to design a reasonable model? We

propose a novel model based on the Markov network,

which captures the correlationship among all the edges

using a joint probability table in each clique of a graph

(contribution 1). We will illustrate the model in detail

in Section 2.

Based on our model, we newly define our threshold-

based shortest path problem over correlated uncertain

graphs using possible world semantic, which is a widely

applied semantic for uncertain graphs. This problem is

#P-hard (Theorem 1). A naive solution is to enumerate

all the possible graphs, find all the corresponding short-

est paths and calculate corresponding shortest path

probability in each possible world graph. This naive

method is infeasible due to the large graph size and ex-

ponential number of possible graphs, which brings the

following challenge.

Challenge 2: As graphs are large, is there an effi-

cient method to get the answers? We propose a filter-
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and-verification framework to reduce the search space

and efficiently answer the queries (contribution 2). As

we will see, large numbers of vertices and edges make

no contribution to the result. In other words, paths

through these vertices and edges cannot be the short-

est path in any possible graph, or the shortest path

probabilities of these paths are too small to exceed the

threshold. Thus, it helps to improve the efficiency by

finding an algorithm to filter these vertices and edges.

In the filtering phase, we find some tight upper

bounds of the shortest path probabilities. To manage

these upper bounds, we design a probabilistic shortest

path index and propose a pruning algorithm (detailed

in Section 4). Furthermore, as building the optimal

index is an NP-hard problem, we provide an O(log n)-

approximate algorithm (n is the number of vertices in

the graph) with polynomial time complexity (detailed

in Subsection 4.3).

Although the filtering phase can prune large num-

bers of “useless” vertices and edges, computing the fi-

nal shortest path probability is still #P-hard. Thus,

in the verification phase, we use a sampling method

to estimate the final shortest path probability of each

candidate path.

The rest of this paper is organized as follows. In

Section 2, we present our new model in detail. In Sec-

tion 3, we formally propose the problem definition and

describe our filtering-and-verification framework. Then

in Section 4, we illustrate our pruning algorithm and

construction of index. In Section 5, we introduce our

sampling algorithm. Finally, we present the experimen-

tal study results in Section 6, related work in Section 7,

and conclusion in Section 8.

2 Correlated Uncertain Graphs

Regardless of the uncertainty, we use simple graphs

just as other studies on graph database[7-11]. Without

loss of generality, we mainly process undirected simple

graphs.

Definition 1 (Correlated Uncertain Graphs). A

correlated uncertain graph G{gc(V,E,W ), P r} is com-

posed of a weighted undirected simple graph gc(V,E,W )

(V is the set of vertices, E is the set of edges, and W is

the set of weights of the edges) and a probability mass

function Pr : E → (0, 1] showing the joint probabili-

ties (denoted as JPr) of the existence of the edges in

maximal cliques of G.

Example 2 (Correlated Uncertain Graphs). Fig.2(a)

together with Table 1 is a correlated uncertain graph

G. The maximal cliques of gc in Fig.2(a) are c1(ABD)

and c2(ACD). The joint probability of the edge sets

{eAB, eAD, eBD} and {eAC , eAD, eCD} is shown in Ta-

ble 1. In this table, edge e = 1 means this edge exists,

and e = 0 means e does not exist. For example, the

first line of Table 1 means the probability that none of

the edges (eBA, eBD and eAD) exists is 0.05.
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Fig.2. Correlated uncertain graph model. (a) gc. (b) g1, 0.005.
(c) g2, 0.010. (d) g3, 0.015.

Table 1. Joint Probabilities
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The reason why we use maximal clique to define

the correlationships is that in real applications, whether

one edge exists often has more influence on the edges in

the same maximal clique than on the other edges. For

example, as stated in Section 1, in the road network,

whether one road or street is smooth/stuck depends on

the roads or streets nearby. If the roads or streets are

far from each other, there hardly exists such influence.

Another example is in the PPI data. The proteins in the

same maximal clique are considered to be in the same

family, and such correlationships only exist among the

proteins in the same family (i.e., maximal clique).

Given an uncertain graph, a possible world graph is

one of its instances. For example, Figs.2(b)∼2(d) are

three of all the possible graphs of G. The following defi-

nition provides a method to calculate the probability of

the possible world graphs.

Definition 2 (Conditional Independent). In a

Markov network, for three vertex sets, X, Y and Z in a

graph, if removing the vertices in X, there are no paths

between any vertex in Y and any vertex in Z, and then

Y and Z are conditionally independent given variables

in X [13].

Thus, according to Definition 2, if g{V ′, E′,W ′} is

a possible world graph of a correlated uncertain graph

G, the existence probability of g (Pr(g)) equals

Pr(g) =
∏

i,{ej=1|16j6ne}⊆E′,

{ej=0|16j6ne}⊆(E−E′)

JPri(ej), (1)

where ne is the number of edges in the clique.

For example, in Fig.2(a), {ABD} is conditionally

independent of {ACD} on condition {AD}. From (1),

the existence probability of possible graph g1 is

Pr(g1) = JPr(eBA = 1, eBD = 0, eAD = 0)×

JPr(eAD = 0, eAC = 1, eDC = 1)

= 0.05× 0.10 = 0.005.

Note that the edges in different cliques are con-

ditional independent of each other, not absolute in-

dependent of each other. In other words, the edges

such as eAB and eAC in Fig.2(a) still have correlations.

We can use the methods introduced in [14] to calcu-

late pr(eAB |eAC) according to the joint probability ta-

bles. Moreover, there is also another correlated un-

certain graph model introduced in [15], which is based

on Bayesian network. There are three advantages to

apply Markov network theory into our correlated un-

certain graph model instead of using Bayesian network.

1) Markov network can model any undirected graphs

while Bayesian network can only model directed acyclic

graphs. 2) The Bayesian network based model can be

equivalently changed into our Markov network based

model using the methods introduced by [13]. 3) Al-

though both of the two correlated uncertain graph mod-

els can show the correlationship among all edges in

the graph, the storage size of the correlationships in

Markov network is often smaller than that in Bayesian

network[14].

Our Correlated Model vs the Independent Model.

Our correlated uncertain graph model is more reason-

able than the independent model in many real appli-

cations. For example, in a social network, a vertex

presents a user, and an edge between two users presents

that the two users know each other. Specifically, in

Fig.2(a), A, B and D are three users, and the edge eBA

means that the two users (A and B) know each other.

If A knows B and B knows D, under this condition,

A and D will have a high probability to know each

other. Another example is in a protein-protein interac-

tion (PPI) network. If one protein has a high probabil-

ity to be similar with two other proteins respectively,

then these two proteins would have a high probability

to be similar. However, the independent model fails to

present these correlationships. Moreover, whether one

edge exists or not depends on the other edges in the

same clique in our correlated uncertain graph model,

and the result of shortest path query calculated by our

model should have a high confidence to be a better re-

sult. For example, in PPI network, the shortest path

between two proteins is often used to evaluate the simi-

larity of the two proteins[2,6]. If there exist paths whose

shortest path probability is higher than a given thres-

hold, the two proteins can be treated to be similar. Our

experiment in Section 6 proves that the results given by

our model are more accurate than those given by the

independent model.

3 Problem Statement

Definition 3 (Shortest Path Probability (SPr)).

The shortest path probability of a path p in a correlated

uncertain graph G equals the sum of the probabilities of

the possible world graphs in which p is the shortest path.

For example, in Fig.2, path p(ACD) is the shortest

path in g1, g2 and g3 among all possible world graphs

of G. Thus,

SPr(p(ACD)) = pr(g1) + pr(g2) + pr(g3) = 0.03.
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The threshold-based shortest path query is a widely

used problem for shortest path query over independent

uncertain graph model in the previous work[1,17]. Simi-

lar to that in the independent model, we propose our

problem definition over correlated uncertain graphs.

Definition 4 (Threshold-Based Shortest Path

Query). Given a correlated uncertain graph

G(gc(V,E,W ), P r), two vertices s, t ∈ V , and a proba-

bilistic threshold τ , a threshold-based shortest path

query returns a path set {p1, p2, . . . , pn} in which each

path pi has an SPr(pi) larger than the threshold.

Theorem 1. The calculation of SPr(pi) under cor-

related uncertain graph model is #P-hard[1,15].

Framework of Our Solution. As discussed in Sec-

tion 1, to efficiently solve our problem, we need to over-

come two bottlenecks, the large graph size and the ex-

ponential number of possible world graphs. Thus, we

design a filtering-and-verification framework, which is

outlined in Fig.3.

G (v1 ...vn)

Input

s֒t֒τ

G' (v1 ...vp)

s֒t֒τ

Filtering

Index

Pruning 

SPr↼P↽<UpB<τ

Candidate Verification

Sampling 
Method

Output

Verifies Final 

SPr↼P↽

Fig.3. Filtering-and-verification framework.

When query comes, we first conduct the filtering

step to prune the vertices and edges, through which

SPr can never be larger than τ . We provide a series

of upper bounds (UpBs, Theorem 2) for SPr based on

path cuts (Definition 7) of gc. To manage these UpBs,

we design a probabilistic shortest path index (Defini-

tion 8), which is a tree based on blocks and vertex cuts

(Definition 6 and Definition 5). By finding paths from

s to t in the index, simultaneously, we can get UpBs

from the largest one to the smallest one. Then, we can

first test whether the largest upper bound (noted as

UpBmax) is larger than threshold τ . If UpBmax < τ ,

we can prune all the vertices and edges in the origi-

nal graph safely. Otherwise, we test the second largest

UpB. . . . Once a UpB < τ , we can prune the remain-

ing vertices and edges. After the filtering step, we get

a candidate set of vertices and edges, which is a super

set of the shortest path result set.

Then we conduct the verification step based on a

sampling algorithm over the candidate set to determine

the final result.

4 Filtering Phase

In this section, we first introduce our UpBs and

the probabilistic shortest path index in Subsection 4.1.

Then we illustrate our pruning algorithm in Subsec-

tion 4.2. In Subsection 4.3, we present the construction

of the index.

4.1 Upper Bounds and Index

Before giving UpBs and our index, we first illustrate

three basic definitions, vertex cut, block, and path cut.

Definition 5 (Vertex Cut). A vertex cut VC is a set

of vertices whose removal leaves a graph disconnected.

A vertex cut VC(v1 . . . vn) can be overall treated as

one super node comprised by v1, . . . , vn.

Definition 6 (Block). The connected components

separated by VC are called blocks.

For example, in Fig.4(a), the removal of {CE}

makes the graph disconnected, so VC(CE) is a vertex

cut. B(BAD) and B(FGHIJKL) are two blocks.

A

B D

CF

G H

E L

J K

I

A

B

C

H

E

J K

(a) (b)

Fig.4. Pruning of a correlated graph. (a) gc. (b) gc after
pruning.

Definition 7 (Path Cut). Given a deterministic

graph G and a set of paths P , a path cut PC is a set of

vertices that all paths p ∈ P must pass through.

Property 1. If two vertices, s and t, in a graph are

in the different blocks made by a vertex cut, and we

denote the set of all paths from s to t as Ps→t, then the

vertex cut must be a path cut of Ps→t.

This property illustrates the relation between vertex

cut and path cut, which stands obviously. For example,

in Fig.4(a), as vertices B and K are in different blocks

made by VC(CE), VC(CE) is a path cut for all paths

from B to K. As a path cut is a special vertex cut, it

can also be treated as a super node.

If PC is the path cut in gc, it must also be the path

cut in all possible world graphs of G. Moreover, for the

path set Ps→t, it can be divided into three parts, 1) the

path set from s to PC, 2) the path set from one ver-

tex in PC to another vertex in PC, and 3) the path set
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from PC to t. We note the three parts as P1, P2 and

P3 respectively. Correspondingly, a path p ∈ Ps→t is

divided into three parts, p1 ∈ P1, p2 ∈ P2 and p3 ∈ P3.

Lemma 1. Given a deterministic graph G, a start

point s, and a terminal point t, PC is a path cut of

Ps→t. If p ∈ Ps→t is the shortest path from s to t, then

p1, p2 and p3 of p must be the shortest paths of the three

parts P1, P2 and P3 respectively.

Proof. Because p is the shortest path in Ps→t, we

can see that p2 must stay in the same vertex of PC.

In other words, the length of p2 must be 0, which is

certainly the shortest path in P2. Then we use the

contradiction method to prove p1 and p3 are the short-

est paths in P1 and P3 respectively. The contradiction

must be in the following three situations. 1) p1 is not

the shortest but p3 is; 2) p1 is the shortest but p3 is

not; 3) neither p1 nor p3 is the shortest. For situation

1), if there exists a path p′1 from s to PC such that p′1
is shorter than p1, p

′
1+p3 must be shorter than p1+p3.

In other words, p = (p1 + p3) is not the shortest path

from s to t, which is inconsistent with the proposition.

The proof of situations 2 and 3 is similar to that of

situation 1. �

Theorem 2. Given a correlated uncertain graph

G, a start point s and a terminal point t, if PC is a

path cut, for any path p ∈ Ps→t in gc, the shortest path

probability from s to PC is the upper bound of the short-

est path probability from s to t. That is,

SPr(ps→t) 6 SPr(p1) = UpB.

Proof. Lemma 1 means, SPr(ps→t) = SPr(p1∧p3).

Because SPr is a kind of marginal probability, SPr(p1)

and SPr(p3) are independent of each other. Thus,

SPr(p1 ∧ p3) = SPr(p1)× SPr(p3) 6 SPr(p1)

= UpB. (2)

The equal sign stands when paths reach t. �

If paths from s to t pass through many path cuts,

such as PC1, PC2, . . . , based on Theorem 2, we have

SPr(ps→t) 6 UpB1 = SPr(ps→PC1)

6 UpB2 = SPr(ps→PC1→PC2) 6 · · ·

6 UpBx = SPr(ps→PC1→PC2→···→t).(3)

Once some UpB < τ , we can prune the paths safely.

Therefore given any query, we need to find the path

cuts and calculate the upper bounds during the prun-

ing process. To manage the upper bounds, we design a

probabilistic shortest path index.

Definition 8 (Probabilistic Shortest Path Index).

The probabilistic shortest path index of a graph G is a

tree T = (V (T ), E(T )). V (T ) is composed of two kinds

of nodes, VC (the vertex cuts of G), and B (the blocks

made by VCs). VCs and Bs are connected alternatively

by tree edges e(B,VC) ∈ E(T ). The blocks connected

with the same vertex cut are called adjacent blocks, and

the vertex cuts connected with the same block are called

adjacent vertex cuts. Each edge is labelled by a proba-

bility which is the maximum SPr from each v ∈ B to

its adjacent vertex cuts VC. We note these maximum

SPr as SPr(e)m.

Note that to make our statement easier to under-

stand, when we record the blocks, we keep the vertices

in the vertex cut that separates this block still in this

block. That is, VC = Bi ∩ Bj where Bi and Bj are two

adjacent blocks w.r.t. VC.

Without loss of generality, we consider gc as a con-

nected graph. Otherwise, we can build an index for

each connected component of gc. Note that the index

is a tree that does not have a necessary root. In other

words, each node of the tree can be equivalently treated

as a root.

Example 3 (Probabilistic Shortest Path Index). The

tree in Fig.5 is an index of Fig.4(a). The vertex sets

embraced by circles such as B(FGCH) are blocks. The

vertex sets embraced by rectangles such as VC(CH)

are vertex cuts. For simplicity, we use B9 instead

of B(FGCH). As B7 and B9 are separated by VC8,

they are both connected to VC8. Then, we treat each

block as a distinct part and calculate the maximum

SPr from vertices in the block to the correspond-

ing vertex cut. For example, Fig.6(a) shows B9 and

VC8. As VC8 can be treated as a super node, B9 is

essentially changed into the graph shown in Fig.6(b).

Then, we calculate SPr(PF→VC8) and SPr(PG→VC8) in

Fig.6(a) respectively, i.e., SPr(p(FC)), SPr(p(FHC)),

SPr(p(FGC)), SPr(p(FGHC)), SPr(p(FHGC))

. . . Among them, we find the maximum SPr and la-

bel it on tree edge e(B9,VC8) of the index, which is

assumed as “0.6” in Fig.5.

4.2 Pruning Algorithm

In this subsection, we assume that we have got the

index, and discuss the pruning algorithm based on the

index.
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Fig.5. Probabilistic shortest path index.
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Fig.6. Block B(FGHC) with vertex cut VC(CH).

4.2.1 Largest and Smallest Upper Bound

We will show that the path from Bs (the block that

s is in) to Bt (the block that t is in) in the tree pro-

vides an upper bound of SPr(Ps→t). Some kind of

fragment of this tree path provides the largest upper

bound. The path that traverses all the vertex cuts in

the tree provides the smallest upper bound. To distin-

guish, we call a path in the index tree a “tree path”

(denoted as TP ). For example, if s ∈ B1, t ∈ B13,

TP1(B1,VC2,B3,VC6,B7,VC10,B11,VC12,B13) is a tree

path. For simplicity, we use TP1(1, 2, 3, 6, 7, 10, 11,

12, 13) for short. Moreover, TP2(1, 2, 3, 4, 5, 4, 3, 6,

7, 10, 11, 12, 13) is also a tree path, and TP3(1, 2, 7,

10, 13) is a fragment of TP1. We call the tree path

without any repeated nodes, such as TP1, a main tree

path, which is denoted by mainTP .

Any tree path in the index can be mapped by a

set of paths in the graph, which start from s, pass

through all the vertex cuts on the tree path, and ter-

minate at t. For example in Fig.5, if s = B and t = K,

mainTP = TP1(1, 2, 3, 6, 7, 10, 11, 12, 13) is mapped by

the paths PB→VC2→VC6→VC10→VC12→K . The paths such

as p(BCHJK) in Fig.4(a) satisfy the above path set.

Similarly, path p(BADECHJK) is mapped by TP2.

Based on the discussion in Property 1, the vertex cuts

on the tree path should be the path cuts of the above

paths. According to (3), we can calculate the UpB of

these paths by multiplying the SPr(e)ms on the tree

edges of the tree path. For example,

UpB(TP1)

= SPr(e(B1,VC2))m ×

SPr(e(B3,VC6))m × SPr(e(B7,VC10))m ×

SPr(e(B11,VC12))m × SPr(e(B13,VC12))m

= 0.9× 0.8× 0.7× 0.6× 0.8 = 0.241 92. (4)

Thus, it is obvious that if a path traverses all ver-

tex cuts in the tree, it will provide the smallest upper

bound of SPr(Ps→t), according to (2) and (3). Now let

us discuss what kind of tree path provides the largest

upper bound. Intuitively, this kind of tree path should

pass though fewer vertex cuts than mainTP , such as a

fragment of mainTP like TP3(1, 2, 7, 10, 13), which is

mapped by path p(BCEK) in the graph. We define

such fragment as follows.

Definition 9 (Shortest Fragment). A shortest frag-

ment is the fragment of mainTP which contains the

smallest number of vertex cuts in the index tree but can

still map to at least one path in the original graph. We

denote the shortest fragment as TPsp.

Obviously, such TPsp provides the largest upper

bound, because its mapped paths pass through the

fewest vertex cuts. The following theorems provide a

method to find TPsp.

Theorem 3. The vertex cuts in TPsp are path cuts

of all paths from start vertex s to terminal vertex t.

Proof. Again, we apply the contradiction method to

this proof. Assume, there is a vertex cut VCi in TPsp

that is not the vertex cut of all paths from s to t. Let

TPsp be expressed as TPsp = (Bs, VCs, B1, VC1, . . . ,

Bi−1, VCi−1, Bi, VCi, Bi+1, VCi+1, . . . , Bh, VCh, Bt).

Except VCi, the other vertex cuts such as VCs are path

cuts of all paths from s to t. Because of this assump-

tion, there must be a path from s to t that does not

pass through VCi, i.e., there is a shortcut from VCi−1

to VCi+1 directly. Thus, the tree path mapped by this

path is TP ′ = (Bs, VCs, B1, VC1, . . . , Bi−1, VCi−1,

Bi+1, VCi+1, . . . , Bh, VCh, Bt), which is shorter than

TPsp. Thus, TP
′ contains fewer VCs than TPsp, which

is contradictory to Definition 9. Thus, the vertex cuts

in TPsp must be the path cuts of all paths from start

vertex s to terminal vertex t. �

According to Theorem 3, finding TPsp equals find-

ing the path cuts of all paths from s to t.

Theorem 4. The intersection of any two adjacent

vertex cuts in TPsp is empty, i.e., ∀VCi,VCj ∈ TPsp,

VCi ∩ VCj = ∅ with adjacent VCi and VCj.

Proof. Let TPsp = (Bs, VCs, . . . , Bi, VCi, Bj ,

VCj , Bj+1, VCj+1, . . .). We also apply the contradic-

tion method. Assume VCi∩VCj = Ins 6= ∅, there must
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exist a tree path mapped by a path set like TP = (Bs,

VCs, . . . , Bi, Ins, Bj , Ins, Bj+1, VCj+1, . . .). Thus,

there must exist a set of paths that do not pass through

Bj and just stay at Ins. Mapped by these paths, the

corresponding tree path can be written by TP ′ = (Bs,

VCs, . . . , Bi, Ins, Bj+1, VCj+1, . . .). Thus, TP ′ con-

tains fewer VCs than TPsp, which is contradictory to

Definition 9. Therefore the assumption is invalid. �

From Theorem 4, the method to find out the path

cuts for all paths from s to t can be achieved by check-

ing the intersection of vertex cuts during the process of

traversing the index tree. We conclude this method as

FindTPsp, which is shown in Algorithm 1.

Note the last vertex cut in TPsp is VCla, and ini-

tially, VCla = ∅. During the process of depth-first tra-

verse on the index tree (lines 2∼9), whenever we meet

a vertex cut VCi, we check whether VCi ∩ VCla = ∅. If

so, we insert Bi and VCi into TPsp and multiply current

upper bound UpB by SPrm(e) on tree edge e(Bi,VCi)

(lines 5∼9). If the algorithm reaches Bt, we multiply

UpB with a SPrm(e) on tree edge e(Bt,Bla) (line 10,

also referenced in (4)). Whenever UpB < τ , we stop

the algorithm (line 3).

4.2.2 Algorithm Description

From Algorithm 1, we can find the largest upper

bound provided by TPsp during the process of find-

ing the mainTP of the index tree. According to Sub-

section 4.2.1, we can find the smallest upper bound

by traversing the whole index tree. Thus, during the

traversing of the index tree, we will first calculate the

largest upper bound, then the second largest, . . . , the

smallest upper bound. Thus, we consider that we first

find out the largest upper bound (denoted as UpBmax)

and test it. If UpBmax < τ , we can prune all blocks and

vertex cuts in this tree path safely. If UpBmax > τ , we

then test the second largest upper bound. This is the

main idea of our pruning algorithm.

Before describing our pruning algorithm, let us first

discuss what kind of structures are left in T − TPsp.

Property 2. The structures left by (T − TPsp) are

of two kinds: 1) the fragment of the tree whose blocks

and vertex cuts are in (mainTP − TPsp), denoted as

TFa, and 2) the fragments of the tree whose blocks and

vertex cuts are in (T −mainTP ), denoted as TFb.

For example, TP3 mentioned above is indeed TPsp.

TPa1 = (3, 6) is the tree fragment of 1), and TPb1 =

(5, 4) is the tree fragment of 2). TFas are mapped by

the paths passing through not only the vertex cuts in

TPsp, but also the vertex cuts in TFas, such as the path

p(BCHJK). Except for going through the vertex cuts

in TPsp, TFbs are mapped by the paths that go through

the first vertex cut in TFb to the last block in TFb and

then go back to the first vertex cut in TFb, such as

p(BCHIJK). Whatever kind of tree fragments is, all

these remaining structures can be treated as a new in-

dex tree. By recursively looking for TP ′
sp of each of

these structures, we can find the second (third, . . . )

largest upper bound, which equals UpBmax × UpB′
max

(UpBmax is the largest upper bound provided by TPsp,

and UpB′
max is the largest upper bound provided by

TP ′
sp).

Based on the above analysis, the pruning algorithm

can be acquired, which is shown in Algorithm 2. Ini-

tially, we hash the start vertex s and the terminal vertex

t to Bs and Bt respectively. If there are more than one

block containing s or t, we choose the nearest pair, i.e.,

there are no other blocks in the mainTP containing

s or t except Bs and Bt. The initial UpB = 1. We

first perform the function of finding the TPsp of the

index tree T , which is denoted as FindTPsp in line 2.

The upper bound UpB of TPsp is calculated in func-

tion FindTPsp. Once UpB < τ , the TPsp returned by

FindTPsp will be empty, and the pruning algorithm is

interrupted (line 5). Otherwise, we insert TPsp into L,

which is a list of blocks and vertex cuts after pruning

(line 7) and, check which kind of the remaining struc-

ture in T −TPsp is. If it is of kind 1), it must start from

a block and terminate at a vertex cut. As mainTP can

be written as mainTP = (Bs, VCs, . . . , Bi−1, VCi−1,

TFa, Bi, VCi, . . . , Bt), to make the TFa be a sub-tree,

we insert Bi into TFa. Through this method, the new

start block B′
s is the first block in TFa, and the new

terminal block is Bi (lines 9∼11). If it is of kind 2), it

must start from a vertex cut and terminate at another

block, which can be written as TFb = (VC′
s, . . . , B

′
t−1,
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VC′
t−1, B

′
t). Here, VC

′
s must be attached to a block Bm

in mainTP . As the paths mapped to TFb need to go

out of Bm through VC′
s, reach B′

t, and then go back

to Bm through VC′
s, TFb is essentially TFb = (Bm,

VC′
s, . . . , B

′
t−1, VC

′
t−1, B

′
t, VC

′
t−1, B

′
t−1, . . . , VC

′
s, Bm).

Moreover, the new start block and the terminal block

are both Bm (lines 13∼15). Finally, we recursively call

the pruning function (line 16) until TPsp is empty. Fol-

lowing is an example for our pruning algorithm.

each

satisfies

satisfies

is empty

Example 1 (Pruning Algorithm). Assume the start

vertex and the terminal vertex of a query are B and K

respectively in Fig.4(a), threshold τ = 0.4, and we per-

form our pruning algorithm on its index shown in Fig.5.

TPsp of index tree is shown in Fig.7(a). UpB of TPsp

equals 0.9× 0.7× 0.8 = 0.504 > τ = 0.4. Therefore, we

put TPsp into candidate set L.

The fragments made by TPsp are shown in

Figs.7(b)∼7(f). Specially, the fragments in Figs.7(b)

and 7(c) belong to TFa, and the fragments in

Figs.7(d)∼7(f) belong to TFb. To illustrate clearly, for

each tree fragment, we remark its start and terminal

blocks or vertex cuts in TPsp, such as VC2 and B7 in

Fig.7(b). We give each situation an example of search-

ing start vertex and terminal vertex of each fragment.

For the fragment shown in Fig.7(b), its start block B3

is attached to vertex cut VC2, and its terminal block is

B7. For the fragment shown in Fig.7(e), it essentially

equals the tree fragment shown in Fig.7(g).

Recursively executing TPFindsp, we can prune each

fragment. We still give each situation one example.

For TFa1 shown in Fig.7(b), its TPsp is itself, and

its UpB equals 0.504 × 0.8 = 0.403 2 > τ = 0.4.

Therefore, this fragment is remained. The TPsp of

TFb2 in Fig.7(g) is shown in Fig.7(h). Its UpB equals

0.504 × 0.8 = 0.403 2 > τ = 0.4. Thus we put this

tree fragment into candidate set. Similarly, UpB of the

tree fragment shown in Fig.7(i) equals 0.403 2× 0.7 =

0.282 24 < τ = 0.4, and UpB of the tree fragment

shown in Fig.7(j) equals 0.504×0.7 = 0.352 8 < τ = 0.4.

Thus, we prune these tree fragments. After all, the

blocks in candidate set are B1, B3, B7, B13 (omitting

vertex cuts). The candidate subgraph after pruning is

shown in Fig.4(b).

ACEAC AE
⊲

ADE
⊲⊲

CEHACEAC
⊲

ACABC
⊲

CEH EH
⊲

EJK
⊲

EH EHJ EJ EJK
⊲

CHFGCH
⊲

CEH
⊲

CE

EHJEH HJ
⊲

HIJ
⊲⊲

ACEAC AE
⊲

ADE
⊲

AE ACE AC
⊲

ACE AE AE

AE

AEADE

ADE

⊲

AC
⊲

ACE AC
⊲

ACE
⊲

(a)

(b) (c)

(d) (e)

(h) (i)

(f)

(g)

(j)

Fig.7. TPsp and fragments from B to K in Fig.4(a). (a) TPsp

of index tree T . (b) TFa1 made by TPsp. (c) TFa2 made by
TPsp. (d) TFb1 made by TPsp. (e) TFb2 made by TPsp. (f)
TFb3 made by TPsp. (g) Equivalent type of (e). (h) TPsp of
(g). (i) TFa of (g). (j) TFb of (g).

By skillfully using some stacks to store the unvi-

sited blocks and vertex cuts, and the upper bound of

each tree fragment, the above pruning algorithm can be

completed in O(b + c) time complexity, where b is the

number of blocks and c is the number of vertex cuts.

4.3 Optimal Index Construction

Now, we introduce the method to construct our

probabilistic shortest path index. A naive construction

method is that we can randomly select some vertices in

gc and remove them such that gc is divided into some
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unconnected components. We recursively perform the

above step over each component until the graph can-

not be further divided, for example, only a vertex or

an edge is left. Obviously, taking this method, the con-

structed index is not unique. In fact, in the worst case,

the number of vertex cuts between any two vertices is

exponential[18], and the formation of our index can also

be exponential. Moreover, different indexes have differ-

ent pruning capability (the ability to prune vertices and

edges in the filtering phase). Thus, we need to consider

a method to build an optimal index.

Property 3. An optimal index should have the maxi-

mum pruning capability and at least construction time.

To Get the Maximum Pruning Capability. First, we

consider the pruning capability. The maximum pruning

capability means the number of pruned paths should be

as large as possible. According to (2) and (3), given any

two vertices s and t, it should have the maximum possi-

bility that s and t are in different blocks or vertex cuts.

In other words, s and t should have the least possibility

to be mapped into the same block. Thus, the size of

blocks and vertex cuts should be as small as possible.

To Get the Least Construction Time. Then, we con-

sider the construction time. In Definition 8, we should

calculate SPr(e)m. The number of calculation times of

SPr is exponential to the number of vertices in blocks

and vertex cuts. From this point, the size of blocks and

vertex cuts should also be as small as possible.

Optimal Index. Based on the above analysis, the

vertex number in each block and vertex cut should be

as small as possible. In addition, the blocks should be

cliques, and the vertex cuts should be minimal vertex

cuts. Recalling our correlated uncertain graph model

introduced in Section 2, constructing the index based

on cliques and vertex cuts also can utilize the joint

probabilities in a maximal clique well when calculating

SPr(e)m in each clique (blocks). As the smallest cliques

are triangles, motivated by the junction tree construc-

tion method, if we can divide the original graph into

triangles, we can find the smallest blocks. The process

to divide the original graph into triangles is called a

triangulated graph[19], which is defined as follows.

Definition 10 (Triangulated Graph). Given a

graph g, a triangulated graph is a supergraph of g in

which no cycles with four or more vertices exist in which

there is no chord. A graph can be triangulated by adding

chords. The added edges are called fill-in edges. The

clique-width of an undirected graph g is the size of its

largest clique or vertex cut.

For example, the graph in Fig.4(a) is not triangu-

lated, since in the circle {CHJE}, which has four ver-

tices, neither of its chords e(E,H) or e(C, J) belongs

to E(gc). Its triangulated graph is shown in Fig.8. The

edges such as e(E,H) can be called an fill-in edge.

A

B D

C
F

G H

E L

J K

I

Fig.8. Triangulated graph of Fig.4(a).

Moreover, as each vertex cut can be treated as a

super node, it equals adding a chord between each two

vertices of the vertex cut. For example, the vertex cut

VC(AC) equals adding a chord e(A,C) into the graph

gc at the above triangulation step, which are the fill-

in edges. As the clique-width should be as small as

possible, the fill-in edges should be as few as possible.

To summarize, our optimal index (also optimal trian-

gulated graph) should satisfy the theorem as follows.

Theorem 5. In the optimal index of a graph built

based on its triangulated graph, both the clique-width

and fill-in edges should be minimized. Moreover, find-

ing the optimal triangulated graph is NP-complete. It

has been proved that the optimal approximate ratio of

an approximate algorithm should be O(log n), where n

is the number of vertices in a graph[19-20].

For example, the optimal index based on the trian-

gulated graph in Fig.8 is shown in Fig.5. Now, we pro-

vide an approximate optimal construction algorithm,

which can be concluded in Algorithm 3.

Our index construction algorithm is based on the

idea of divide-and-conquer, which is shown in Algo-

rithm 3. Initially, we treat the whole graph gc as a

single block, and put block B = V (gc) into B(T ), and

edge (B,B) into E(T ). In each recursion, we call a 2-

way vertex cut algorithm, which is to find out a vertex

cut VC that divides the graph into two connected sub-

graphs (line 6). There are many algorithms to find 2-

way balanced vertex cuts, such as [21]. Then we delete

the vertex members in VC and get two subgraphs sg1
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and sg2 (lines 7∼8). The vertices in sg1 and VC to-

gether consist of block B1, i.e., B1 = (V (sg1) ∪ V (C)).

Similarly, B2 = (V (sg2)∪V (C)). Insert VC into VC(T ).

Now, B is replaced by B1 and B2, and (B,B) is replace

by (B1,VC) and (B2,VC) (lines 9∼13). We recursively

execute the above process on subgraphs sg1 and sg2
respectively until the vertex number of each subgraph

satisfies |V (g)| < (2α + 1)k. Here, α is the ratio be-

tween the weight of the 2-way vertex cut found by the

algorithm and that of the optimal 2-way vertex cut,

and k is the clique-width of g (line 2). Then we will get

our index tree T . According to previous work on graph

triangulation, we have the following theorem.

Theorem 6. The index built according to Algo-

rithm 3 is O(log n)-approximate optimal[20].

According to the (2− 2
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edges in PPI data sharing the same vertex are domi-

nated by the strongest interactions among the neighbor

edges. We can use the maximum probability among the

neighbor edges to calculate the joint probabilities, and

then normalize them. For example, given the marginal

probabilities pr(e1 = 1) = 0.2, pr(e1 = 0) = 0.8,

pr(e2 = 1) = 0.7, and pr(e2 = 0) = 0.3, then the joint

probabilities can be calculated as pr(e1 = 1, e2 = 1) =

max(pr(e1 = 1), pr(e2 = 1)) = max(0.2, 0.7) = 0.7,

pr(e1 = 1, e2 = 0) = max(0.2, 0.3) = 0.3, pr(e1 =

0, e2 = 0) = max(0.8, 0.3) = 0.8, and pr(e1 = 0, e2 =

1) = max(0.8, 0.7) = 0.8. Then we need to normalize

these joint probabilities. That is, pr(e1 = 1, e2 = 1) =

0.7/(0.7 + 0.3 + 0.8 + 0.8) = 0.7/2.6 ≈ 0.26, pr(e1 =

1, e2 = 0) = 0.3/2.6 ≈ 0.12, pr(e1 = 0, e2 = 0) =

0.8/2.6 ≈ 0.31 and pr(e1 = 0, e2 = 1) = 0.8/2.6 ≈ 0.31.

Using this method, we can calculate all the joint proba-

bilities in the same clique.

As the edges in road network datasets are deter-

ministic, we need to do some preprocessing to change

the deterministic graphs into uncertain graphs. Our

generation method is similar to the one introduced in

[23]. We use normal distribution N(µ, σ) to generate

the joint probabilities of the edges in the same maximal

clique. Here, µ is the expectation of the probabilities,

and σ is the variance. After generating all the joint

probabilities, we normalize these probabilities to make

their sum equal to 1. In default, we make µ = 0.5 and

σ = 0.1.

6.1 Evaluation of Index

In this subsection, we first test the pruning capabi-

lity and the pruning time of our index in Subsec-

tion 6.1.1 and Subsection 6.1.2 respectively. Then we

test the index construction time and index space cost in

Subsection 6.1.3. All the above experiments are tested

on real data. Finally, we test the scalability of all the

index in Subsection 6.1.4 using the synthetic data.

6.1.1 Pruning Capability

For different thresholds, we randomly select two ver-

tices in each graph. Firstly, we calculate the shortest

path and corresponding SPr using our filtering-and-

verification method, and record the vertex number both

in candidate set gotten from filtering phase and in fi-

nal result set (result set 1) gotten from the verification

phase. Then, we just use the sampling method in the

verification phase and record the vertex number in re-

sult set (result set 2). We repeat the above steps 1 000

times and calculate the final query result and average

vertex number in candidate set, result set 1, and result

set 2. As both the final query result and the average

vertex numbers in result set 1 and result set 2 are almost

the same, we just use the result set 2 as the comparison

to the candidate set. The result of pruning capability

vs threshold in each dataset is shown in Fig.9.

From Fig.9, we can see that the vertex number in

result set decreases w.r.t. the increase of threshold, and

the vertex number in the candidate set also decreases

together with the vertex number in the result set. It

is reasonable because the higher the threshold is, the

fewer paths will pass the threshold. Moreover, the ver-

tex number in the candidate set is always just a little

larger than that in final result set, which proves that

our upper bounds provided by the index are very tight.

For the same threshold, the vertex number in the candi-

date set (or result set) is the largest in dataset 882, and

is the smallest in dataset NA. This is reasonable be-

cause the larger a dataset is, the longer path there will

possibly be between the two randomly selected vertices

when the uncertainty distribution is fixed in different

datasets. According to our analysis in Subsection 4.1,

a longer path will lead to a smaller SPr. Thus, there

will be fewer paths above the threshold in a large graph

than those in a smaller one. Thus, the average ver-

tex number in the candidate set (or result set) will be

smaller in a large graph than that in a smaller one.
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Fig.9. Pruning capability tested on real data. (a) Dataset 394. (b) Dataset 882. (c) Dataset OL. (d) Dataset NA.
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6.1.2 Pruning Time

The experiment method of pruning time is also

tested on real datasets, and the result is shown in

Fig.10. We can see the pruning time decreases with

the increase of threshold. The reason is also that fewer

paths will pass the threshold when the threshold goes

higher. The time cost is the most in dataset NA and the

least in dataset 394. The longest pruning time is just

less than 40 ms with graph size 175 813 vertices. This

indicates that our pruning algorithm is very efficient.
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Fig.10. Pruning time.

6.1.3 Cost of Index

In this experiment, we test the index construction

time and the index size. We run Algorithm 3 on the real

datasets, and test time cost during the process of index

construction. The result is shown in Fig.11. After get-

ting the index, we count the node number (including

blocks and vertex cuts) of the index tree. The result is

shown in Table 3.
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Fig.11. Index building.

From Fig.11, we can see that the index construction

time is the least in dataset 882, which is less than 1 s.

The time cost of NA is the most, which is about 3 800 s.

The index construction time increases with the increase

of graph size. From Table 3, we can see that the num-

ber of nodes in index is in the same order of magnitude

with the vertex number of the original graph. This veri-

fies that the index size is O(n), where n is the number

of vertices of the graph.

Table 3. Node Number in Index of Real Datasets
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Fig.12. Pruning capability and pruning time vs graph size and graph density. (a) Capability vs graph size. (b) Capability vs graph
density. (c) Time vs graph size. (d) Time vs graph density.

in graph with 2k vertices is above the fixed threshold

0.01. When increasing the vertex number from 2k to 4k,

the average SPr between two randomly chosen vertices

does not decrease so much, and at least it is still above

0.01. Thus, the vertex number in candidate set and re-

sult set increases as the graph scale increases. However,

when the graph size is increased to 8k or more, the av-

erage SPr between any two randomly chosen vertices

decreases to less than 0.01. Thus, the vertex number in

the candidate set and the result set decreases with the

increase of graph size because of the reason mentioned

in Subsection 6.1.1.

The result of pruning capability scalability w.r.t.

graph density is shown in Fig.12(b). We can see the

number of vertices in the candidate set and the result

set increases with the increase of graph density. The

slope of the candidate set curve is larger than that of

result set curve. This indicates that the pruning capa-

bility of our index decreases with the increase of graph

density. It is reasonable because when the average de-

gree of each vertex in graph increases, the clique width

of index also increases, which leads to a weaker pruning

capability. It verifies the analysis in Subsection 4.3.

The result of pruning capability scalability w.r.t. µ

and σ is shown in Fig.13. The remaining vertices in dif-

ferent datasets are far fewer than those in the original

graphs. Thus, the pruning capability is always strong.

From Figs.13(a) and 13(b), we can see that the pruning

capability increases with the increase of µ. This is be-

cause with the increase of µ, when normalizing the joint

probabilities in the same maximal clique, each value

in it decreases. Thus, different µ essentially changes

the average SPr of the two randomly chosen vertices.

Thus, the tendency of curves w.r.t. µ is similar to that

w.r.t. threshold. From Figs.13(c) and 13(d), we can see

curves fluctuate w.r.t. σ, but the number of vertices in

the candidate set and the result set are nearly the same.

Thus, σ hardly influences pruning capability.

Pruning Time. The result of the scalability of prun-

ing time w.r.t. graph size is shown in Fig.12(c). We can

see that the pruning time increases with the increase

of graph size. The difference between the longest and

the shortest pruning time is less than 64 ms, while the

graph size changes from 2k to 1M. Thus, the graph

size hardly influences the efficiency of our pruning al-

gorithm.

The result of the scalability of pruning time w.r.t.

graph density is shown in Fig.12(d). The pruning time

increases with the increase of graph density. When the

average degree changes from 2 to 5, the pruning time

changes nearly 4 ms. Note that, when the average de-

gree is larger than 5, there is a huge increase in the

pruning time. This is because when the graph is too

dense, the limited memory cannot store all the joint

probability tables of the correlated uncertain graph. We

have to leave the joint probability tables in the disk.

Thus, when necessary, we have to do some I/Os to load

corresponding joint probability tables.
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Fig.13. Pruning capability vs µ and σ. (a) µ in 882. (b) µ in OL. (c) σ in 882. (d) σ in OL.
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The result of the scalability of pruning time w.r.t.

µ and σ is shown in Fig.14. Again, as the influence

caused by µ is the same with that caused by thresh-

old, the pruning time just fluctuates slightly because

the change of pruning time w.r.t. threshold is also very

small. As well, the pruning time just fluctuates slightly

when σ changes because σ nearly has no influence on

pruning time. Thus, the pruning time is not sensitive

to µ and σ.
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6.2 Evaluation of Verification Step

The verification experiment includes the verification

time and the related error. We choose H-T estimator in

our verification step, which is the best one in [15]. The

calculation method of related error is the same with

[15]. Again, we test them on the real datasets, and fix

µ = 0.5, σ = 0.1, threshold τ = 0.01. The results are

shown in Fig.15(b).
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Fig.15. Verification evaluation. (a) Time cost on real datasets.
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We can see that the verification time increases with

the increase of sampling times. The verification time

cost is the largest on dataset 882 and the smallest on

dataset NA. It is reasonable because the vertex number

in candidate set of dataset 882 is the largest while that

of dataset NA is the smallest of NA. For the accuracy,

the more times of sampling, the smaller related error

we will get. It is certainly true because the sampling

result will be closer to the real result if we sample more

times.

6.3 Total Query Cost

The online query time is the sum of the pruning time

in the filtering step and the time cost of the shortest

path sampling (SPS) method in the verification step.

We still test it on real datasets, and the parameters

are fixed as µ = 0.5, σ = 0.1, τ = 0.01, and sampling

times equal 200. We compare the total time cost of our

proposed filtering-and-verification method with that

of the basic sampling method, which is just using the

sampling method in [15] (also using its best estima-

tor H-T) without using index. The result is shown in

Fig.16(a). From the result, we can see that the time

cost of our proposed filtering-and-verification (denoted

as “Index+SPS”) method is far less than that of basic
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sampling method (denoted as “Naive Sampling”). This

proves that our proposed method largely improves the

query efficiency.

In this experiment, the total memory cost contains

all the memory cost in our filtering-and-verification

method, such as graph structure, the joint probabili-

ties, index construction, index, pruning algorithm and

the verification algorithm. Again, we compare it with

the memory cost of basic sampling method. The re-

sult is shown in Fig.16(b). From the result, we can see

that our proposed algorithm costs more memory than

the basic algorithm. We analyze that the construction

step takes large part of memory cost. Though we take

more memory cost, the memory cost is still acceptable.

However, we improve the query efficiency largely.

6.4 Model Comparison

In this subsection, we verify that the results pro-

vided by our correlated model are better than those

provided by the independent model, which is mentioned

in Section 2. We use the two real PPI data, 394 and

882, to conduct this experiment. As we mentioned in

Section 2, the shortest path is used to evaluate the simi-

larity of two proteins. If there exist paths whose SPr

is higher than the given threshold between two query

proteins (vertices), the two proteins can be treated to

be similar. In PPI networks, whether two proteins are

similar has been given out by biologists 4○. We ran-

domly select 100 pairs of proteins given different thresh-

olds on each dataset, and record the number of pairs

whose similarity is consistent with that given biologists.

These records are the precision of the calculated simi-

larity. We compare the precision of our model and that

of the independent model, which is shown in Table 4.

Table 4. Correlated Model vs Independent Model
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into our problem. Moreover, most of the acceleration

techniques are aiming at special environment, such as

the applications in road networks introduced above. In

other application environment, these techniques are not

available. The algorithms in our paper have no con-

straints on application environment.

7.2 Shortest Path over Uncertain Graphs

Many kinds of queries are done over uncertain

environment[38-42]. Deshpande et al. made great ef-

fort on processing the correlation over uncertain data

models[43-48]. Especially in [43] and [48], the authors

used a junction tree as an index to help the process

of join problems over correlated uncertain data. Our

work has the following two main differences with [43].

Firstly, even though the optimal index is the same as an

optimal junction tree, our index in the filtering phase

is not necessarily a junction tree. Our index is based

on blocks (not necessarily always be cliques) and vertex

cuts, while junction tree is based on cliques. Secondly,

the authors use junction tree to solve the join prob-

lems, which is a different problem with our shortest

path query in graph. The motivation, the method and

the purpose of the usage are different.

Among all different queries over uncertain graphs,

shortest path query over uncertain graph is important,

which was first proposed by Loui[49]. In recent years,

many studies such as [1, 6] considered the model in

which edges are independent of each other. The short-

coming of the independent model is detailed in the for-

mer sections of our paper. Moreover, Hua and Pei[23]

built a simple correlated uncertain graph model. They

used a joint probability table on each two edges sharing

the same vertex to show their correlation. Their model

could present simple correlationships between each two

edges sharing the same vertex, but when there were

more than two edges sharing the same vertices, their

model would be confusing.

Until now, there are few studies on approximate

shortest path algorithms over uncertain graphs. Jin et

al.[50] proposed unequal probability sampling method

to solve the uncertain reachability problem. They

combined unequal probability sampling method with

divide-and-concur strategy perfectly, and realized cal-

culating the reachability probability without sampling

the whole possible graph. With the help of divide-and-

concur strategy, they can know whether two vertices

are reachable during the process of sampling. Their so-

lution avoids calling a reachability algorithm on certain

graph and highly improves the efficiency. However, the

algorithm above cannot be applied into our problem di-

rectly, because it is impossible to know which path is

the shortest until the last edge on the graph is sampled,

even though several reachable paths are sampled out.

That is to say, the shortest path query is more complex

than the reachability problem. Moreover, [15] is also a

work on the shortest path query over correlated uncer-

tain graphs. However, there are two main differences

between our work and [15]. Firstly, our correlated un-

certain graph model is based on Markov network while

the one in [15] is based on Bayesian network. The three

advantages of our model compared with the one in [15]

have been discussed in Section 2. Secondly, [15] only

focused on the sampling method to solve the shortest

path query. Although this sampling method can also be

applied in the verification phase of our work, only us-

ing the sampling method itself is not efficient enough.

This is the reason why we design our index and the

algorithms in the filtering phase. In Subsection 6.3,

we compare our method and the one in [15] in the ex-

periments, and the results show that our method can

heavily improve the query efficiency.

8 Conclusions

In this paper, we first proposed a correlated un-

certain graph model based on Markov network, which

can overcome the shortcomings in the existing models.

As calculating the shortest path probability is a #P-

hard problem, we proposed a filtering-and-verification

method to answer the shortest path query efficiently.

In the filtering step, we built a probabilistic shortest

path index, utilizing the upper bounds of shortest path

probability and filtering large numbers of vertices that

make no contribution to the shortest path query. How-

ever, as building the optimal index is an NP-hard prob-

lem, we provided an O(log n)-approximate algorithm

with polynomial time complexity. In the verification

phase, we devised a sampling algorithm to verify the

final SPr. Our experiments showed that our index has

strong pruning capability and our algorithms have high

efficiency to get a high precision query answer.
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