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Abstract Cooperation among service providers, network providers, and access providers in the Internet allows the creation

of new services to offer to customers that are in other domains, thus increasing revenue. However, the Internet heterogeneous

environment, where each provider has its own policies, infrastructure and business goals, hinders the deployment of more

advanced communication services. This paper presents a Quality of Service (QoS) for Inter-Domain Services (QIDS) model

that allows inter-domain QoS-aware services to be defined, configured, and adapted in a dynamic and on-demand fashion,

among service providers. This is accomplished by: 1) the use of a common communication channel (business layer) where

service providers publish and search for services, and interact with each other to contract and manage these services; 2)

the templates to specify the business and technical characteristics of the services; 3) the automatic composition of services

using service elements (smaller services) according to performance and service-specific QoS parameters; and 4) the creation

and enforcement of configuration rules for the underlying infrastructure. A prototype was implemented to validate QIDS

and performance tests were conducted on an inter-domain Border Gateway Protocol (BGP)/Multiprotocol Label Switching

(MPLS) Virtual Private Network (VPN) scenario.

Keywords service provisioning, inter-domain, QoS, service composition

1 Introduction

Providing end-to-end quality of service (QoS) over

the Internet is still a complex task. The heteroge-

neity of policies, equipments and business goals hinders

providers (i.e., content providers, network providers)

from cooperating with each other to offer services be-

yond best-effort quality levels across their domains.

Nowadays, to provide a QoS-aware service that crosses

multiple domains, the involved providers use human-

based interactions (e.g., faxes, e-mails) to establish con-

tracts and exchange configuration parameters. More-

over, they also need to manually configure the neces-

sary equipment. This status-quo is disadvantageous for

both the customers and the providers. If a customer

needs a QoS-aware service other than those services of

the access provider portfolio, it is unlikely that this ser-

vice will be provisioned in an on-demand fashion. In

this case, the customer must adjust his/her needs to

the terms and guarantees that the access provider of-

fers, which conflicts with one of the service convergence

premises, that is, entities should cooperate to meet the

customer needs[1].

In providers’ perspective, the lack of advanced co-

operation mechanisms to offer end-to-end QoS-aware

service restrains the opportunity to increase their mar-

ket share. Some content provider may own a service

that fulfills the customer requirements. However, if the

customer resides outside the content provider’s domain

and the access provider does not have a previously es-

tablished contract with the content provider, the service

may be not satisfactorily provided, since the content

provider cannot guarantee the customer requirements.
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One can argue that providers do not want to coope-

rate, thus protecting its customer base so that they

do not have to share the profit. However, Ma et al.[2]

have shown that if providers use global (inter-domain)

strategies to provide services, they can maximize the

aggregate profit of the aggregated system. Moreover,

the presence of distinct players (e.g., content provider,

access provider) stimulates competition and compels

providers to look for new business models in order to

increase their revenue by cooperating with each other[3].

Steps towards effective interaction between

providers to achieve a more advanced cooperation have

been proposed in the industry and scientific communi-

ties. The service delivery platform (SDP) emerged as

a set of standards that support the service life-cycle[4],

thus facilitating the interaction between providers to

manage these services. Some SDP-like solutions have

been developed, such as IPsphere 1○ and global business

framework (GBF)[5]. Other solutions tackle the issue

of providers’ cooperation in an operational support sys-

tem (OSS) level, such as Multi-Technology Operations

Systems Interface (MTOSI) 2○ and [6]. Although these

studies handle with the problem of inter-domain service

provisioning, there are still no effective mechanisms for

supporting QoS guarantees in the inter-provider sce-

nario.

Another aspect concerning QoS-aware service provi-

sioning is how to support services other than connecti-

vity. Nowadays, providers want to diversify their ser-

vice portfolios. They do not want to rely only on per-

formance parameters (e.g., delay, jitter) to differentiate

their services. To expand their offers, providers need

to consider the specific QoS parameters of each service.

For instance, frame rate and encoding type are specific

QoS parameters of video services, while storage capa-

city is a specific QoS parameter of backup services. By

doing this, providers can increase their market share,

since they have more service options to offer.

The main proposal of this paper is to present a QoS

model to support automatic and on-demand end-to-end

service establishment. This model called QoS model for

Inter-Domain Services (QIDS) employs a three-phase

composition process that uses performance and service-

specific QoS parameters to compose the service and it

also deals with QoS adaptation. It facilitates the co-

operation between providers by employing the follow-

ing mechanisms: 1) a common communication chan-

nel (business layer) that providers use to publish and

search for services, and to interact with each other

to contract and manage these services; 2) the defini-

tion of templates to specify the business and technical

characteristics of the services and those used as docu-

ments to exchange the service information; 3) the auto-

matic composition of services considering performance

and service-specific QoS parameters; and 4) the crea-

tion and enforcement of configuration scripts on under-

lying equipment. This work rests on the assumption

that a federation of providers will be formed[7-8], which

means that all providers agree to a standard represen-

tation of templates’ information, such as employing the

same representation for QoS parameter values. More-

over, it is assumed that a service level agreement (SLA)

is established between the parties, and thus the service

requisites are well defined. Finally, it is also assumed

that providers employ monitoring nodes to check the

contracted traffic as stated in the SLA.

The use case scenario chosen to validate QIDS

involved establishing an inter-domain Border Gate-

way Protocol (BGP)/Multiprotocol Label Switching

(MPLS) Virtual Private Network (VPN)[9] to support

video streaming with QoS requirements. This scenario

was emulated and it was mainly chosen for three rea-

sons: 1) inter-domain VPNs are services that are often

offered by providers to their customers; 2) the establish-

ment of a VPN is an awkward task that involves hu-

man intervention and manual configuration; this leads

to long-term VPNs, which makes it difficult to offer

applications that require more granular, “immediately

available” and short-term VPNs; and 3) VPNs are a

convenient means of supporting QoS in inter-domain

scenarios, since they are able to separate the transmit-

ted traffic. This paper extends the preliminary work

presented in previous papers[10-11] by modeling the en-

tire service composition process, depicting service com-

position and service adaptation operations, and pre-

senting the automated equipment configuration mecha-

nism. Moreover, it also presents performance results

from service composition and adaptation test scenar-

ios.

The rest of this paper is organized as follows. Sec-

tion 2 discusses some related studies. Section 3 presents

the mechanisms used by QIDS to provide inter-domain

QoS-aware services. In Section 4, experimental tests

and results from an inter-domain BGP/MPLS VPN

1○IPsphere framework technical architecture (release 2.0), July 2010. http://www.tmforum.org/TechnicalReports/TR158IPsphere-
Technical/42835/article.html, Sept. 2014.

2○MTOSI release 2.0, April 2009. http://www.tmforum.org/MTOSI/2319/home.html, Sept. 2014.
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scenario running over a prototype are presented and

discussed. Finally, Section 5 concludes the paper and

presents future work.

2 Related Work

The main barrier to guarantee QoS levels in inter-

domain services lies on the heterogeneity and the weak

cooperation among providers. Some standardization

groups have already made recommendations to achieve

this objective.

The Software Enabled Services (SES) Management

Solution (previously known as Service Delivery Frame-

work (SDF)) 3○, proposed by the TeleManagement Fo-

rum (TMF), is a management structure that enables

the delivery of next generation services. It defines a set

of standards to manage the service life-cycle (concept,

design, deploy, operate, and retire), regardless of the

technologies used to implement the services or to build

the network infrastructure. The 3rd Generation Part-

nership Project (3GPP) standardization body set up an

architectural framework, called IP Multimedia Subsys-

tem (IMS) 4○, which was designed to deliver multimedia

and voice services for mobile users through Universal

Mobile Telecommunications System (UMTS) techno-

logy. In the context of fixed networks, the Telecom-

munications and Internet Converged Services and Pro-

tocols for Advanced Networking (TISPAN) group of

the European Telecommunications Standards Institute

(ETSI) set out the TISPAN Next Generation Net-

work (NGN) 5○. It is a subsystem-based architecture,

where new subsystems are added over time to address

the needs of new service classes and meet new de-

mands. Like ETSI, the Telecommunication Standardi-

zation Sector (ITU-T) of the International Telecom-

munication Union (ITU) made its own NGN architec-

ture recommendations that are currently being main-

tained by the NGN Global Standards Initiative (NGN-

GSI) 6○. The objective of this architecture is to sup-

port the provisioning of content delivery and multime-

dia services. The TMF proposed a set of best practices

and standards, called Frameworkx (formerly known

as New Generation Operations Systems and Software

(NGOSS)) 7○, to implement a new generation of ope-

rational support system (OSS) and business support

system (BSS). Its objective was to enable providers

to develop and deploy new OSS/BSS solutions, thus

they can be given support in their service management

operations. The Multi-Technology Operations System

Interface (MTOSI) standard, which is supported by

TMF, is an open interface used to achieve interoper-

ability between providers through their OSSs 8○.

Although these recommendations are well-specified,

and widely accepted by the research community, to-

gether with the fact that some of them already have a

reference implementation, they still need to incorporate

other features that are needed to leverage the service

provisioning process. These features include the follow-

ing: the mediation of business relationships between the

involved parties, the negotiation and delivery of end-

to-end QoS in inter-domain scenarios in a dynamic and

on-demand fashion, automatic service composition with

the aid of smaller services, and the QoS adaptation of

services.

Several researchers also have studied the provision-

ing of inter-domain QoS-aware services, thus resulting

in different approaches to resolve this issue.

Mathieu et al.[12] proposed a cooperation between

providers achieved by an open collaboration interface

between network and applications (CINA). Each appli-

cation requested by an user forms an overlay applica-

tion that may consist of nodes provided by different

service providers, thus forming the entire service. The

overlay aims to satisfy the requirements of the service

and also allow service adaptation. Landa et al.[13] de-

veloped a model to build overlay networks taking into

account asymmetric costs between pairs of ISPs. Infor-

mation gathered from ISPs is used to create a consoli-

dated preference list that guides the assembly of the

overlay network, thus resulting in a path to forward the

traffic. Hakiri et al.[14] proposed a policy-based frame-

work called Velox that applies an analytical perfor-

mance model to deliver end-to-end paths with QoS per-

formance guarantees. This framework propagates QoS-

based agreements along the path to ensure the negoti-

ated requirements. Jesus et al.[15] presented a frame-

3○Software enabled services management, 2009. http://www.tmforum.org/ServiceDeliveryFramework/4664/home.html, Sept.
2014.

4○IMS: 3GPP TS 23.228 release 11, June 2012. http://www.3gpp.org/DynaReport/23228.htm, Sept. 2014.
5○ETSI: TISPAN. NGN functional architecture, Mar. 2010. http://www.etsi.org/tispan/, Sept. 2014.
6○ITU-T: NGN-GSI release I, 2005. http://www.itu.int/en/ITU-T/gsi/ngn/Pages/default.aspx, Sept. 2014.
7○TMForum: Frameworkx. http://www.tmforum.org/TMForumFrameworx/1911/home.html, Sept. 2014.
8○MTOSI release 2.0, April 2009. http://www.tmforum.org/MTOSI/2319/home.html, Sept. 2014.
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work that sets values to services based on utility func-

tions, and thus these services can be selected. Another

solution to provide QoS paths is proposed by Obreja

and Borcoci[16]. In this work, logical QoS paths are

established between known content servers (CSs) and

predicted regions of content consumers (CCs), forming

a whole connection graph. This graph crosses IP do-

mains and contains all possible paths. Virtual Topology

(VT) advertisement is the strategy proposed by Freitas

et al.[17] VT is an abstraction of the network status of

a domain. This strategy enables domains to advertise

different VTs for different purposes. When the domain

in charge of handling the customer request receives all

requested VTs, it calculates a QoS path to provide the

services. Wang et al.[18] introduced the concepts of

Network Planes (NP) and Parallel Internets. NP is an

abstraction within an Internet network provider (INP)

that is used to differentiate IP traffic flow that crosses

the INP domain and is forwarded accordingly. A para-

llel Internet is an aggregation of several NPs, with the

same meta-QoS-classes, from several INPs to support

a service request with QoS requirements. Burakowski

et al.[19] described the framework proposed by the End-

to-End Quality of Service over Heterogeneous Networks

(EuQoS) European Project[20] system to ensure end-to-

end QoS on heterogeneous multi-domain networks. It

assumes that users can be attached on different access

networks and it relies on the Enhanced QoS Border

Gateway Protocol (EQ-BGP) also proposed in the Eu-

QoS context to advertise the QoS information[21].

Despite the contributions of these studies, some of

them do not cope with relevant aspects, such as on-

demand service establishment and path building[16], re-

sults from test scenarios[18], and the use of service pa-

rameters and not only performance parameters[12-15].

Other work increases the overhead due to additional

messages[17] or relies on BGP extensions[19-21], which

can compromise the routing scalability.

To overcome the limitations of the above related

studies, a QoS model (QIDS) to support end-to-end

service establishment is presented in Section 3. The

main contribution of QIDS is to support inter-domain

QoS-aware service provisioning in a dynamic, on-

demand and automatic fashion. Moreover, QIDS al-

lows providers to compose end-to-end service paths that

satisfy both the performance and the service-specific

parameters. Additionally, it also handles adaptation

requests in the case of contract violations. Finally,

QIDS supports the enforcement of configuration rules

in providers’ equipment.

3 QoS for Inter-Domain Services

The goal of QIDS is to alleviate the complexities in

providing inter-domain QoS-aware services by employ-

ing mechanisms to automate providers’ cooperation.

QIDS also enables providers to adapt the inter-domain

services in the case they do not fulfill the agreed QoS

requirements or one of the parties that constitute the

service requests for the adaptation.

By using the business layer of the global busi-

ness framework (GBF), QIDS supports providers in

exchanging information about their services and ser-

vice elements (smaller services). This information is

stored in templates (XML documents) and comprises

the service and service element characteristics used by

QIDS to perform the service path composition. Once

the path is created, contracts are established among

the providers that compose the service path. These

contracts state the providers’ obligations and the ser-

vice requirements. After the contract establishment,

providers configure their equipments according to these

service requirements.

In the following subsections, the inter-domain QoS-

aware service provisioning is presented in detail.

3.1 Business Layer

QIDS was integrated on the GBF developed in our

previous work[5], which was inspired by the IPsphere 9○

and the Software Enabled Services (SES) Manage-

ment Solution 10○ (previously known as Service Delivery

Framework (SDF)). In the same way as IPsphere and

SES Management Solution, GBF aims to provide an in-

frastructure that supports providers in managing end-

to-end services. However, although IPsphere and SES

Management Solution are important studies concerning

inter-domain service management, they are still very

generic and do not provide details of crucial aspects of

inter-domain management, such as the combination of

elements needed to create an end-to-end path. They

also fail to specify how to deal with service classes and

do not provide details on how to handle service adap-

tations. On the other hand, the integration of GBF

9○IPsphere framework technical architecture (release 2.0), July 2010. http://www.tmforum.org/TechnicalReports/TR158IPsphe-
reTechnical/42835/article.html, Sept. 2014.

10○Software enabled services management. http://www.tmforum.org/ServiceDeliveryFramework/4664/home.html, Sept. 2014.
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along with QIDS creates an infrastructure that aims to

fill these gaps. GBF is based on a business layer (BL)

concept that acts as a communication channel between

business entities located inside each operator. By us-

ing the BL as a communication channel, QIDS takes

advantage of a collaborative infrastructure that clearly

defines the business roles of the parties involved in the

service provisioning process. Fig.1 presents the GBF

with the QoS manager component that handles the QoS

features on behalf of providers.

In the GBF, providers can play the role of either

the service owner (SO), or the element owner (EO).

The EOs are responsible to publish service elements

at the Universal Description, Discovery, and Integra-

tion (UDDI), which acts as a service discovery reposi-

tory for all providers. Service elements are smaller ser-

vices that can be combined to create more advanced

services. There are three types of service elements: 1)

connection elements (CoE) —– service elements that

provide connection and/or transport services between

two providers; 2) access elements (AcE) —– service ele-

ments that provide access services for customers; and

3) application elements (ApE) —– service elements that

provide any type of application service apart from the

two aforementioned service elements (e.g., e-mail, video

server, FTP server, billing services, file storing, bank-

ing).

In the GBF, the SO is responsible to handle a cus-

tomer service request by searching and combining ser-

vice elements in order to provide a service that satisfies

the customer requirements. A customer can request for

services through its OSS, a front-end application, or by

a third party web portal (e.g., a movie rental service).

The operation calls between SO and EOs are performed

by the means of Web services technology through the

BL.

QIDS also supports service adaptation requests. A

service adaptation process may be triggered by several

reasons, such as customer dissatisfaction, financial com-

pensation or technical problems, and can be requested

by the customer or by any provider along the service

provisioning path. Terms specifying the penalties for

adapting the service must be described in the SLAs

signed during the service configuration process. The

difference between the service adaptation and the ser-

vice configuration processes is that the former needs

neither to search for available service elements nor to

compose the service path, since the service elements

that compose the service remain the same. If the SO

detects that the same path is not enough to fulfill the

adaptation request, it has to search for new service ele-

ments and calculate a new service path, which is a re-

configuration process. However, the adaptation process

is preferred over the reconfiguration process, since the

latter is time consuming and may demand a high re-

source restructuring on providers[22].

It is worth noting that in both the configuration

and adaptation processes, the SO deals directly with

each EO that is chosen to compose the service. EOs do

not communicate with each other, which protects sen-
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Policy / OSS Layer

Endpoint
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Manager
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Manager
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Manager
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Manager
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Fig.1. QIDS integrated on GBF architecture.
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sitive business information. Each provider only knows

about the service element it provides. Moreover, it

may also prevent abusive behaviour from a neighbour-

ing domain[23], since an EO could request from a neigh-

bouring EO more resources than necessary to provide

a service.

3.2 Service Templates

Services and service elements are described by

means of service specification templates (SST) and ele-

ment specification templates (EST) respectively. These

templates are XML documents (inspired by TEQUILA

European Project 11○ and [24-26]) that contain business

and technical information about the service/service ele-

ment. They characterize the services/service elements

according to their types and QoS classes. Some of the

service/service element information that can be found

in the templates includes: identification, type and class,

owner identification and contact, QoS parameter val-

ues, reachability, monetary values, guarantees, moni-

toring aspects, etc. Among these, the QoS parameter

values can be considered as the most important infor-

mation. They define the parameter values supported

by the service/service element for a specific class and

can contain performance parameters and service spe-

cific parameters. Performance parameters are the usual

connectivity parameters, such as delay and bandwidth.

Service specific parameters are parameters that are spe-

cific to a particular service type, such as frame rate

and audio channel parameters from video streaming

services. By comparing the parameter values from dif-

ferent service elements, the SO is able to decide if they

can cooperate to create a service path that fulfills the

customer service requirements (see Subsection 3.3).

Fig.2 presents an EST fragment (with annotations)

of a CoE, which is published by the EO at the UDDI

to advertise the service element characteristics, such as

the QoS parameter values supported by the CoE and

the domains the CoE can connect. It is worth noting

that other types of information can be used to represent

the connections offered by CoEs, such as autonomous

system (AS) numbers or IP address of edge routers. As

stated before, there is more information included on

templates; however, they are not presented for the sake

of simplicity.

Templates of other service element types and/or ser-

vices slightly differ from each other. For instance, ESTs

of ApEs and AcEs do not give details about the domains

they can connect. Instead, they have information about

the service specific parameters the ApE offers and the

QoS parameter values of its access link, respectively.

3.3 Service Composition

The service composition process aims to create an

end-to-end service path that satisfies the requirements

of the service requested by the customer. However, han-

dling solely connectivity QoS requirements (e.g., band-

width, delay and packet loss) is not sufficient. It is

also necessary to cope with service-specific QoS require-

ments to achieve the customer satisfaction[27]. For in-

stance, for a video streaming service, parameters such

as frame rate and encoding must also be considered. In

this work, a QoS parameter can be classified into four

categories:

• Additive: the final value of the QoS parameter is

the sum of the individual values along the provisioning

path;

• Multiplicative: the final value of the QoS parame-

ter is the product of the individual values along the

path;

• Concave: the final value of the QoS parameter is

defined by the minimum (or maximum) value in the

path;

• Independent: the QoS parameter value does not

need to be compared with other values (the service ele-

ment itself guarantees that value or not at all).

The first three categories are a well-know classifica-

tion for QoS parameters[28] and are usually applied for

traffic performance parameters, while the fourth cate-

gory was defined in the context of this work and is usua-

lly applied for service-specific parameters. This classi-

fication is used by the SO to exclude service elements

in distinct moments of the service composition process.

Fig.3 illustrates the service composition process,

where the three key phases of the composition are high-

lighted: service elements filtering, graph building, and

paths sorting and filtering.

The algorithms of these three key phases are de-

picted next. In these algorithms, the continue com-

mand forces another interaction before reaching the end

of the current loop and the break command forces the

immediate termination of the current loop.

11○Tequila - D1.1: Functional architecture definition and top level design, 2000. http://www.ist-tequila.org/deliverables/D1-1.pdf,
Jan. 2015.
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<ServiceElementTemplate >

<ServiceElementOwner >

<OwnerId>0351</OwnerId >

<OwnerName>Portugal Telecom</OwnerName>

</ServiceElementOwner>

<ServiceElementDescription >

<ElementId>2351</ElementId>

<ElementName>ConnectionElement</ElementName>

<ElementType>CoE</ElementType>

<ElementClass>silver</ElementClass>

<PublicationDate>2013-10-11</PublicationDate >

</ServiceElementDescription>

<SLS>

<CarrierId>pt.pt</CarrierId >

<CarrierDomain>pt</CarrierDomain >

<ReachableCarriers >

<ReachableCarrier >

<ReachCarrierId>ft.fr</ReachCarrierId>

<ReachCarrierDomain>fr</ReachCarrierDomain>

</ReachableCarrier >

<ReachableCarrier >

<ReachCarrierId>bt.uk</ReachCarrierId>

<ReachCarrierDomain>uk</ReachCarrierDomain>

</ReachableCarrier >

</ReachableCarriers>

<QoS>

<Name>silver</Name>

<Parameters>

<PerformanceParameters>

<Delay>

<Qualitative>medium </Qualitative>

<QuantitativeMax>200</QuantitativeMax>

<QuantitativeMin>101</QuantitativeMin>

<Unit>ms</Unit >

</Delay >

<Bandwidth>

<Qualitative>medium</Qualitative>

<QuantitativeMax>2500</QuantitativeMax>

<QuantitativeMin>1000</QuantitativeMin>

<Unit>kbps</Unit>

</Bandwidth>

</PerformanceParameters>

</Parameters>

</QoS>

</SLS>

</ServiceElementTemplate>

<!--

<!-- Owner identification

<!--

<!--

<!-- Element identification,

<!-- type, class and publication date

<!--

<!-- Identification and domain of the

<!-- carrier that provides the CoE

<!--

<!--

<!-- Identifications and domains of the

<!-- carriers that can be connected 

<!-- to this CoE                                   

<!--

<!--

<!-- CoE traffic performance 

<!-- parameters

<!--

<!-- Qualitative value, quantitative      

<!-- thresholds and unit of       

<!-- the delay parameter                       

<!--

<!--

<!-- Qualitative value, quantitative       

<!-- thresholds and unit of       

<!-- the bandwidth parameter              

<!--

Fig.2. EST connection element.

Initially, the SO must fit the customer requirements

into one of its service policies (policy matching). This

is a simple operation, since the SO determines the ser-

vice level that is suited to the customer requirements

by comparing these requirements with the parameter

values laid down in the policies. By complying with

the service policy rules and using the information from

the ESTs, the SO starts the first phase of the compo-

sition (service elements filtering), which is depicted in

the algorithm of Fig.4. In this phase, the SO checks if

the domains of the ApEs and AcEs found at the UDDI,

can reach the endpoints informed by the customer (line

4). If any of the service elements cannot reach an end-

point, it is discarded (lines 6∼8). The SO also com-

pares the parameter threshold values from the service

policy with the concave and independent parameters of

each service element found at the UDDI. In the event

that any parameter of a service element fails to com-

ply with the corresponding threshold imposed by the

service policy, the SO eliminates that service element

(lines 9∼15). The output of this first phase consists of

a list of service elements that comply with the parame-

ters (concave and independent) from the service policy

and can reach the endpoint domains specified by the

customer (line 16).

During the second phase of the service composition

process (graph building), depicted in the algorithm of

Fig.5, the SO builds a graph representation of the con-

nections between the service elements that were not dis-

carded. To determine how they can be connected, the
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Fig.3. Service composition flowchart.

Input: seList, policyParamList, endpointList
Output: seList
// seList: List of service elements
// policyParamList: List of service policy parameters
// endpointList: List of endpoints
1 foreach (element ∈ seList) do
2   discard ← true;
3   foreach (endpoint ∈ endpointList) do
4     if (element = ApE or AcE) and ((ApE.domain =       

endpoint.domain) or (AcE.domain = endpoint.domain)) 

then
5        discard ← false;
6   if discard then
7     eliminateFromList(element);
8     continue;
9   seParamList ← element.params;
10  foreach (policyParam ∈ policyParamList) do

11     if paramPolicy.type = CONCAVE or INDEPENDENT then
12        foreach (seParam ∈ seParamList) do

13          if (seParam.name = policyParam.name) and   
(seParam.value does not satisfy  
policyParam.threshold) then

14              eliminateFromList(element);
15              continue;

16 return seList;

Fig.4. Service elements filtering.

SO uses the reachable domain information contained in

the templates of the CoEs and the domain information

contained in the templates of the ApEs and AcEs. In

this algorithm, the domains of the ApEs, AcEs and

CoEs are defined as nodes, and are included in the

graph (lines 4∼12). The algorithm also defines each

Input: AcEList, ApEList, CoEList

Output: G

// AcEList, ApEList and CoEList: List of service elements

// G: Graph containing the paths between the endpoints

1  Vertex V, Vr;

2  Edge E;

3  Graph G;

4  foreach AcE ∈ AcEList do

5    V ← defineAsVertex(AcE.domain);

6    G ← graphAddVertex(V);

7  foreach ApE ∈ ApEList do

8    V ← defineAsVertex(ApE.domain);

9    G ← graphAddVertex(V);

10 foreach CoE ∈ CoEList do

11   V ← defineAsVertex(CoE.domain);

12   G ← graphAddVertex(V);

13   foreach reachDomain of CoE do

14     Vr ← defineAsVertex(reachDomain);

15     if Vr ∉ G then

16       G ← graphAddVertex(Vr);

17     E ← defineAsEdge(CoE.domain, reachDomain);

18     if E ∉ G then

19       G ← graphAddEdge(E);

20 return G;

Fig.5. Graph building.

domain that is reachable by every CoE, as a node (lines

13∼14). A test is performed to find out if this node was

already included in the graph. If it was not, the node

is then included in the graph (lines 15∼16). The asso-

ciation between the domain of a CoE and the domains

that are reachable by this CoE creates the edges of the

graph (line 17). A test to avoid the inclusion of dupli-

cate edges in the graph is also performed (lines 18∼19).

If one of the reachable domains of a CoE matches the

domain of an ApE (or AcE), this is proof that an edge

exists between this CoE and the ApE (or AcE), since

all the ApE and AcE domains were already included

in the graph as nodes. The output of this phase is a

graph that contains all of the possible paths between

the endpoints (line 20).

During the last phase (paths calculating and filter-

ing), it is necessary to calculate the cost of each path.

To do this, the SO uses the rules regarding the QoS

parameter categories (additive, multiplicative, concave,

and independent) to compare the parameter values of

every service element in each path. In this phase, an-

other filtering process must be carried out so that only

those paths that can guarantee the service requirements

are selected. The algorithm of Fig.6 depicts this phase.

In this last phase, the SO calculates the k shortest

paths using p as the path cost, where k is the number

of paths that will be checked and p is any parameter,

usually additive or multiplicative (e.g., price) (line 3).

Both k and p are defined by SO internal policies. An im-

plementation of the Bellman-Ford algorithm was used

to calculate the shortest paths. Once the paths have
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been calculated, the SO then sorts these k paths ac-

cording to p (line 4). After the paths are sorted, the

SO picks the first path in the sequence and compares

the additive and the multiplicative parameter values of

the path with the service policy requirements. If this

path satisfies all the requirements, it is selected for the

customer as a feasible service provisioning path. Other-

wise, the SO repeats this process with the next path in

the sequence until no path remains (lines 5∼15). It

is worth remembering that both the concave and the

independent parameters of the service elements were

already compared in the first phase, which means that

a graph where all the paths fulfill the requirements of

these parameters has been produced.

Input: G, policyParamList

// G: Graph containing the paths between the endpoints

// policyParamList: List of parameters defined in the service

policy

1 Graph G;

2 BellmanFord BlF;

3 pathList ← BlF.calculateKPaths(G, k, p);

4 sortPaths(pathList, p);

5 foreach path ∈ pathList do

6   satisfy ← true;

7   foreach policyParam ∈ policyParamList do

8   if policyParam.type = ADDITIVE or MULTIPLICATIVE then

9     pathParam ← path.getPathParam(policyParam.name);

10    if pathParam does not satisfy policyParam then

11  satisfy ← false;

12      break; // Check next path

13  if satisfy then

14    a path was found;

15    break;

16 if not satisfy then

17 no path was found;

Fig.6. Paths calculating and filtering.

To illustrate the service composition process, sup-

pose that a customer requested a video streaming ser-

vice and the SO found out the service policy of a service

class that matches the customer requirements. Table 1

presents the performance (e.g., maximum delay, mini-

mum bandwidth), the service-specific (e.g., encoding,

maximum frame rate) and the business (e.g., maximum

number of hops, maximum price the customer is will-

ing to pay) parameter values the service must guaran-

tee, according to this service policy. Table 2 presents

the parameter values offered by each service element

found by the SO at the UDDI. In the first phase, the

SO compares the parameter threshold values from the

service policy (Table 1) with the concave and the in-

dependent parameters of each service element found at

the UDDI (Table 2). In the case that any parameter of

a service element does not comply with the threshold

from the service policy, the SO eliminates that service

element. By comparing the values from both tables, it

is possible to see that ApE2 and CoE3 do not satisfy

the frame rate and the bandwidth requirements, respec-

tively. Thus, these service elements are removed from

the subsequent service composition phases.

Table 1. SO Service Policy (Video Streaming)

Parameter Type Value

Delay (ms) Additive 6 100

Jitter (ms) Additive 6 90

Bandwidth (Kb/s) Concave > 512

Encoding Independent MPEG-4

Frame rate (fps) Independent > 20

Audio channels Independent > 4

Number of hops Additive 6 3

Price ($) Additive 6 200

Note: we consider the number of hops as the number of inter-
mediary domains (CoEs).

During the second phase of the service composition

process, the SO builds a graph representation of the

connections between the remaining service elements.

These connections are established in accordance with

the reachability information comprised on the CoE

ESTs, which may result in several e2e service paths.

Fig.7 shows the graph resulting from the connections

between the remaining service elements of Table 2 and

the values of the additive and multiplicative parameters

of each path. As can be seen from the figure, there are

three paths from the ApE1 (EO that hosts the video

server) to the AcEs (EOs that can provide access ser-

vice to the customer). However, not all paths will be

able to deliver the service, which leads us to the third

phase of the service composition process.

During the last phase, the SO calculates the shortest

paths using some parameter as the path cost. Consi-

dering that the SO uses the price parameter to calculate

and to sort the paths (illustrated in Fig.7), then it is

easy to verify that path 2 will be chosen, since path

3, which is the cheapest, does not guarantee all QoS

requirements.

3.4 Resource Configuration

In order to configure the service elements, the SO

must incorporate the configuration information neces-

sary to create the end-to-end service provisioning path

into the SLAs and send them to the EOs. If any EO

does not receive the configuration information before

a timeout, the resource is released (marked as free).

Otherwise, the EO creates a configuration script for
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Table 2. Service Element Parameter Values

QoS Parameter AcE1 AcE2 CoE1 CoE2 CoE3 CoE4 ApE1 ApE2

Delay (ms) 040 040 0030 0040 030 030

Jitter (ms) 040 040 0020 0035 030 030

Bandwidth (Kb/s) 512 512 1 000 1 000 384 512

Encoding MPEG-4 MPEG-4

Frame rate (fps) 30 15

Audio channels 04 02

Price ($) 050 035 0040 0035 025 030 40 30

dl  : Delay
jt   : Jitter
nh : nΟ of Hops
pr  : Price

AcE1

AcE2

CoE1

CoE2 CoE4

ApE1

Customer

Path 3 Path 3
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, 3
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Path 1: dl  /100, jt   /90, nh /2, pr  /160

Path 3: dl  /110, jt   /105, nh /2, pr  /140

Path 2: dl  /100, jt   /90, nh /2, pr  /145

Fig.7. Connection graph and path costs.

the resource previously marked as booked. In the lat-

ter case, the EO may also update its service element

offer at the UDDI, since its free resource capacity was

reduced. The frequency of the update process is dic-

tated by internal policies of each EO. If resources are

booked and one of the providers or the customer gives

up the service establishment, a penalty stated in the

SLA can be applied. This is performed to compensate

for eventual missed business opportunities.

The generation of the configuration script (illus-

trated in Fig.8) is a process that involves the combi-

nation of information from several sources. First of

all, the EO gets the service element identification from

the SLA so that it can fetch the correspondent EST.

The EST then identifies the appropriate configuration

policy, which has high level instructions. These high

level instructions are in a pre-defined order and specify

how the service element must be configured. They are

mapped into the configuration commands of the ven-

dor’s equipment owned by the EO. There are basically

three types of basic commands: independent commands

that do not depend on external values, for instance,

the command to enter in the configuration mode of the

router (i.e., config terminal); EO dependent commands

that depend on local information, such as IP addresses

and port numbers of EO’s routers; and SO dependent

commands that depend on remote information received

from the SO, such as Virtual Routing and Forwarding

(VRF) name and IP addresses of neighbor edge routers.

The EO and the SO dependent commands have a fixed

part and a variable part. The variable part has argu-

ments that receive values from the EO or the SO. Thus,

when the EO receives the configuration request, it de-

termines the set of basic commands associated to this

configuration and substitutes each value, received from

the SO or obtained from the EO itself, in the appro-

priate command argument. At the end of this process,

the configuration script is created.

As can be noted from the aforementioned process,

the generation of the configuration script is performed

in accordance with the policies of each EO, thus gua-

ranteeing provider autonomy. This autonomy assures

three main advantages.

• Security. Other providers do not influence the

configuration of one provider’s equipment. The only

external information the EO uses when configuring its

equipment is the service parameter values previously

accorded with the SO.

• QoS Model Autonomy. The EOs are free to use

the QoS model (DiffServ, IntServ, MPLS) configuration

they prefer inside their core networks. The only obliga-

tion is to deliver the traffic with the QoS requirements,
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Fig.8. Configuration script generation.

agreed on the SLAs, to their connecting domains on the

path.

• Vendor Technology Autonomy. Each EO confi-

gures its resources according to its vendor equipment

technology (e.g., programming languages, operating

systems).

After the script creation, the EO connects to the

equipment and executes the script to prepare the re-

source for the service provisioning.

4 Inter-Domain Validation Scenario

In this section, a prototype of QIDS is presented.

By using this prototype, experimental tests were per-

formed in order to validate and evaluate QIDS.

4.1 Prototype Development

To validate QIDS, a prototype was implemented,

using the Java programming language, and an inter-

domain test scenario was developed. This scenario con-

sists of an inter-domain BGP/MPLS VPN between two

endpoints to support video streaming with QoS require-

ments. The topology of the testbed (Fig.9) consists

of two transit domains (CoEs) and two endpoint do-

mains (AcE and ApE) and each domain has an iden-

tification (bt.uk, ft.fr, pt.pt, and dt.de). According to

RFC 4364[9] terminology, each transit domain has one

 ISP 1 (CoE) ISP 2 (CoE)

CE 1 CE 2PE 1 PE 2ASBR  1 ASBR  2
Endpoint 1 (AcE) Endpoint 2 (AcE) 

Business Layer

SO EO 1 EO 2 EO 3 EO 4

Customer

OSSOSSOSSOSS

bt.uk ft.fr pt.pt dt.de

UDDI

Fig.9. Inter-domain topology.
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provider edge (PE) router and one autonomous system

border router (ASBR) router. Each PE is connected

to one customer edge (CE) router and the ASBRs con-

nect to each other. The GNS3 12○ router emulator (for-

merly known as Dynamips) and the Dynagen 13○ front-

end were used to emulate Cisco 7200 routers, which sup-

port BGP/MPLS VPNs configuration. This topology

illustrates a real scenario, since it was verified that most

of the inter-domain traffic (80% ∼ 90%) exchanged by

an ISP travels only a few AS hops away (two to four

hops)[29].

To establish a BGP/MPLS VPN, it is necessary to

configure VRF[9] tables in each PE router. By using a

VRF, it is possible to assign a virtual unique value for

a customer’s VPN. Therefore, users at a specific VPN

cannot inspect packet traffics outside this VPN. To con-

figure a BGP/MPLS VPN, the following information is

necessary:

• VRF name: unique name that represents a VRF,

and every PE router in the VPN must use the same

VRF name;

• Route distinguisher (RD): a 16-bit or 32-bit num-

ber that helps to identify the VPN, and every PE router

in the VPN must use the same RD;

• Interface or sub-interface IP address and au-

tonomous system (AS) number of each endpoint: used

to forward the traffic to the correct interface (or sub-

interface) address on PE-CE connections; and

• Interface or sub-interface IP address and AS num-

ber of each ASBR router: used to forward the traffic

to the correct interface (or sub-interface) address on

ASBR-ASBR connections.

VRF name and RD are automatically generated by

the SO, given that they must be unique for every PE

on the VPN. Interface (or sub-interface) IP address and

AS number of the CE, PE and ASBR routers are ac-

quired from the templates of each service element. It is

worth mentioning that service providers may still hide

internal details from competing partners, since this ex-

changed technical information is mostly focused on bor-

der routers rather than on internal topology. For in-

stance, those IP addresses are from edge routers (pub-

lic addresses), which are not sensitive information that

providers would be reluctant to share.

The configuration of the BGP/MPLS VPN is per-

formed only on CoEs. Fig.10 presents a fragment of the

template SO sends to each CoE (in this case, the ft.fr

domain of the topology). In addition to the VRF name,

RD, interface IP address, and AS number of each edge

router, it also contains a unique identification for the

service, the identification of the service element in the

scope of the SO, the neighbor domain, and the alert

URL, which is used to call the alert Web service on the

SO. This information is necessary in the case the EO

needs to send alert messages to the SO due to some

service element problem.

When the EO receives the configuration request

from SO, it creates the configuration script and con-

nects to the equipment to enforce the configuration.

Table 3 presents the commands executed by the EO to

configure the BGP/MPLS VPN on a PE router (using

IOS Cisco software syntax) according to the informa-

tion presented on Fig.10.

Table 3. BGP/MPLS VPN Configuration

Cisco IOS Command Description

ip vrf vpnred223 Enable the VRF configuration, defining a VPN instance with a VRF name
(vpnred223)

rd 100: 100223 Create a routing and forwarding table for the specified VRF

route-target both 100: 100223 Create lists of import and export route-target extended communities for the
specified VRF

interface Serial1/1.120 multipoint Enter the sub-interface configuration mode

ip vrf forwarding vpnred223 Associate the VRF instance with the sub-interface

ip address 10.10.2.2 255.255.255.0 The sub-interface IP address is reconfigured (due to the VRF association, the
sub-interface loses its IP address)

router bgp 1 Enter the BGP configuration mode

address-family ipv4 vrf vpnred223 Enter the address family configuration mode to configure routing sessions
between PE and CE

neighbor 10.1.2.1 remote-as 65200 Add an entry to the BGP table

neighbor 10.1.2.1 activate Enable the exchange of information with a BGP neighboring router

neighbor 10.1.2.1 as-override This command is used to identify the site where a route originated, preventing
routing loops between routers within the VPN

12○GNS3 graphic network simulator. http://www.gns3.net/dynamips/, Sept. 2014.
13○Dynagen. http://dynagen.org/, Sept. 2014.
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<ElementParameters >

<ServiceId>280</ServiceId>

<ElementSOId>119</ElementSOId>

<VRF>vpnred223</VRF>

<RouterDistinguisher>100:100223</RouterDistinguisher>

<CE-ASNumber>65200</CE-ASNumber>

<CE-Domain>bt.uk</CE-Domain>

<CE-IP>10.1.2.1</CE-IP>

<ASBR-ASNumber>2</ASBR-ASNumber>

<ASBR-Domain>pt.pt</ASBR-Domain>

<ASBR-IP>10.4.4.10</ASBR-IP>

<AlertURL>urn:alertservice;alert_service;AlertServiceService;

receiveAlert ;http://10.3.1.81:8080 /axis/services/

alert_service?wsdl

</AlertURL>

</ElementParameters >

Fig.10. Service element configuration information.

The generated script also contains the required QoS

configuration. In the sample scenario, let us assume a

simple DiffServ-based configuration. Basically, to for-

ward the traffic according to the QoS requirements, an

access list is created to perform packet filtering and

then the traffic from a specific source (interface or sub-

interface) is associated to this access list. After that, a

traffic class is created and associated to the traffic fil-

tered by the access list. A QoS policy is created, which

can associate a traffic class to one or more QoS actions.

Finally, the QoS policy is associated to the interface (or

sub-interface). Table 4 shows the QoS configuration en-

forced on a PE router. This configuration guarantees

that all traffic that comes from the CE address is for-

warded with a bandwidth of 512 Kb/s.

The configurations required for AcE2 and ApE1 are

much simpler. In ApE1, the EO must send the video

traffic with the appropriate QoS characteristics to the

interface (or sub-interface) connected to PE2, while at

the AcE2, the EOmust redirect the traffic received from

PE1 to the interface (or sub-interface) connected to the

customer that supports the QoS characteristics. At the

end of the configuration process of the service elements,

the service can be provisioned.

4.2 Experimental Results

Experimental evaluation, covering service configura-

tion and service adaptation, was undertaken using the

aforementioned topology (Fig.9). These experiments

aimed to validate QIDS and show that it can handle ser-

vice establishment and adaptation requests using per-

formance and service-specific parameters in a feasible

time. Three PCs were used to perform the tests. One

PC hosts the UDDI and the SO. Another PC “hosts”

AcE2 and CoE1, while the last PC “hosts” ApE1 and

CoE4. Each test was performed ten times and the val-

ues were averaged.

Table 5 presents the total time to handle 1, 10,

50, and 100 simultaneous configuration requests. The

presented time seems to be very satisfactory, espe-

cially when compared with today’s approach, in which

providers use human-based interactions to exchange in-

formation and establish contracts, and configure their

equipments in a manual fashion (which may take

hours). Moreover, in the customer’s point-of-view, con-

sidering that he/she requested for the QoS-aware ser-

vice through a web portal, 3.3 seconds is fairly short

for waiting and in most cases, is faster than the time to

wait for the web page to load.

It is important to mention that the time presented

here is concerned with the architecture performance

to handle requests for service configuration (from cus-

tomer request to resource configuration). In the case

of BGP/MPLS VPNs, the total establishment time is

much longer (about 2.5 minutes) due to the BGP con-

vergence time to advertise the new routes. However, if

pre-established routes are considered, the total configu-

ration time of the QoS-aware services is similar to the

time presented here, since there is no need for the BGP

to advertise the routes. Furthermore, in a real provider

scenario with real equipments and carrier-level servers,

the results are expected to be much better.

Table 4. QoS Configuration

Cisco IOS Command Description

ip access-list extended vpnacl1 Create an access list to perform packet filtering

permit ip 10.1.2.1 0.0.0.0 any Associate the traffic from source 10.1.2.1 with the access list

class-map match-any vpnbasic Create traffic class

match access-group name vpnacl1 Associate the access list with the created class

policy-map QoS Create a QoS policy

class vpnbasic Associate the traffic class with the created QoS policy

priority 512 Guarantee the specified bandwidth (Kb/s) for the traffic class

interface Serial1/1.110 multipoint Enter the sub-interface configuration mode

service-policy output QoS Associate the QoS policy with the sub-interface
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Table 5. Service Configuration Requisition Time

Number of Requests Time (s)

001 03.3

010 12.3

050 45.8

100 82.7

The service adaptation request use case is quite

similar to the service configuration request use case.

Since the adaptation only requires a modification at

some service element or service requirements, the EOs

that compose the service remain the same. Thus, there

is no need to search for service elements and to compose

the service path. Table 6 presents the time to handle

1, 10, 50, and 100 simultaneous adaptation requests.

Table 6. Service Adaptation Requisition Time

Number of Requests Time (s)

001 02.5

010 08.8

050 35.1

100 66.7

The values from Table 6 show a slight decrease in

the time to perform the service adaptation compared

to the service configuration. As stated before, this dif-

ference occurs because the SO has neither to search for

available service elements nor to compose the service

path. Considering that the service path is not affected

by the adaptation process, which excludes BGP route

advertisements, the required adaptations on the service

are performed in a short time period.

Table 7 presents the percentage of time major opera-

tions take during a customer request for configuration

and adaptation of the video streaming service with QoS

guarantees. As previously mentioned, operations be-

tween SO and EOs are performed by the means of Web

services (WS). Other major operations are performed

inside the SO and the EOs.

Table 7. Percentage of Operation Time

Operation Configuration (%) Adaptation (%)

SO/EO 19 12

WS 81 88

It is apparent from the table that the overhead of

operations executed locally in the SO/EO is much lower

than the overhead of operations that contain Web ser-

vice calls. The Web service processing time of configu-

ration and adaptation requests is about 81% and 88%,

respectively. Web service calls are bandwidth and time

expensive, given that they are based on Simple Object

Access Protocol (SOAP) messages, which are textual

in nature. However, this drawback does not outweigh

the benefit of permitting providers to freely design their

services by using interface definitions. This is an impor-

tant advantage, since it allows the loose coupling of ser-

vices, which facilitates the service composition process

(a crucial prerequisite in the inter-domain provision-

ing). Additionally, when comparing the use of these

Web service calls with the today’s manual approach

used by providers, we find the advantage is obvious:

automated interaction between providers.

To evaluate the efficiency of QIDS, intermediary do-

mains (CoEs) were added to the topology presented

on Fig.9 and tested with service configuration requests.

Fig.11 presents the time to handle service configura-

tion requests in scenarios with two, three, four, and

five CoEs. Five-hundred requests were performed for

each scenario and each request was triggered immedi-

ately after the previous request was handled by QIDS.

Each point in the curves represents the mean time of

50 successive requests.
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Fig.11. Mean time to handle service configuration requests.

As can be seen from the graph, the time to handle a

service configuration request does not vary significantly

as more CoEs are added to the configuration topology.

The longer time at the beginning of each curve on the

graph is due to the initialization of the Java classes.

The mean time to handle a service request in the sce-

nario with two CoEs is 3 376 ms, while the mean time to

handle a service request in the scenario with five CoEs

is 3 432 ms. In the case that more CoEs are added to

the service path, it is expected that the time to handle a

service request increases, since there are more domains
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to negotiate and establish contracts. However, the diffe-

rence between the mean time is very small, which shows

the efficiency of QIDS in handling more complex sce-

narios (paths with more intermediary domains).

To evaluate the efficiency of QIDS in handling ser-

vice adaptation requests, another test was conducted.

In this test, there are five CoEs in the provisioning path.

Fig.12 presents the time to handle service adaptation

requests in four different scenarios (represented by the

curves). In each scenario, the QIDS must adapt an

increasing number of CoEs (from two to five). 500 re-

quests were performed for each scenario and each re-

quest was triggered immediately after the previous re-

quest was handled by QIDS. Each point in the curves

represents the mean time of 50 successive requests.

1 2

2700

2650

2600

2550

2500

2450

2400

2350
3 4 5 6 7 8 9 10

Successive Requests (Τ50)

T
im

e
 (

m
s)

2 CoEs
3 CoEs
4 CoEs
5 CoEs

Fig.12. Mean time to handle service adaptation requests.

As the number of CoEs to adapt increases, the time

QIDS takes to adapt the service also increases, which is

an expected behavior. However, as also observed in the

previous test, the increasing in the time is small. The

mean time to handle a service adaptation request in

the scenario with two CoEs is 2 383 ms, while the mean

time to handle a service adaptation request in the sce-

nario with five CoEs is 2 577 ms. This also shows the

good efficiency of QIDS. Moreover, these results, along

with the results from the previous test, demonstrate

the advantage of QIDS in handling inter-domain QoS-

aware services when compared to the manual process

performed today.

5 Conclusions and Future Work

This paper presented a QoS for Inter-Domain Ser-

vices (QIDS) model that employs mechanisms to en-

hance the interaction between providers, thus allowing

them to achieve a more advanced cooperation to pro-

vide inter-domain QoS-aware services. By supporting

these value-added services, QIDS benefits both the cus-

tomer and the provider: the customer is not limited to

his/her access provider service portfolio; and providers

can increase their market share by offering services to

customers that are outside their domains. Moreover,

providers can exchange their current human-based in-

teractions and manual configurations by an automated,

on-demand, and dynamic process.

QIDS was integrated in the GBF architecture[5], us-

ing its business layer as a communication channel to

facilitate the interaction between providers, which is

achieved by the means of Web services. It can handle

customer service requests with QoS requirements in an

on-demand and dynamic fashion, by searching and com-

posing services based on the templates of service ele-

ments published by EOs. To configure the underlying

resources, configuration scripts are automatically gene-

rated and enforced on the equipments so that they can

fulfill the customer requirements. QIDS also handles

service adaptation. Any party can request for a service

adaptation due to several reasons (technical problems,

business non-conformances or financial downgrades).

An important advantage of QIDS is that it does not

interfere with the providers’ core network. In this sense,

providers can use the QoS strategy they want according

to their internal policies. Another plus of this proposal

is to consider service-specific parameters together with

connectivity parameters, which can increase the proba-

bility of customer satisfaction.

A testbed was developed to validate QIDS. Con-

figuration and adaptation requests of inter-domain

BGP/MPLS VPNs between two endpoints to support a

video streaming with QoS requirements were the tested

scenarios. The results showed that QIDS can handle

customer configuration and adaptation requests in ac-

ceptable time, especially when considering the bene-

fits in providing inter-domain QoS-aware services. The

tests also showed that Web service calls are responsi-

ble for 81% of the time to handle a customer service

request. However, this does not outweigh the advan-

tage of Web services in allowing providers to freely de-

sign their services by using a loose coupled paradigm

supported by interface definitions, which is essential to

guarantee an automatic composition of services. Fi-

nally, the QIDS efficiency in handling more complex

scenarios (more intermediary domains) was verified.

The results showed only a slight increase in the time to:

1) handle customer configuration requests when more
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CoEs are added in the service provisioning path; 2) han-

dle customer adaptation requests when the number of

CoEs to adapt increases.

As future work, studies to improve the performance

of Web services calls will be conducted, for instance,

reducing the size of SOAP messages, thus the seriali-

zation process can be improved. Moreover, studies on

how to decrease the number of Web service calls will

also be carried out. One possible approach is to use

an expiry date of the offers in the templates. Thus,

a provider would not need to confirm the offer if the

service requests were performed before the expiry date.

Another future work is to improve the service element

search process by employing UDDI enhancements; thus

the search process could be refined at the UDDI, for in-

stance, to acquire all service elements at the UDDI that

support certain bandwidth and delay.
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