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Abstract Collaborative filtering (CF) is one of the most popular techniques behind the success of recommendation
system. It predicts the interest of users by collecting information from past users who have the same opinions. The
most popular approaches used in CF research area are Matrix factorization methods such as SVD. However, many well-
known recommendation systems do not use this method but still stick with Neighborhood models because of simplicity and
explainability. There are some concerns that limit neighborhood models to achieve higher prediction accuracy. To address
these concerns, we propose a new exponential fuzzy clustering (XFCM) algorithm by reformulating the clustering’s objective
function with an exponential equation in order to improve the method for membership assignment. The proposed method
assigns data to the clusters by aggressively excluding irrelevant data, which is better than other fuzzy C-means (FCM)
variants. The experiments show that XFCM-based CF improved 6.9% over item-based method and 3.0% over SVD in terms
of mean absolute error for 100 K and 1M MovieLens dataset.
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1 Introduction

The recommendation system is a powerful tool to
help guide online shoppers to choose the product that
best fulfills their needs. The system is widely imple-
mented in many online stores such as Netflix, eBay,
Amazon, but the demand for a better system is end-
less.

Collaborative filtering (CF) is one of the reasons be-
hind the success of the recommendation system and
is one of the most popular techniques because of its
simplicity and ease of use. CF predicts the interest of
a user by collecting and using information from past
users who have the same opinions. The most com-
mon approach for CF is based on neighborhood mod-
els that attempt to provide recommendation by either
user-user approach[1] or item-item approach[2-4]. User-
user based methods predict user rating from users with
similar preferences and item-item based methods pre-
dict user rating from ratings made by the same user on
similar items. Item-item based method is more favo-
rable due to users are more familiar with items previ-
ously preferred by them rather than other users with
the same preferences[5-6]. In general, matrix factori-
zation methods[6-9] are the most popular in the re-
search area. These methods try to map large users
and items matrix in the lower dimensions using latent
factor. They generate prediction more accurately than

neighborhood models because these methods optimize
prediction based on global ratings while neighborhood
models compute ratings based on local neighbors[6].
However, many well-known recommendation systems
like Amazon[4], TiVo[10] stick with neighborhood mod-
els due to their simplicity and ease of use. There are
more important reasons why these methods are pre-
ferred. First, recommendations generated from neigh-
borhood models are explainable which are often useful
to enhance user experiences beyond the improvement
of accuracy. Second, they can provide immediate reco-
mmendation when new ratings enter to the system[6].
However, the quality of recommendation for neighbor-
hood models is relied on fundamental characteristics of
the data which are:

Sparsity. Users do not always rate all products even
if they are very active users. Ratings are made only to
products previously used by them and therefore profile
vectors consequently contain a lot of missing values.

Scalability. Users-items matrices are always large.
The cost to find neighboring in a large matrix is expen-
sive. It grows non-linearly to the number of users and
items.

Cold Start. This happens when the system attempts
to make recommendations for a new user or offer a new
item to a user. In both cases, the new vector profiles
cannot be paired with existing data in the database
since they are empty.
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More importantly, the recommendation quality of
neighborhood models can be improved according to
some concerns raised by Koren et al.[6] First, the simi-
larity functions used in neighborhood models is the
score between a pair of users or items. Since neighbor-
hood models generate recommendation based on subset
of neighbors, similarity should represent the same de-
gree of similarity among them. Second, neighborhood
models do not account for interaction among neighbors.
Similarity between an item and its neighbors is com-
puted independently. Thus, some related items such
as The Lord of the Rings 1∼3 may be triple counting.
Third, overfitted ratings occur from the interpolation
weights that sum to 1. In case of the useful neighbors
the item has less than the specified k nearest neighbors,
the neighborhood models force to find the first k nea-
rest neighbors which may not be related to the item.
This concern is fixed by adding penalty term into pre-
diction equation[11]. Fourth, neighborhood models may
not work well if ratings differ among neighbors. For
example, two users rate three items by (1, 2, 3) and (3,
4, 5). The third item is obviously more preferred than
the second and the first items by both users. However,
it is difficult for neighborhood models to capture this
kind of user preferences. The item ranking models are
different approaches that model the recommendation
directly to user preferences. Item ranking methods do
not generate the ratings but rank the preferred items
as output[12].

In order to achieve higher accuracy, Koren et al.[5-6]

proposed jointly derived neighborhood interpolation
weights to estimate interpolation weights based on least
square method. The algorithm addresses all four con-
cerns but the method is based on neighborhood model
which uses predefined k nearest neighbors as an input
parameter. In case data has less neighbors than k, other
unrelated neighbors will be forced to be included in the
prediction calculation.

In this paper we consider fuzzy clustering method to
address all the concerns. First, fuzzy clustering meth-
ods generate ratings according to similarity between
data and centroids[13-14]. Similarity in fuzzy clustering
based CF is computed in term of degree of membership.
These centroids and membership degree can be mapped
to the set of neighbors and similarity respectively in the
neighborhood models. Since centroids represent a set
of similar users or items, the membership degrees also
explain how similar of data to other members in the
cluster. Second, fuzzy clustering based CF methods
compute ratings from centroids not directly from data
thus counting multiple times does not happen. Third,
fuzzy clustering methods have a constraint that sums
the membership degree to one, it forces on clustering
to compute ratings from all centroids and falls into the

same situation as neighborhood models. However, we
propose a new fuzzy clustering that improves the qua-
lity of rating prediction by allocating data into the rele-
vant clusters. So, only true related centroids will be
used to compute the prediction. Fourth, fuzzy clus-
tering methods can adapt other techniques such as
normalization[15-16] to adjust the different ratings into
the same scale.

In this paper, we focus on developing item-based
fuzzy clustering since item-item approaches are more fa-
vorable as aforementioned. Basically, clustering-based
CF methods calculate degree of membership by pair-
ing profile vectors with the cluster centroids. Most
clustering-based CF methods rely on k-means clus-
tering but by doing so they assign data only to one
cluster[17-20]. The reliance of CF methods on k-means
clustering means they are limited due to their inability
to group items into multiple clusters. For example an
item such as The Lord of the Rings trilogy can be cate-
gorized to both action movies and fantasy movies. It
is more reasonable to allow data to belong to multiple
clusters by clustering data with uncertainty using fuzzy
C-means (FCM)[21]. Nevertheless, this is not enough
to make accurate recommendations because irrelevant
data could be assigned to the clusters and overwhelm
the rating predictions[22].

In general, the ratings should be computed using
only ratings from relevant items. To overcome this is-
sue, we propose a new clustering algorithm by reformu-
lating the clustering’s objective function with an ex-
ponential equation in order to improve the method for
membership assignment. The paper is organized as fol-
lows. In Section 2, we review the background with some
related work and indicate the problems with FCM. In
Section 3, we present the new exponential fuzzy cluster-
ing. In Section 4, we perform experiments to validate
our proposed algorithm by benchmarking against other
approaches. In Section 5, we draw a conclusion and
make recommendations for the future work.

2 Related Work

In data mining, the objective of clustering techniques
is to separate unlabeled data into finite and discrete sets
based on similarity or distance functions. Data in the
same cluster or set are more similar than data in the
other clusters. Clustering has a long history in the re-
search studies such as Wang et al.[23] proposed pattern
similarity for clustering and it can be applied to the CF
domain. Wattanachon et al.[24] proposed a hybrid clus-
tering algorithm to handle noisy data in nonlinear data
analysis. George et al.[17] used co-clustering to handle
dynamic real-time CF and cold start problems. Gong
et al.[20] improved the accuracy of clustering-based CF
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by joining the result of user clustering and item clus-
tering. Pham et al.[19] proposed a clustering model to
improve accuracy that operates on social information
rather than the user-item ratings matrix. Most of the
clustering algorithms used in these studies are based on
k-means which may not perform well for datasets with
overlapping as aforementioned. A more reasonable ap-
proach is to use fuzzy clustering methods that allow
data to be included in multiple clusters and is studied
in this paper.

2.1 Fuzzy C-Means

FCM partitions dataset X (x1, x2, x3, . . . , xN ) into
k clusters. Partitioning involves uncertainty, i.e., the
data (xi) can be assigned to multiple clusters with dif-
ferent degrees of membership (µij). The data is as-
signed to clusters by comparing its distance or dissimi-
larity d2

ij to the cluster centroids (vj). The distances
are usually mathematically computed using Euclidean
function. The notations used in this paper are summa-
rized in Table 1.

Table 1. Notations

X A set of data
xi Data in dataset X
N Total number of data in dataset X
k Total number of clusters or number of nearest neigh-

bors
d2

ij Distance from data xi to centroid vj

d2
iu Distance from data xi to centroid vu

vj Cluster centroid
µij Degree of membership for data xi and cluster cen-

troid vj

J Objective function
m, λ Fuzzifier parameters
ε Clustering termination coefficient
Pu,j Prediction rating of user u on item j

FCM is the most classical method for fuzzy cluster-
ing proposed by Dunn[25] and Bezdek[26]. The objective
function is formulated by sum of square distance and
the degree of membership as (1).

JFCM =
k∑

j=1

N∑

i=1

µm
ij d2

ij , m ∈ (1,∞),
k∑

j=1

µij = 1.

(1)
The fuzzifier parameter (m) is used to control impact

of the membership degree in the objective function. By
minimizing (1) through the Lagrange multiplier, the so-
lution for the values of membership degree and centroid
are shown in (2) and (3) respectively.

µij =
1

∑k
u=1

( d2
ij

d2
iu

) 1
m−1

, (2)

vj =

∑N
i=1 µm

ij xi∑N
i=1 µm

ij

. (3)

Although FCM assigns data to multiple clusters, al-
location is more than enough in most clusters. This dif-
ficulty prevents FCM from generating predictions with
high accuracy. For example, a dataset is clustered into
four clusters (C1, C2, C3, C4) and the distance from a
datum to each cluster’s centroid is 15, 20, 30 and 500
respectively. If fuzzifier m is changed over a range of
values, the impact of m is visualized in Fig.1.

Fig.1. Impact of the value of fuzzifier on the degree of member-

ship when using FCM.

For clustering-based CF, the quality of predictions
is dependent on how centroids are influenced. For exa-
mple the data shown in Fig.1 should not belong to C4

but FCM begins to assign data to C4 when m is around
1.7. The larger the value of m, the greater contribu-
tion of irrelevant data to the cluster assignment of the
data (xi). The appropriate value for the fuzzifier m
that causes minimal distortion of the data should be
between [1.01, 1.7] when the data belongs only to C1,
C2 and C3 (see Fig.1).

2.2 Fuzzy C-Means with Entropy
Regularization

In order to improve fuzzy degree assignment of mem-
bership values, fuzzy C-means with entropy regulari-
zation (FCME) is proposed. The entropy term from the
information theory is applied to the objective function
as shown in (4)[27-28].

JFCME =
k∑

j=1

N∑

i=1

µijd
2
ij+

λ
k∑

j=1

N∑

i=1

µij log µij , λ > 0,
k∑

j=1

µij = 1.

(4)
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The Lagrange multiplier is used to find solutions for
µij and vj as shown in (5) and (6) respectively.

µij =
exp(−λ× d2

ij)∑k
u=1(exp(−λ× d2

ij))
, (5)

vj =
∑N

i=1µijxi∑N
i=1µij

. (6)

The algorithm tries to minimize the objective func-
tion by minimizing within-cluster dispersion and maxi-
mizing the negative entropy. Parameter λ is used to
control the effect of the entropy term. From the pre-
vious example, when λ is changed, its impact on the
membership values µij can be visualized in Fig.2.

Fig.2 looks like a mirror image of Fig.1 reflected
across the Y -axis of the graph. At the point where the
value of λ is very large, i.e., beyond 0.9, only the nearest
data will be assigned to the cluster or similar to k-means
clustering. At the other end of the graph, FCME ini-
tially contributes data to the cluster and stops when λ
is around 0.009. Thus, the range of λ should be [0.009,
0.9] for FCME clustering.

Fig.2. Impact of the value of fuzzifier on the degree of member-

ship when using FCME.

2.3 Membership Distribution

Fuzzy clustering allocates data to all clusters but
the degrees of membership that are assigned by each
algorithm are different. For clustering-based CF, clus-
ters that include only relevant data are crucial for
achieving a high accuracy for rating predictions. In
previous examples, FCME has a higher flexibility than
FCM with respect to its ability of having its algorithm
adjusted since FCME can use a wider range of fuzzi-
fier values. As shown in Figs. 1 and 2, FCME has more
options for the allocation of the degrees of member-
ship of data for C1 ∼ C3. Besides, membership degree

for C2 should be closer to C1 than C3. For FCM the
difference between the membership values of C1 and
C2 is the smallest when m = 1.7 and the difference
is 0.2. When λ is around 0.009, the FCME algorithm
assigns much closer membership values for C1 and C2

than FCM can. This is the limitation of FCM since it
produces the degree of membership using a polynomial
function whereas FCME uses an exponential function.

In Fig.3, the value of the fuzzifier is fixed, but the
distance between the data and the centroid is varied.
The algorithm generated degree of membership using
FCM from (2) linearly decreases as distance increases.
For FCME, the degree of membership slightly decreases
during the initial period, i.e., the data gets a very high
degree of membership when the distance is changed be-
tween 10∼160. Thus, most data within this distance
range of the cluster are potentially included in the clus-
ter by default. This membership behavior is called con-
servative membership distribution. In our perspective, a
cluster should collect only the most relevant data espe-
cially since the high prediction accuracy is very impor-
tant for CF. If data are allocated to unrelated clusters,
the ratings are eventually computed by overwhelmed
centroids. The membership behavior should follow ag-
gressive membership distribution by rapidly changing
even if the data is located near the centroid. To achieve
this, the membership function should be represented in
a logarithmic function, and the objective function must
be developed in an exponential equation in order to get
the Logarithmic membership function.

Fig.3. Comparison of the relationship between the distance to

the degree of membership for FCM and FCME.

3 Exponential Fuzzy Clustering

The objective function for exponential fuzzy cluster-
ing (XFCM)[22] that fulfills the above requirements can
be formulated based on two conditions. First, the con-
dition sets µij = 0 when data does not belong to any
cluster. In this case, the objective function must be 0.
Second, the condition sets µij = 1 when data belongs
to the cluster. The objective function must be equal
to the distance function the same as FCM and FCME.
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The objective function that meets these conditions is
shown in (7).

JXFCM =
k∑

j=1

N∑

i=1

mµij − 1
m− 1

d2
ij ,

m ∈ (1,∞),
k∑

j=1

µij = 1. (7)

The optimal solution for (7) can be resolved by mini-
mizing the objective function using Lagrange multi-
pliers, which is the same method used for FCM and
FCME. We first introduce the Lagrange multiplier λi,
i = 1, 2, . . . , N to yield the Lagrange function in (8).

L =
k∑

j=1

N∑

i=1

mµij − 1
m− 1

d2
ij +

N∑

i=1

λi

( k∑

j=1

µij − 1
)
,

(8)

µij =
1
k

(
1 + k logm

1
d2

ij

−
k∑

u=1

logm

1
d2

iu

)

=
1
k

(
1 + logm

∏k
u=1 d2

iu

(d2
ij)k

)
, (9)

vj =
∑N

i=1(m
µij − 1)xi∑N

i=1m
µij − 1

. (10)

Differentiate (8) by µij to get the optimality of the
degree of membership in (9). Differentiate (8) again by
vj to get the optimality of the centroid function in (10).

The degree of membership calculated by (9) could
go beyond 1 or below 0 to be negative. It happens if
and only if condition (11) is true.

(d2
ij)

k >
k∏

u=1

d2
iu. (11)

This means that data located very far from the clus-
ter are potentially assigned negative degree of member-
ship. From our perspective, the negative membership
degree indicates very low correlation of data xi and the
cluster j. On the other hand, data xi truly belongs
to cluster j if the membership degree goes beyond 1.
Thus, we use these properties to filter out irrelevant
data when the degree of membership is negative. How-
ever, the negative degree of membership is not a fuzzy
compliance in which µij is in the range of [0, 1].

In order to resolve compliance issues, a new condi-
tion is introduced to verify cluster membership. The
data will be included in the cluster if and only if the
fuzzifier parameter m satisfies the condition (12) other-
wise data are not included by assigning 0 to the degree

of membership for a particular cluster.

m >
(d2

ij)
k

∏k
u=1 d2

iu

. (12)

The same example is reproduced by XFCM as il-
lustrated in Fig.4. Data starts contributing to C2 and
C3 after the fuzzifier value is over 1 and 2 respectively.
It starts contributing to C4 after the fuzzifier value is
over 100. Thus, the usable range is (1, 100], which is
larger than the range for FCM and FCME. In addition,
the best gap between C1 and C2 is at m = 100 with a
difference of 0.15.

FCME produces a closer gap when λ = 0.009 but
it is not reasonable in practice because the member-
ship values are distributed almost equally in all clus-
ters while distance length to C3 is the double of the
length to C1. In another example, if the fuzzifier value
is fixed and distance changes over the usable range as
illustrated in Fig.5 the algorithm produces conserva-
tive membership distribution as described by rapidly
decreasing from 0.98 to 0.72 in the early stage when
the distance changes from 10 to 60.

Fig.4. Impact of the value of the fuzzifier on the degree of mem-

bership using XFCM.

Fig.5. Impact of distance to degree of membership for FCM,

FCME and XFCM.
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To compare the neighborhood models and
clustering-based CF, both methods are similar by try-
ing to find the nearest data. The difference is clustering
introduces centroid to represent the set of the nearest
data by grouping them together. With this property,
it leads clustering method to solve the problem that
similarity does not represent similarity among neigh-
bors (the first concern) and accounting the interaction
among neighbors (the second concern) by default. For
the third concern, it does not well address when using
clustering-based CF. There is a condition that sums
the membership degree to 1 in the objective functions
(1) and (4). This condition forces data to belong to
unrelated clusters. For XFCM, it does not allocate
data to all clusters because there is a constraint (12)
that prevents this situation to happen. Hence, the
computed ratings using XFCM are different from other
fuzzy clustering whereby overfitting does not occur.

To use XFCM, the procedure is slightly different
from other fuzzy clustering since it requires an addi-
tional step to recompute membership degree for fuzzy
compliance. The procedure is illustrated in Fig.6.

Step 1. Predefined Parameters:

- number of cluster (k)

- fuzzifier parameter (m)

- termination coefficient (ε)

- initialize k centroids for each cluster j.

Step 2. Allocation of Data:

For each data

For each cluster centroid

Compute d2
ij

End For each

End For each

For each data

For each d2
ij

If condition (12) is true then

Set µij to 0

Else

Compute µij according to (9)

End If

End For each

End For each

Step 3. Update Centroids:

For each data

For each cluster

Update centroid according to (10)

End For each

End For each

Step 4. Validate Stop Condition:

Calculate objective function according to (7)

If termination condition is met then

Stop clustering process

Else

Repeat Step 2

End If

Fig.6. Procedure of XFCM.

4 Experiments

Two real datasets were used in experiments to vali-
date the performance of XFCM: the 100K MovieLens
dataset and 1 M MovieLens dataset. We performed an
item-item fuzzy clustering method by replacing the dis-
tance function in clustering with the inverse of adjusted
cosine similarity[2]. We evaluated XFCM’s performance
by measuring the prediction error using mean absolute
error (MAE) as in (13) for each pair of predicted and
actual ratings.

MAE =
∑n

i=1 |pi − qi|
n

, (13)

where pi represents the prediction values, qi represents
the actual ratings made by users, n is total number of
prediction values.

The predicted ratings in (14) were calculated by
withdrawing the rating from the centroid based on the
membership function. We used MAE as a cluster vali-
dation to validate clustering parameters since it was
used for evaluation measurement[13-14,22].

Pu,j =
k∑

j=1

N∑

i=1

µijvj , (14)

where Pu,j is a prediction value for a pair of user u and
the movie j.

All algorithms had the same initial seeds. Miss rat-
ings in initial centroids were filled with average item rat-
ings. All algorithms stopped when the objective func-
tion changed less than 1 (ε = 1). From our test, the
optimum results did not improve after 10 interations so
the algorithms stopped when the iteration reached the
10th step. At the end of each iteration, MAE was com-
puted and the best MAE was selected from running by
loop to compare among testing algorithms.

XFCM clustering-based CF was benchmarked with
item-based CF[2,6] algorithms, SVD[6] for 100K Movie-
Lens dataset and 1 M MovieLens dataset. Implemen-
tation of clustering-based CF methods was developed
using C# with SQL Server 2005 for back-end database
on a Core-i5 computer with ram 4 GB①.

4.1 100 K MovieLens Dataset

100K MovieLens dataset was collected user rating
during the 7-month period from September 19th, 1997
through April 22nd, 1998 for CF research by the Grou-
pLens Research Project at the University of Minnesota.
The dataset consists of 100 000 ratings made by 943
users on 1 682 movies. The data is very sparse with
a 0.939 6 sparsity level. The sparsity is calculated by

①Implementation of FCM, FCME and XFCM are available for download at: http://iahcitaik.blogspot.com.
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1−(nonzero entries/total entries). We separated 80%
of dataset for training and 20% for the prediction. An
appropriate fuzzifier parameter for each clustering al-
gorithm was selected from experiments as illustrated
in Figs. 7∼9. The relationship between fuzzifier m and
MAE is represented by U-shaped curves with the mini-
mum MAE at fuzzifier values of 2, 20 and 10 for FCM,
FCME and XFCM respectively. These parameters were
used going forward in our experiments.

Fig.7. FCM fuzzifier experiment on 100K MovieLens dataset.

Fig.8. FCME fuzzifier experiment on 100K MovieLens dataset.

Fig.9. XFCM fuzzifier experiment on 100K MovieLens dataset.

4.2 1 M MovieLens Dataset

1M MovieLens dataset contains 1 000 209 anony-
mous ratings of approximately 3 900 movies made by
6 040 MovieLens users who joined MovieLens in the
year 2000. The dataset has a 0.964 0 sparsity. This is
calculated using the same method as 100K MovieLens
dataset. We performed experiments using the same
strategy as used for 100 K MovieLens dataset. The
dataset was separated 80% for training and 20% for the

prediction. Accuracy was evaluated by MAE. In this
dataset, we implemented a compression technique[29] in
order to speed up the similarity calculation. Fuzzifier
parameters for each clustering algorithm were selected
from experiments as illustrated in Figs. 10∼12. Opti-
mum fuzzifier values are 2, 0.9 and 2 for FCM, FCME
and XFCM respectively.

Fig.10. FCM fuzzifier experiment on 1M MovieLens dataset.

In Figs. 7∼12, the curves are U-shaped. This beha-
vior could be explained by the different levels of fuzzi-
ness in correspondence to fuzzifier parameter. First,
when the fuzzifier is nearly maximized, FCM and
XFCM produce membership for the data by 1/k while
FCME produces membership to 1/k when the fuzzifier
is minimized. Second, FCM and XFCM assign the data
with the shortest distance to the cluster while FCME
behaves the same when the fuzzifier is maximized as
displayed in Figs. 1, 2 and 4.

Fig.11. FCME fuzzifier experiment on 1M MovieLens dataset.

Fig.12. XFCM fuzzifier experiment on 1M MovieLens dataset.

The U-shaped curves are the result of the trade-off
between these two behaviors thus the saddle point is
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in the middle of each curve. As mentioned earlier, the
generated ratings depend on centroids, and the process
to update the centroids relies on the quality of the mem-
bers in the cluster. Hence, the ratings are overwhelmed
by irrelevant data if the fuzzifier is maximized and vice
versa if the fuzzifier is minimized. FCME behaves the
opposite way since the ratings are overwhelmed by ir-
relevant data when the fuzzifier is minimized and vice
versa if the fuzzifier is maximized. Given these circum-
stances, there is an incentive to optimize the fuzzifier
by narrowing the scope to the saddle point of the curve.

4.3 Benchmarking Results

Optimum fuzzifier values from previous experiments
will be used to perform clustering-based CF at a variety
of clusters.

From Fig.13 and Fig.14, XFCM outperforms FCM
by 6.4∼9.1% and FCME by 4.6∼6.1% for 100 K Movie-
Lens dataset, and outperforms FCM by 5.2∼9.8% and
FCME by 1.0∼2.5% for 1 M MovieLens dataset. For
benchmarking against other algorithms, XFCM per-
forms the best for both datasets by outperforming item-
based CF by 6.9%, SVD by 3% for 100K MovieLens

Fig.13. Benchmarking result of each fuzzy clustering by different

clusters for 100K MovieLens dataset.

Fig.14. Benchmarking result of each fuzzy clustering by different

clusters for 1M MovieLens dataset.

dataset as illustrated in Fig.15, and outperforms item-
based CF by 2.7%, SVD by 1%, for 1 M MovieLens
dataset as illustrated in Fig.16.

Fig.15. Benchmarking result between XFCM-based CF with

item-based CF[2] and SVD[6] for 100K MovieLens dataset.

Fig.16. Benchmarking result between XFCM-based CF with

item-based CF[2] and SVD[6] for 1M MovieLens dataset.

We further performed statistics analysis on the re-
sults of each clustering algorithm as in Table 2.

Table 2. Average Standard Deviation (S.D.) of
Membership Degree

FCM FCME XFCM

100K MovieLens Dataset
Total Number 24 750 24 750 24 750
S.D. 0.102 9 0.115 0 0.091 1
µij = 0 0.02% 1.50% 50.98%

1M MovieLens Dataset
Total Number 36 820 36 820 36 820
S.D. 0.049 3 0.130 6 0.214 3
µij = 0 0.00% 5.89% 71.95%

The standard deviation (S.D.) of each algorithm is
not very different from each other while a large num-
ber of µij = 0 are generated by XFCM as a result of
aggressive membership distribution. Both FCME and
FCM generate ratings from influenced centroids. Thus,
it is difficult to achieve high accuracy using these meth-
ods. Moreover, FCM spreads the membership of all
data to every cluster as illustrated in Table 3 and Ta-
ble 4. The ratings calculated from (14) are eventually
overwhelmed by every rating in the dataset as men-
tioned earlier. For FCME, the membership distribu-
tion looks similar to k-means clustering since only one
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data is highly correlated to cluster 7 for 100K Movie-
Lens dataset. For 1 M MovieLens dataset, the data
strongly correlates to clusters 1, 3, 7 and 8. Although
the contribution to irrelevant clusters of this data is low,
the prediction could be deviated by other data in the
dataset. For XFCM, only five and four relevant clus-
ters are used to compute ratings for movie ID #1000
in 100 K MovieLens dataset and 1 M MovieLens dataset
respectively. Thus, the centroids are computed only us-
ing relevant data. In CF perspective, not all centroids
are used to predict ratings of a user for movie ID #1000
as indicated in Table 3 and Table 4. Thus, the ratings
computed using XFCM-based CF do not overfit.

Table 3. Degree of Membership of Movie ID #1000
from 100K MovieLens Dataset

Cluster No. FCM FCME XFCM

1 0.123 6 7.2E−07 0.000 0
2 0.071 2 0.000 2 0.187 2
3 0.253 8 0.000 1 0.054 3
4 0.109 7 8.16E−06 0.000 0
5 0.014 5 5.22E−05 0.230 1
6 0.005 0 2.26E−05 0.000 0
7 0.106 3 0.931 6 0.152 9
8 0.006 8 1.46E−05 0.000 0
9 0.050 0 0.054 3 0.000 0

10 0.027 2 3.4E−06 0.3754
11 0.092 4 0.002 8 0.000 0
12 0.001 5 2E−08 0.000 0
13 0.020 6 0.009 7 0.000 0
14 0.011 6 0.000 4 0.000 0
15 0.105 0 0.000 6 0.000 0

Table 4. Degree of Membership of Movie ID #1000
from 1 M MovieLens Dataset

Cluster No. FCM FCME XFCM

1 0.116 7 0.155 7 0.377 9
2 0.096 1 0.093 3 0.000 0
3 0.122 2 0.220 2 0.480 4
4 0.058 0 0.009 1 0.000 0
5 0.101 4 0.019 5 0.000 0
6 0.092 2 0.061 9 0.000 0
7 0.117 0 0.171 2 0.137 8
8 0.103 9 0.139 5 0.003 9
9 0.079 7 0.044 3 0.000 0

10 0.112 8 0.085 2 0.000 0

By using clustering-based CF especially with
XFCM, all four concerns are addressed as mentioned
earlier. First, fuzzy clustering produces similarity in
term of membership degree which explains the relation
between data and their neighbors in the clusters. Sec-
ond, fuzzy clustering accounts interaction among neigh-
bors by grouping them into the cluster regarding to
degree of membership. Third, XFCM provides an in-
centive condition to prevent overfitting through the se-
lection of members into the clusters. Fourth, prepro-
cessing data such as normalization can be adapted to

clustering in order to adjust the ratings into the same
scale. These reasons lead XFCM to improve prediction
accuracy over other methods.

5 Conclusions

Although fuzzy clustering has many success stories
for many applications, FCM produces too much fuzzi-
ness for the assignment of degree of membership val-
ues when it is used for CF. FCME is an improved
membership assignment method, but it is conservative
membership distribution and the inclusion of irrelevant
data can happen. We propose a new clustering method
formulated from the Exponential function, which leads
to aggressive membership distribution. Various experi-
ments were performed on real life datasets to validate
XFCM. The MAE results show that XFCM outper-
forms FCM by 5.2∼9.8%, FCME by 1.0∼6.1%, the
item-based method by 2.7∼6.9% and SVD by 1.0∼3.0%
for both MovieLens datasets. Further experiments in-
dicate that XFCM works very well by discarding irrele-
vant data when updating its centroid and eventually
predictions are not overwhelmed by irrelevant data.

In summary, clustering-based CF has the poten-
tial to produce inaccurate results as a result of irrele-
vant data that are included in the clusters. Although
some fuzzy clustering algorithms produce good mem-
bership assignment to prevent the influence from irrele-
vant data, they are eventually included in the cluster.
XFCM proposes to change membership distribution to
be aggressive. This approach is a promising algorithm
for the allocation of data to the clusters in clustering-
based CF method. In the future, we plan to integrate
the possibilistic approach in order to create a more con-
crete and robust algorithm.
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