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Abstract
Path planning and collision avoidance are vital aspects of successful development and utilization of robots in complex
and multi-agent environments. With the integration of robots into social settings, the significance of this issue becomes
more apparent. This paper introduces a decentralized management approach based on deep reinforcement learning, where
each agent learns independently based on its local observations. The proposed method employs a feature fusion technique
which combines 1D, 2D, and 3D features. In order to streamline computation and optimize the training process, an established
separation indexmethod is utilized. This approach strategically selects a subset of themost informative features. The presented
approach outperforms classical and learning-based methods in various environments with differing densities. Performance
evaluation metrics include the interaction index, which indicates the percentage of collision-free scenarios, the reachability
index, measuring the time for the slowest agent to reach its goal, the field of view index, demonstrating reduced computation
time by narrowing the field of view without compromising interaction, and the scalability index, quantitatively measuring a
system’s capability to efficiently handle increasing amounts of work or its ability to be enlarged to accommodate that growth.
The performance of this method, compared to PRIMAL, ORCA, and ODRM* methods, has shown an increase of over 30%
in situations where the environment is more complex and the number of agents is higher.

Keywords Multi-agent · Deep reinforcement learning · Scalability · Path finding · Feature fusion

1 Introduction

In the realm of multi-agent systems, the pervasive challenge
of pathfinding and collision avoidance has emerged as a
foundational concern, attracting the attention of researchers
across various domains. This challenge has notably cap-
tivated experts in fields such as automated guided vehi-
cles, autonomous mobile robots, quadcopter robots, and
quadruped robots [1–4]. The primary objective is to equip
agents with the ability to navigate through a common envi-
ronment while simultaneously avoiding collisions with other
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agents and obstacles. This challenge is pertinent to a wide
range of applications, including robotics, transportation sys-
tems, and video game development [5, 6].

Multi-agent pathfinding (MAPF), a subset of multi-agent
systems (MAS), focuses on delineating collision-free paths
for multiple agents, taking them from initial positions to
predefined goals. The complexity of MAPF is particularly
pronounced in densely populated environments where agents
should harmonize their movements, further compounded by
diverse sensing capabilities, distinct movement speeds, and
varying objectives [7, 8].

The data-driven approach begins with the concept of
deep learning, a subset of the machine learning domain
that employs neural networks to analyze and learn from
large datasets [9]. This technique enables the development of
sophisticated algorithms capable of handling complex tasks,
such as robot motion planning. Robots can utilize deep learn-
ing to extract patterns and insights from extensive datasets,
allowing them to generalize from past experiences. Building
on this, reinforcement learning (RL) emerges as a special-
ized field of machine learning where agents learn to make
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decisions based on local observations through interactions
with their environment, as outlined in [10]. RL is particularly
effective in scenarios where decision-making is sequential
and dependent on the state of the environment. This learning
process makes RL a popular technique in multi-agent path
finding (MAPF) algorithms, as noted in [11].

Deep reinforcement learning (DRL) combines the depth
and complexity of deep learning with the decision-making
process of RL. This hybrid approach is adept at tackling intri-
cate tasks in robot motion planning, especially in complex
environments populated by numerous agents, as demon-
strated in [12]. By integrating the robust pattern recognition
capabilities of deep learning with the dynamic decision-
making strategies of RL, DRL equips robots with enhanced
adaptability and efficiency in diverse and challenging sce-
narios.

An innovative framework called Pathfinding via Rein-
forcement and Imitation Multi-Agent Learning (PRIMAL)
[12], for MAPF is introduced which combines RL and imita-
tion learning to train both fully centralized and decentralized
policies. This approach [12] allows agents to reactively plan
paths online in a partially observable world while exhibiting
implicit coordination. PRIMAL, in environments character-
ized by low obstacle density, agents can maneuver around
each other with relative ease. However, the performance of
such systems can diminish in denser environments where
coordinated actions between agents are required to reach
their goals, often necessitating significant alterations in their
paths. The training of policies in PRIMAL requires a large
amount of data, which is a common challenge in RL-based
approaches. Nevertheless, decentralized MAPF algorithms,
such as those proposed in PRIMAL, have been shown to
be effective in complex environments with a large num-
ber of agents [12]. The framework [13] leverages imitation
learning, a prominent paradigm in machine learning and
robotics, which involves training an agent to acquire a
desired behavior or skill by observing and mimicking the
actions of an expert demonstrator. Thismethod [13] leverages
the wealth of knowledge embodied in expert demonstra-
tions, enabling the agent to learn complex tasks and make
informed decisions in a manner akin to how humans acquire
skills through observation and mimicry. Imitation learn-
ing [13] typically employs techniques such as behavioral
cloning and inverse reinforcement learning to model the
expert’s actions and underlying decision-making processes.
This learning paradigm finds applications in a wide range
of domains, including autonomous driving, robotic manipu-
lation, and natural language processing, where it facilitates
the rapid acquisition of valuable expertise and can signifi-
cantly enhance the performance of autonomous systems [13].
As such, PRIMAL represents a significant advancement in
MAPF, energizing the strengths of RL and imitation learn-

ing to provide a robust solution for navigating multi-agent
systems in complex environments.

Traditional Q(λ)-learning algorithm is enhanced through
the incorporation of the obstacle area expansion strategy,
as described in [14]. The resulting algorithm, termed as
OAE -Q(λ)-learning, is applied to address path planning
challenges in complex environments. The contributions of
OAE -Q(λ)-learning are as follows. Primarily, the concave
obstacle area within the environment is expanded, aimed
at preventing repetitive erroneous actions when the agent
becomes positioned within the obstacle zone. Secondar-
ily, the extended obstacle area is eliminated, resulting in a
reduction in the dimensionality of the learning state space.
This reduction subsequently leads to an acceleration in the
rate of algorithmic convergence. Empirical investigations
substantiate the effectiveness and feasibility of the OAE
-Q(λ)-learning technique for path planning within intri-
cate environmental settings. Exploration of DRL methods
for multi-agent domains is presented in [15]. The authors
discuss the challenges faced by traditional algorithms in
multi-agent scenarios, highlighting that Q-learning struggles
with the environment’s inherent non-stationarity, and pol-
icy gradient methods grapple with escalating variance as the
number of agents increases. Subsequently, they introduce a
modified actor-critic approach that incorporates the action
policies of other agents, enabling the successful learning
of policies necessitating intricate multi-agent coordination.
The methodology presented in [15] undergoes evaluation
across a variety of benchmark tasks, with its performance
juxtaposed against other leading-edge approaches. The out-
comes indicate that this method surpasses its counterparts
in both learning velocity and ultimate efficacy. This study
furnishes valuable perspectives on the application of DRL
for tackling intricate issues in multi-agent environments,
offering a beneficial resource for both researchers and prac-
titioners engaged in related fields. The work presented in
[16] introduces a decentralized multi-agent collision avoid-
ance algorithm based on a novel application of DRL. This
approach effectively offloads the online computation, neces-
sary for predicting interaction patterns, to an offline learning
procedure.

In this study, a significant contribution is made in the field
ofMAPFby introducing a decentralized approach employing
DRL. This novel approach empowers agents to indepen-
dently make decisions based on local observations, thus
eliminating the need for centralized control. Each agent is
outfitted with a camera which can rotate to capture images
from amultitude of angles. By amalgamating these images, a
composite is constructed which emulates the perspective and
information a top-view image would offer. This approach
ensures that each agent can independently form a detailed
understanding of its surroundings, facilitating a truly decen-
tralized mode of operation. The proposed method enhances
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Table 1 Comparative overview of key previous methods from multiple perspectives

Reference Centralized/decentralized Continuous/discrete Scalable/not
Scalable

Field of
view

Single/multi-
Target

Uncertainty
acceptance

[17] Decentralized Continuous Scalable Full Multi Very low

[18] Centralized Discrete Not scalable Full Multi No

[19] Centralized Continuous Not scalable Full Multi No

[15] Hybrid Continuous Not scalable Full Single Yes

[16] Centralized Continuous Not scalable Full Multi Yes

[20] Hybrid Continuous Not scalable Full Multi Yes

[21] Centralized Discrete Not scalable Full Multi No

[22] Centralized Continuous Scalable Full Single Yes

[23] Hybrid Continuous Not scalable Full Multi Yes

[12] Decentralized Discrete Scalable partially Multi Yes

Theproposed
method

Decentralized Discrete Scalable partially Multi Yes

path planning accuracy and integrates 1D, 2D, and 3D fea-
tures, making it adaptable to environments with varying
density levels. An in-depth analysis of ten influential works
in the field is conducted, as outlined in Table 1, highlight-
ing aspects such as centralization, scalability, environmental
characteristics, field of vision, objective types, and the capac-
ity to handle uncertainty.

The remainder of this paper is organized as follows. Sec-
tion2 provides a general description of the proposedmethod,
referred to as MAP3F. In order to the details of the pro-
posed method, it is divided into two subsections: the network
architecture (Sect. 2.1) and feature selection (Sect. 2.2). Sec-
tion2.2 discusses the selection of important features using
the separation index (Sect. 2.2.1) and themulti-head attention
layer (Sect. 2.2.3) methods. Section3 introduces the method-
ologies employed for goal assignment to agents (Sect. 3.1),
examines and assesses scenarios generated by the presented
approach, and conducts a comparative analysis against pre-
viously established techniques using four distinct indices,
namely the interaction index (Sect. 3.2), the reachability
index (Sect. 3.3), the field of view index (Sect. 3.5), and scal-
ability index (Sect. 3.4). Finally, Sect. 4 provides a concise
summary of the findings and outlines potential avenues for
future research.

2 Multi-agent pathfinding with feature
fusionmethod

The multi-agent pathfinding with feature fusion (MAP3F)
method presents a decentralized DRL method in which each
agent acts as an independent decision-making unit with a
limited field of view. This model is generally trained using
DRL, but to accelerate the training process, the initialweights
are not considered randomly. Using a dataset prepared from

previous methods in this field, the network is first trained in a
supervisedmanner, and its weights are then used as the initial
weights for DRL. The general architecture and stages of the
proposed method are described in this section. The overall
process presented in this paper is shown in Fig. 1, and the
proposed stages consist of four main parts.

In the first part, a dataset is prepared using successful
previous methods which is shown in Fig. 2. As it can be
observed from Fig. 3, obstacles are indicated by hatched cells
and goals are represented by destination icons in different
colors for each agent. Each agent is identified by a specific
color, which corresponds to the goal assigned to that agent.
In order to collect data, ORCA [17], ODRM* [24], and PRI-
MAL [12] methods were used. In each scenario, agents are
assigned distinct objectives based on the strategies outlined
by these methods. Subsequently, these algorithms engage
in path planning for the agents, capturing an image of the
environment’s top view at each timestep. This process is sys-
tematically repeated for 1000 different scenarios, ensuring a
diverse and comprehensive dataset is accumulated. In the pre-
processing phase, a deliberate strategywas employed to label
the data. Acknowledging the importance of a discrete and
streamlined representation for efficient decision-making, the
environment was conceptualized as discrete. It was assumed
that each agent couldmove in one of four principal directions:
up, down, left, or right, or choose to stay still. This sim-
plification is compatible with the capabilities of the ORCA,
ODRM*, and PRIMALmethods and is crucial for enhancing
the efficiency of the decision-making process. The data were
carefully organized based on the subsequent action chosen by
each agent. For instance, if an agent opts to move ’up’ in the
next step, that particular instance is classified as ’up.’ This
systematic approach to classification is uniformly applied
across all possible actions, resulting in the data being sorted
into five distinct categories: up, down, left, right, and stop.
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Fig. 1 Overall workflow of the
proposed method, the so-called
MAP3F
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In the third stage, a combined network is presented for
training the data. This network consists of three separate
branches. Each branch extracts one-dimensional (1D), two-
dimensional (2D) and three-dimensional (3D) input image
features. After combining all features, to the end of select-
ing important and influential features accurately and remove
features which have repetitive information and make the net-
work complex, even in complex scenarios which sometimes
cause confusion for the agent in decision-making, two fea-
ture selector functions have been used whose process is fully
explained in Sects. 2.2.1 and 2.2.3. In the final stage, the pro-
posed method is evaluated using three defined indicators.

2.1 StructuringMAP3F within a deep reinforcement
learning paradigm

Deep learning techniques have made significant advance-
ments in various fields in recent years. The unique structure
of convolutional neural networks (CNNs) enables them to
extract deep features from images. This paper proposes a
feature fusionmodel which leverages deep features extracted
from 1D CNN, 2D CNN, and 3D CNN in order to develop
a higher-performance classifier. The network architecture,
as presented in this paper and illustrated in Fig. 4, takes
three current frames per agent as input. These frames are fed
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Fig. 2 Workflow of dataset
creation
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Fig. 3 Schematic representation
of the MAP3F simulation
environment

into three parallel branches, each responsible for extracting
different features. The two branches which extract 1D and
2D features are responsible for general feature extraction,
whereas the 3D feature extraction branch is responsible for
partial feature extraction [25]. Since the input images may
be crowded or sparse, feature extraction is crucial to ensure
robust performance. The heterogeneous features extracted
from the three branches are combinedusing ahybrid network.

2.1.1 State representation

Using multidimensional complexity function, whether 1D,
2D, or 3D, has different effects on agent decision-making

in dense and sparse environments. In dense environments
where there are numerous obstacles and nearby agents, the
choice of dimensionality of the complexity function can
influence the agents’ ability to perceive and reason about
the environment. 1D features operate along a single axis and
is typically used for analyzing sequential data. In the context
of agent decision-making, 1D features can be useful for pro-
cessing temporal sequences of agent states or actions. This
complexity function can capture temporal dependencies and
behavioral patterns of the agent over time. In dense environ-
ments, 1D features can be employed to analyze the temporal
dynamics of motion and agent interactions, assisting agents
in decision-making based on past experiences and observed
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Fig. 4 The MAP3F neural
network architecture

patterns. Consider a 1D CNN scenario with an input signal
x[n] and a filter h[k]. Here, k is the index used to iterate over
the elements of the filter. The convolution of x[n] with h[k]
is defined as:

y[n] = (x ∗ h)[n] =
∞∑

k=−∞
x[k] · h[n − k] (1)

where:

• x[n] is the input signal at time n;
• h[k] is the filter response at time k;
• y[n] is the output signal at time n;
• k iterates over the elements of the filter in the 1D convo-
lution;
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2D features operate on two-dimensional grids and are
commonly used for image analysis. In the context of agent
decision-making, 2D features can be valuable in less dense
environments where agents have more spatial freedom for
movement and interaction. It allows agents to observe and
analyze spatial relationships, such as distances between
agents and obstacles or access to free paths. By applying
2D complexity to sensory input, agents can extract spatial
features and make informed decisions based on their percep-
tion of the environment. In the context of a 2D CNN, the
convolution operation applied to an input image and a filter
can be mathematically described as follows:

S(i, j) = (I ∗ K )(i, j)

=
∑

m

∑

n

I (m, n) · K (i − m, j − n) (2)

• I : The input image to the CNN;
• K : The kernel or filter applied to the input image;
• m, n: Indices iterating over the dimensions of the filter

K in a 2D CNN. These typically represent the rows and
columns of the filter, respectively;

• i, j : Indices representing the position in the output fea-
ture map;

Equation (2) represents the sum of element-wise products
between the filter K and the input image I as the filter is slid
across the image. Each position (i, j) in the output feature
map S is computed by this convolution, resulting in a new
representation of the original input, capturing the presence
of specific features defined by the filter K .

3D features extend this concept to three dimensions and
is typically used for volumetric data analysis. In the context
of agent decision-making, 3D features may be applicable in
dense environments where agents need to reason simultane-
ously about spatial and temporal aspects. This complexity
function enables agents to comprehend spatial relationships
and temporal patterns in a unified manner. By utilizing 3D
features, agents can analyze the three-dimensional structure
of the environment, including the positions of other agents,
obstacles, and their previous trajectories, to make decisions
which account for both the current state and the histori-
cal context of the environment [26]. While 3D data may
encompass elements of 1D and 2D data, it is a distinct entity
with its own unique characteristics. 3D data is not merely
a combination of 1D and 2D data; rather, it adds a critical
dimension which is essential for understanding and process-
ing spatial-temporal information. This distinction is crucial
for the effective application of convolutional neural networks
in diverse data types, ensuring that each dimension’s inherent
properties are optimally utilized. For a given input volume
V and a filter D, where m, n, and l are the indices iterating
over the three dimensions of the filter in a 3D CNN (rep-

resenting width, height, and depth or time respectively), the
convolution operation can be defined as:

T (i, j, k) = (V ∗ D)(i, j, k)

=
∑

m

∑

n

∑

l

V (m, n, l) · D(i − m, j − n, k − l) (3)

• T (i, j, k) represents the output of the convolution at posi-
tion (i, j, k);

• V (m, n, l) refers to the value at position (m, n, l) in the
input volume;

• D(i − m, j − n, k − l) is the value at the corresponding
position in the filter;

The summations overm, n, and l iterate through the entire fil-
ter, applying it to the input volume to produce the convolved
output. In summary, the choice of multidimensional com-
plexity function depends on the specific characteristics of the
environment and the type of information agents need to pro-
cess for decision-making.While 1D features can be useful for
analyzing temporal sequences, 2D features are effective for
spatial analysis in less dense environments, and 3D features
are suitable for understanding simultaneous spatial and tem-
poral aspects in dense environments. The selection should
alignwith the agents’ perception requirements and the nature
of the decision-making tasks they need to perform [27].

Combining the outputs of 1D, 2D, and 3D CNNs can
be beneficial for decision-making agents in environments
with varying densities. By combining these different con-
volutional dimensions, agents can leverage the strengths of
each dimension to enhance their perception and decision-
making abilities. In environments with variable densities,
the information available to agents can significantly differ.
Using a combination of 1D, 2D, and 3D CNNs allows agents
to process and analyze various aspects of the environment
simultaneously. By integrating the outputs of 1D, 2D, and 3D
CNNs, agents can create a comprehensive understanding of
the environment. This composite representation provides rich
and diverse inputs for decision-making processes, enabling
agents to make informed decisions while considering the
contextual information of the environment across different
densities.

To illustrate the significance of multi-dimensional fea-
ture fusion, a test was conducted using data derived from
the database created for this study. The data were divided
into two categories, training and testing. The result of this
comparison is displayed in Sect. 3.

2.1.2 DQN training formulation in MAP3F

In the MAP3F framework, each state st is an amalgamation
of observations derived from 1D, 2D, and 3D data sources,
offering a comprehensive environmental context that informs
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the agent’s decision-making process. At any given timestep,
the agent is presented with the possibility to execute a move-
ment in one of four cardinal directions: up, down, left, right
and stop. This set of potential movements constitutes the
agent’s action space at .

The reward function within MAP3F is meticulously
crafted to mirror the intricacies of the decision-making envi-
ronment encountered by the agent. It encompasses rewards
for successful goal attainment (Rgoal), penalties for any colli-
sions (Rcollision), and incentives designed to promote efficient
and strategic pathfinding (Rstep and Refficient). In this struc-
tured methodology, the focus is on steering the agent toward
behaviors that epitomize the principles of efficient navigation
and secure interactions within the multi-agent framework.
The intent is to align the agent’s actions with the overarching
objectives of optimizing pathfinding efficiency while ensur-
ing safety and collaboration among agents in the system.

The aggregate reward guides agents toward effective
decision-making:

Rtotal = Rgoal + Rcollision + Rstep + Refficient.

The adaptive deep Q-learning with feature fusion for
trajectory planning algorithm encapsulates the innovative
essence of the MAP3F method, marking a significant leap
in the domain of autonomous decision-making within multi-
agent systems. This algorithm commenceswith the initializa-
tion of a replay memory and an action-value function, both
equippedwith pre-trainedweights. This preparatory step lays
the foundation for an advanced integration of deep learn-
ing insights into the decision-making process. The algorithm
further defines a comprehensive action set, which, through
the process of feature fusion, is augmented to ensure that
every decision made by an agent is informed by a rich, multi-
dimensional understanding of the environment.

This feature fusion process is pivotal to MAP3F’s capa-
bility to extract and synthesize insights from diverse data
dimensions-spanning temporal, spatial, and spatiotempo-
ral dynamics-thereby enabling agents to navigate complex
environments with unprecedented precision and adaptabil-
ity. A novel aspect of this algorithm is the introduction of a
context score (Ct ), a metric designed to dynamically mod-
ulate the exploration rate (ε) based on the current state and
performance of the agent. This dynamic adjustment mech-
anism allows for a more nuanced exploration-exploitation
balance, catering to the evolving challenges and complexities
encountered by agents. High context scores prompt increased
exploration to tackle unfamiliar or challenging scenarios,
whereas lower scores reduce exploration in well-understood
contexts, optimizing the learning trajectory.

Through the strategic application of DRL principles, com-
plemented by the integration of 1D, 2D, and 3D features,
the MAP3F approach not only enhances the agents’ capabil-

ity to make informed decisions but also ensures continuous
learning and adaptation. This algorithmic realization, under-
scored by the dynamic adjustment of ε and the strategic
fusion of multi-dimensional features, sets new benchmarks
for efficiency, adaptability, and decision-making acumen in
multi-agent systems. It illustrates the potential of leveraging
deep learning and feature fusion in harmony to navigate the
complexities of autonomous pathfinding and collision avoid-
ance. DQN integrates deep neural networks with Q-learning,
updating Q-values based on the equation [28]:

Qnew(s, a) ← Q(s, a)

+α

[
r + γ max

a′ Q(s′, a′) − Q(s, a)

]
, (4)

Incorporating experience replay and fixed Q-targets, DQN
iteratively adjusts the neural networkweights tominimize the
difference between predicted and target Q-values, optimiz-
ing the policy for navigating complex environments [28]. By
detailing the convolutional operations of 1D CNN, 2D CNN,
and 3D CNN alongside the DQN training formulation, this
section provides a holistic view of how MAP3F processes
environmental data and learns optimal paths for multi-agent
systems in diverse and dynamic settings.

This comprehensive integration of deep learning architec-
tures with reinforcement learning principles forms the core
of the MAP3F approach, offering a nuanced and effective
methodology for addressing the challenges of pathfinding
and collision avoidance in multi-agent systems.

2.2 Feature selectionmethods employed in MAP3F

After integrating the features, in this section, two indexes
have been used to extract important features, namely the
separation index (SI) criterion [29] and multi-head atten-
tion layer. The model’s response quality exhibits significant
differences both before and after applying feature selectors.
Before using a feature selector, the model’s response quality
without employing the feature selector would depend on the
architecture’ and training of the model.

The architecture of the proposed model, is trained on a
wide range of data, but it may not always produce accu-
rate or contextually appropriate responses.Without explicitly
incorporating feature selection mechanisms like multi-head
attention or SI, the model’s responses may not be optimized
for selecting the most relevant features from the input. It
may generate responses based on the overall input informa-
tion without explicitly emphasizing or downplaying specific
features. After employing a feature selector, the model gains
the ability to assign diverse attention weights to various input
features. This helps in emphasizing themost relevant features
for the given task. Consequently, the model’s responses are
more likely to focus on the crucial information and exhibit
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improved relevance. Feature selector allows the model to
capture diverse patterns and dependencies within the input
sequence. This enhances the model’s understanding of the
contextual relationships between different features.

As a result, the model can generate responses which
exhibit better contextual coherence and understanding. Fur-
thermore, feature selector enables the model to assign higher
attention weights to features which are more informative and
relevant. This mechanism aids in feature selection, as impor-
tant features receive more attention, while less relevant or
noisy features receive lower attentionweights. Consequently,
the model’s responses are likely to be more focused on the
salient features, improving the overall quality of the gener-
ated output. The maximum impact of feature selection was
observed in complex scenarios.

2.2.1 Separation index

A novel distance-based index is introduced in [29] for eval-
uating the flow of input data through layers of a CNN
in classification problems. This index focuses on assess-
ing the complexity of the dataset and the separability of
classes. A dataset is considered complex when its sam-
ples are distributed in overlapping regions across different
classes, posing challenges for classification. On the other
hand, class separability refers to the extent to which sam-
ples of a class are not located in overlapping regions. Let
{xq , lq}Qq=1 denote the pairs of input patterns and output tar-

get labels, and let {xqL}Qq=1 represent the dataflow in layer
L ∈ (1, 2, . . . , nLayer). The SI at layer L is defined as fol-
lows:

SIL = {xqL}Qq=1 (5)

SI({xqL}Qq=1, {lq}Qq=1) = 1

Q

Q∑

q=1

φ(lq − lq
L
near) (6)

qL
near = argmin

∥∥∥xqL − xhL

∥∥∥ (7)

In the context of evaluating the data flow through the layers
of a CNN for classification tasks, a distance-based index, as
introduced in [29], serves as a metric for assessing dataset
complexity and class separability. Here’s an explanation of
the variables used in Equations (1) to (3), which define the
separability index (SI) at a given layer L within the CNN:

• xq : Represents an input pattern to the CNN, where q
indexes the input instances, ranging from 1 to Q, with Q
being the total number of instances in the dataset.

• lq : Denotes the output target label associated with the
input pattern xq , indicating the class towhich xq belongs.

• {xq , lq}Qq=1: This notation encapsulates the pairs of input
patterns and their corresponding output target labels for
all instances in the dataset.

• xqL : Refers to the representation of the input pattern x
q at

layer L of the CNN, effectively capturing the data flow
within that layer. Layer L can be any layer within the
network, from the first to the nLayerth layer, where nLayer
represents the total number of layers in the CNN.

• SIL : The separability index at layer L , initially defined
as {xqL}Qq=1, which represents the set of all transformed
input patterns at layer L .

• SI({xqL}Qq=1, {lq}Qq=1): Represents the computed separa-
bility index, which quantifies the class separability based
on the transformed input patterns at layer L and their
corresponding labels. It is calculated as the average over
all input instances q, where φ(lq − lq

L
near) evaluates the

difference between the label of xq and the label of its
nearest neighbor within the same layer.

• φ: A function applied to the label difference, which could
be an indicator function or another function designed to
measure the discrepancy between labels.

• qL
near: Identifies the index of the nearest neighbor to x

q
L at

layer L , based on a distance metric. The nearest neighbor
is the instance xhL that has the minimum distance from
xqL , as determined by the argmin operation over the norm∥∥xqL − xhL

∥∥.

These equations collectively provide a methodological
framework for quantifying how well-separated the classes
are within the feature space defined by the activations at
layer L of the CNN. This separation is a crucial factor in
the network’s ability to distinguish between different classes,
thereby directly impacting classification performance. Equa-
tions (4) to (6) describe the core logic of method SI. The
proof of these equations and further details of this method
are discussed in [29]. This index quantifies the proportion of
samples within the overlapped area relative to the total sam-
ple count, offering an insight into the dataset’s complexity.
Saffar et al. (2023) delve deeper into categorizing features
as exclusive or common and delineate conditions for class
separability using this framework. Additionally, they under-
score the integration of the separation index (SI) into the suite
of complexity measurement indices, underpinned by proba-
bilistic evidence.

Several case studies [29, 30] are presented to demon-
strate the benefits of the SI. Firstly, the index is employed
to rank various supervised datasets based on their level of
challenge. Secondly, the separability of dataflow is evaluated
across layers of two pre-trained VGG-16 networks in clas-
sifying CIFAR-10, CIFAR-100, and Caltech-101 datasets.
Additionally, the dataflow evaluation is extended to a trained
ResNet-18 model using the Fashion-MNIST dataset. The
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Fig. 5 Separation index in path
planning
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paper [29] also observes a strong correlation between the
correct classification rate and the SI throughout the layers,
particularly as the SI increases.

2.2.2 Separation index in path planning

In this section, the procedure for employing a SI as a fea-
ture selector is elucidated in the study. After integrating
1D, 2D, and 3D features into a set of attributes, a subset
of these attributes with significance needs identification. In
each step of thismethod, one attribute is removed through the
backward selection approach, and the fully connected layers
are retrained while assessing the SI. This iterative process
persists until the backward selection method successfully
identifies the most optimal features. As Fig. 5 demonstrates,
the workflow of this index is as follows: Initially, it receives
all the features and calculates the value of the SI. Then, at
each stage, it removes one of the features using the backward
selection algorithm and recalculates the value of the SI. This
process continues until an optimal and influential subset of
these features is selected.

2.2.3 Multi-head attention layer for feature
selection

The multi-head attention layer can be beneficial for feature
selection in certain contexts. The multi-head attention mech-
anism is commonly used in transformer-based models, such
as the Transformer architecture, which has gained significant
popularity in natural language processing tasks. In a multi-
head attention layer, the input features are transformed using
multiple attention heads, each capturing different aspects
of the input representation. These attention heads allow the
model to focus on different parts of the input sequence simul-
taneously, enabling it to extract relevant and informative
features. The multi-head attention layer for feature selection
is a sophisticated component in neural network architec-

tures, particularly beneficial in the realmof path planning and
decision-making tasks. This layer operates on the principle of
attention mechanisms, which allow the network to focus on
different parts of the input sequence, crucial for understand-
ing complex patterns. In the context of feature selection for
path planning, the multi-head attention layer simultaneously
processes multiple ’heads’ of attention. Each head indepen-
dently attends to different parts of the input, capturing diverse
aspects of the data, such as spatial relationships and temporal
dynamics in a path planning scenario. This parallel process-
ing enhances the model’s ability to discern pertinent features
from a vast set of input data, leading to more informed and
accurate decision-making. By integrating multiple attention
heads, the layer offers a comprehensive view of the input,
significantly improving the model’s performance in com-
plex environments where understanding of intricate patterns
is essential.

By using multiple attention heads, the model can learn
diverse and complementary representations, as each head
attends to different parts of the input. This helps in capturing
various patterns and dependencies within the data. Addition-
ally, the attention mechanism assigns weights to different
input elements based on their relevance, effectively perform-
ing a form of feature selection. Features which are more
relevant to the task at hand tend to receive higher attention
weights, while less relevant features receive lower weights.
Through this process, the multi-head attention layer can
effectively capture and emphasize important features while
downplaying or ignoring less relevant ones. This inherent
feature selection capability can enhance the model’s ability
to focus on relevant information, improving its overall per-
formance on tasks such as sequence classification, machine
translation, text generation, and more. It is worth noting that
while the multi-head attention layer can assist with feature
selection, it is typically used as part of a larger neural net-
work architecture. The effectiveness of feature selection also
depends on the specific task, dataset, and the overall archi-
tecture and training process of the model [31].
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Table 2 Comparative analysis of model performance across four scenarios with distinct feature combinations

Feature extractor Confusion matrix Description

UP DOWN LEFT RIGHT

1D Feature UP 0.64 0.18 0.15 0.03 1D features extract, and the training and evaluation
stage perform only with these features

DOWN 0.13 0.55 0.23 0.09

LEFT 0.06 0.12 0.71 0.11

RIGHT 0.02 0.08 0.18 0.72

2D Feature UP 0.7 0.15 0.07 0.08 2D features extract, and the training and evaluation
stage perform only with these features

DOWN 0.1 0.6 0.3 0.0

LEFT 0.06 0.07 0.8 0.07

RIGHT 0.03 0.04 0.16 0.77

3D Feature UP 0.8 0.15 0.02 0.03 3D features extract, and the training and evaluation
stage perform only with these features

DOWN 0.15 0.6 0.15 0.1

LEFT 0.15 0.01 0.78 0.06

RIGHT 0 0.02 0.18 0.8

Feature fusion UP 0.8 0.05 0.15 0 1D, 2D, and 3D features extract. The training and
evaluation stage performed with the combination
of all features

DOWN 0.17 0.68 0.07 0.08

LEFT 0.07 0.01 0.82 0.10

RIGHT 0.03 0 0.17 0.80

3 Results and discussion

The approach presented in this article has been examined
and compared with previous methods from three distinct per-
spectives. These perspectives have been defined under three
specific indicators: interaction index, reachability index, and
field of view index. Considering the negative correlation
between obstacle density and the performance of the pro-
posed method observed in this study, the results of these
indicators have been reported at three different levels of
density to compare with previous published articles. The
interaction index indicates the percentage of scenarios where
no collision occurred, while the reachability index represents
the time taken by the slowest agent to reach its goal. The
field of view index shows the observable region for an agent.
The results of the presented method have been compared
with benchmark methods such as ORCA [17], ODRM* [24],
and PRIMAL [12], which can be regarded as state-of-the-art
approaches presented in the motion planning literature.

The approach presented in this article utilizes the combi-
nation of 1D, 2D and 3D features for action selection by
each agent. The goal of this approach is to select appro-
priate actions by agents in various types of environments
(both dense and sparse). By combining the outputs of these
different CNN dimensions, agents can gain a comprehen-
sive understanding of the environment and make decisions

Table 3 Performance metrics for different features

Feature type Accuracy Precision Recall F1 Score

1D Feature 0.655 0.6653 0.655 0.6601

2D Feature 0.7175 0.7307 0.7175 0.7240

3D Feature 0.7450 0.7487 0.7450 0.7469

Feature fusion 0.7750 0.7901 0.7750 0.7825

which consider both global and local perspectives. This
combination enables agents to maintain a balance in their
decision-making process by considering the overall context
and patterns (global decisions) while also taking into account
immediate spatial interactions and local interactions (local
decisions). This combination provides agents with the abil-
ity to make more complex and informed decisions which
consider both macro and micro aspects of the environment.

To illustrate the significance of multi-dimensional feature
fusion, an experimentwas conducted using a specifically pre-
pared dataset, which was split into training and testing sets.
The proposed architecture, detailed in this paper, underwent
training in four distinct modes, with the results subsequently
evaluated. This network is characterized by its three-branch
structure.

Table 2 aids in understanding the impact of each branch.
Specifically, the first row presents the Confusion Matrix for
the scenario where only the 1D branch was utilized. The sec-
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ond and third rows reveal the outcomes when exclusively the
2D and 3D branches were employed, respectively. Contrast-
ingly, the fourth row provides insights into the performance
when all three branches were concurrently trained. These
results clearly indicate that the integration of 1D, 2D, and 3D
features significantly enhances the model’s decision-making
capabilities. Furthermore,Table 3offers a comparative analy-
sis of the four aforementioned scenarios, employing relevant
metrics. Notably, the combined-feature scenario outperforms
the individual ones, as evidenced in the table. The feature
selectionmethods employed in this study are elaborated upon
in Sect. 2.2.

In terms of manageable agent count, ORCA, PRIMAL,
and MAP3F are capable of handling a large number of
agents, while ODRM* incurs higher computational costs
with an increase in the number of agents. In terms of the
quality of generated paths, ODRM* and PRIMAL guarantee
global optimization, while ORCA may lead to local optima.
In terms of scalability, ORCA, PRIMAL, and MAP3F are
considered efficient methods. ORCA is an online method
capable of managing a large number of agents in real-time,
while PRIMAL and MAP3F are offline methods that can
also handle a large number of agents but require more com-
putational resources compared to ORCA. ODRM* is a more
computationally expensive method that can manage a large
number of agents but generally operates slower than ORCA,
PRIMAL, and MAP3F. Additionally, the MAP3F and PRI-
MALmethods, which are learning-based approaches, have a
higher capacity for accepting uncertainty compared to the
classical methods of ORCA and ODRM*. The investiga-
tions conducted in this article demonstrate that the proposed
method, MAP3F outperforms ORCA, ODRM*, and PRI-
MAL in dense and complex environments.

In terms of quality, all four methods have demonstrated
effectiveness in solving multi-agent pathfinding problems.
However, the findings indicate that ORCA is more con-
servative and cautious in its approach, leading to more
conservative paths for the agents. ODRM* is more aggres-
sive in its approach, resulting in more aggressive paths for
the agents. PRIMAL andMAP3F achieve a balance between

ORCAandODRM*, leading to pathswhich are both efficient
and safe. The results are summarized in Table 4.

3.1 Goal assignment

Goal assignment in multi-agent path planning refers to the
process of determining which goals or tasks should be
assigned to each individual agent in a system composed of
multiple autonomous agents. It involves assigning specific
objectives or destinations to agents in a coordinated manner
to achieve the overall goals of the system. The importance of
goal assignment in multi-agent path planning lies in its role
in optimizing system performance and achieving efficient
task completion [32]. In this article, the method of assigning
the target to the agents is done based on the following three
simple functions.

1. Worst-Case Assignment: In the context of the worst-
case assignment, the primary objective is either to minimize
the overall completion time or maximize the cost of the
entire system. This form of goal assignment typically relies
on the maximum distance or cost incurred by an agent to
reach a specific goal. Considering the agents’ movement in
four directions: up, down, left, right, and stop. the distance
between two points is defined as the number of cells an agent
traverses between them. This definition of distance is inte-
gral to the calculations of goal priority (GP), formulated as
follows:

GPdis = n
max
i=1

Dis(agenti , goali ) (8)

GPcost = n
max
i=1

Cost(agenti , goali ) (9)

In the above equations, GPdis and GPcost represent the
maximum distances and costs, respectively, for all agents
to reach their assigned goals. The term ’Dis’ denotes the
distance, calculated based on the number of cells an agent
must navigate through, and ’Cost’ reflects the resources or
effort required for an agent to move from its current location
to its goal. These formulations capture the essence of the

Table 4 Comparison of pathfinding methods

Feature/method ORCA ODRM* PRIMAL MAP3F

Handle agent count High Moderate High High

Path quality Locally optimal Globally optimal Balanced Balanced

Scalability High Low High High

Computational efficiency High Low Moderate Moderate

Uncertainty tolerance Low Low High High

Approach Conservative Aggressive Balanced Balanced

Performance in dense environments Moderate Low High Very High
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approach to goal assignment in scenarios demanding maxi-
mal efficiency or cost.

2. Best-Case Assignment: The best-case assignment
focuses on minimizing the completion time or cost for indi-
vidual agents, irrespective of the overall systemperformance.
Here, the goal assignment can be determined based on the
minimum distance or cost to reach a specific goal. which can
be formulated as follows:

GP dis = min(Dis(agent, goal)) (10)

GP cost = min(Cost(agent, goal)) (11)

3. Middle-Case Assignment: The middle case assignment
aims to balance the completion time or cost among all agents,
focusing on both individual and overall system performance.
In this scenario, the goal assignment is determined based on
optimizing a combination of distance or cost metrics. This
optimization is articulated through the following formulas,
where the objective is to maximize the respective distance
and cost for each agent-goal pairing across all agents n. The
maximum distance (GPdis) and cost (GPcost) are calcu-
lated as follows:

GPdis = n
max
i=1

Dis(agenti , goali ) (12)

GPcost = n
max
i=1

Cost(agenti , goali ) (13)

In these equations, GPdis represents the greatest distance
any individual agent is required to travel to its assigned goal,
whileGPcost signifies the highest cost incurred by any agent
to reach its goal. These calculations are crucial for ensuring a
balanceddistribution of tasks and resources among all agents.

3.2 Interaction index

The interaction index was defined as the percentage of sce-
narios, in which no collisions occurred.

Success rate = number of non-collision scenarios

All executed scenarios
(14)

Fig. 6 compares this index for the ORCA, ODRM*, PRI-
MAL, and MAP3F algorithms. These results are related to
an environment with a density of 0.3, where the goal assign-
ment to agents has been challenging. Table 5 displays the
comparison results of the interaction index of these algo-
rithms in environments with different densities and varying
numbers of agents. As observed in Table 5, the interaction
index significantly decreases as the environment becomes
more complex. This reduction occurs with a lower slope in
the proposed method compared to previous approaches. The
interaction index increased by twenty percent after applying
the feature selection phase.Among the two selectedmethods,
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Fig. 6 Interaction index (worst-case assignment)

the SI method led to the selection of higher-quality features
and, consequently, higher accuracy in decision-making. The
results of this method are presented in Sect. 3.

3.3 Reachability index

Figure 7 displays the reachability index, which compares the
time it takes for the last agent to reach its target across dif-
ferent algorithms. As Fig. 7 clearly shows, as the number
of agents increases, the computational time also increases.
This increase follows different trends in various algorithms.
Figure7 compares this index in the ORCA, ODRM*, PRI-
MAL, and MAP3F algorithms. These results are related to
an environment with a density of 0.3, where the goal assign-
ment to agents is worst case. Table 6 displays the comparison
results of the reachability index of these algorithms in envi-
ronments with different densities and varying numbers of
agents. As can be observed from Table 6, the execution
time of a scenario significantly increases as the environ-
ment becomes more complex. This increase in time occurs in
the proposed method with a lower slope compared to previ-
ous methods. To quantify these observations, Equations (15)
and (16) express the reachability outcomes mathematically.
Equation (15) defines RO as the time taken by the slowest
agent in the RRT* algorithm, disregarding inter-agent colli-
sions. Equation (16) defines RP as the corresponding time
in the proposed algorithm.

RO = TRRT*
slowest (Ignoring inter-agent collisions) (15)

RP = T Proposed
slowest (16)

3.4 Scalability index

In the domain of multi-agent systems, scalability serves as a
pivotal metric for assessing a system’s capability to effec-
tively manage an escalating number of agents without a
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Table 5 Interaction index for
different methods

Number of agents Density ORCA ODRM* PRIMAL MAP3F

10 0.1 1 1 1 1

20 1 0.99 1 1

30 0.99 0.97 1 1

40 0.98 0.95 1 1

50 0.97 0.92 1 0.99

10 0.2 0.95 0.9 0.99 0.99

20 0.94 0.8 0.97 0.98

30 0.91 0.87 0.94 0.97

40 0.86 0.75 0.89 0.93

50 0.76 0.65 0.81 0.89

10 0.3 0.7 0.8 0.9 0.95

20 0.5 0.68 0.8 0.85

30 0.2 0.46 0.77 0.8

40 0 0.21 0.61 0.75

50 0 0 0.32 0.68
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marked decline in performance. Here, performance specif-
ically refers to the time each agent requires to reach its
designated goal. The scalability of a system is quantitatively
evaluated through a formula which inversely correlates the
increase in the average goal-reaching time experienced by the
system as the number of agents, A, grows, against a predeter-
mined maximum allowable time increase. This relationship
is encapsulated in the following mathematical expression:

Scalability(A)

= 100 −
(
Average Time Increase to Goal(A)

Maximum Time Increase

)

×100 (17)

In this refined context, scalability is gauged on a scale
ranging from 0 to 100, where a perfect score of 100 signi-
fies unparalleled scalability, implying no increase in the time
required for agents to achieve their objectives as the system

Table 6 Reachability index in different methods including MAP3F

Agents Density ORCA ODRM* PRIMAL MAP3F

10 0.1 0.25 0.26 0.2 0.2

20 0.26 0.28 0.2 0.2

30 0.28 0.3 0.2 0.2

40 0.37 0.45 0.2 0.2

50 0.52 0.65 0.25 0.2

10 0.2 0.28 0.3 0.2 0.22

20 0.38 0.45 0.3 0.3

30 0.5 0.61 0.54 0.54

40 1.8 3.5 1.7 1.8

50 4.5 6.8 5.3 4.4

10 0.3 15.6 15 8.4 6.8

20 25.3 36.2 11.9 9.3

30 36.4 58.9 20.7 12.6

40 59.3 70.2 34.11 25.6

50 84.6 100.8 52 45.9

scales. The term “Average Time Increase to Goal” computes
the escalation in the time it takes for agents to reach their
goals as A expands, whereas “Maximum Time Increase”
denotes a threshold, the highest tolerable increment in goal-
reaching time, determined through empirical studies or
theoretical estimations. This formula facilitates a standard-
ized comparison of scalability across different algorithms or
systems, highlighting their efficiency in accommodating a
burgeoning agent count without compromising on the time
efficiency of goal attainment. It’s crucial to customize the
“Maximum Time Increase” parameter in line with the spe-
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Table 7 Scalability index across different methods, including MAP3F

Agents Density ORCA ODRM* PRIMAL MAP3F

10 0.1 95 94 98 98

20 93 91 97 98

30 90 88 96 98

40 85 80 95 97

50 75 70 92 96

10 0.2 92 90 97 98

20 88 85 94 96

30 75 70 90 91

40 65 55 85 88

50 50 40 80 83

10 0.3 40 35 70 76

20 36 31 64 69

30 31 25 58 63

40 22 22 54 58

50 20 16 48 51

cific experimental framework or application scenario to yield
precise scalability evaluations.

Table 7 exemplifies the scalability index recalculated to
emphasize the time efficiency of goal attainment, providing
a direct measure of how well various algorithms or systems
sustain their performance in terms of time to reach goals as
the number of agents increases.

3.5 FOV index

Increasing the size of the agent’s perspective can have a sig-
nificant impact on its ability to make informed decisions
about its next actions. Having a broader perspective allows
the agent to understand a wider range of the environment. By
observing a larger portion of its surroundings, the agent gains
access to more information about spatial composition, object
presence, and motion of entities. This broader perspective
enables the agent to develop a comprehensive understand-
ing of the current state and potential future states, leading to
more informed decision-making [33].

With a broader perspective, the agent can acquire back-
ground information which may be vital for decision-making.
It can observe object relationships, detect patterns, and iden-
tify relevant spatial cues. This contextual awareness provides
the agent with a better understanding of the environment
and allows it to make decisions which consider the overall
state and long-term consequences rather than just reacting
to immediate local observations. Additionally, it enables the
agent to anticipate potential future states and plan its actions
accordingly. By observing distant objects or events, the agent
can predict obstacles, identify opportunities, and plan com-
plex action sequences. This ability to consider a broader

context empowers the agent to make decisions which opti-
mize long-term goals or adhere to specific path densities.
While having a broader perspective brings benefits, it also
comes with increased computational complexity.

Processing a large volume of visual information requires
additional computational resources. The agent needs to ana-
lyze and interpret a large volume of sensory data, which
can result in longer processing times and increased mem-
ory requirements. Therefore, when deciding on the size of
the perspective, it is necessary to consider computational
limitations and available resources. Additionally, expanding
the perspective distributes the agent’s focus over a larger
area, which may lead to reduced clarity or details in the
observed scene. Furthermore, the agent may need to spend
more time processing the increased information, resulting
in higher time demands or response times. Thus, finding
the appropriate balance between a broad perspective for
comprehensive understanding and a focused perspective for
efficient decision-making is crucial. As a result, increasing
the size of the agent’s perspective provides benefits such
as improved understanding, increased contextual awareness,
and enhanced action planning. However, it also poses chal-
lenges in terms of computational complexity and efficiency.
Finding the right balance between a broad perspective and
efficient decision-making is essential to ensure optimal per-
formance of the agent in its environment.

The proposed solution in this study considers a bounded
range around the agent as the focus, where the combina-
tion of features extracted from 1D, 2D, and 3D CNN layers
can help overcome the agent’s perspective limitations and
aid in decision-making about the next action. Each type of
CNN layer has its strengths in capturing different types of
information. 1D CNNs are effective in modeling temporal
dependencies, 2D CNNs excel in detecting spatial patterns,
and 3D CNNs are suitable for capturing spatial and tem-
poral features in videos or volumetric data. By combining
these different types of CNNs, the agent can leverage multi-
ple perspectives and extract a richer set of features from its
environment. The combination of 1D, 2D, and 3D CNN lay-
ers enables the agent to encompass multi-scale information
from the environment. While 1D CNNs capture local tempo-
ral patterns, 2D CNNs capture spatial relationships in a local
neighborhood, and 3D CNNs consider spatial and temporal
dependencies in a larger region.

By integrating features from all three types of CNNs, the
agent can attend to different extents of the background simul-
taneously and provide a comprehensive understanding of the
environment. The combination of different CNN layers pro-
vides flexibility and adaptability to inputs with various types
and sizes. The agent can adjust the settings of CNN layers
based on the specific task and environmental characteristics.
This flexibility allows the agent to adjust the field of view
within the constraints of the perspective and leverage relevant
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Table 8 Execution time comparison for different input resolutions on
NVIDIA GPU GTX 2080 and CPU i7@3.6 GHz

NVIDIA GPU GTX 2080 CPU i7@3.6 GHz

Input res-
olution

Execution
time for
each stage
(ms)

Execution
time for
worst
scenario
(ms)

Execution
time for
each stage
(ms)

Execution
time for
worst
scenario
(ms)

256×256 3̃.49 2̃0.94 9̃7.73 5̃86.38

128×128 2̃.64 1̃6.44 3̃6.69 2̃20.14

64×64 2̃.63 1̃5.88 3̃1.46 1̃84.56

32×32 2̃.6 1̃4.33 2̃3.05 1̃28.40

16×16 2̃.55 1̃3.6 2̃0.45 1̃20.30

8×8 2̃.48 1̃3.44 1̃8.07 9̃3.30

information for optimal decision-making andmore informed
choices. Table 8 presents the results of testing a consistent
scenario with different agent’s field of view. As observed, the
execution time significantly increases with the expansion of
the field of view.

3.6 Paths generated by the proposedmethod

In this section, a scenario is examined using MAP3F algo-
rithm. The same scenario is presented in Fig. 8, 9a, b. The
number of agents and goals, as well as their positions in the
scene, are identical. The distinction among these three figures
lies in how the goals are assigned to the agents. In Fig. 8, the
goals are assigned to the agents using the best-case method.
In Fig. 9a, b, the worst-case method is utilized to assign the
goals to the agents. Figure8, corresponding to the Best Case,
assigns the nearest goal to each agent and is solved by all
four algorithms at approximately the same time. However,
due to the overlap of the paths proposed by the algorithms
and the density of the environment in Fig. 9a, b, this scenario
has becomemore intricate than before. Nevertheless, Fig. 9a,
b is exclusively solved by the MAP3F algorithm without any
collisions. The proposed paths by the MAP3F method are
exhibited in the subsequent figures.

4 Conclusions

The paper introduced a decentralized approach for navigat-
ing multiple agents and avoiding collisions within intricate
environments. The proposedmethod, calledMAP3F, utilized
DRL and combined 1D, 2D, and 3D features to enhance
agent decision-making. The paper compared MAP3F with
other methods and evaluated its performance using three
indices, namely the interaction index, reachability index,
and FOV index. The outcomes demonstrate that MAP3F

Fig. 8 Paths suggested by MAP3F in the best-case situation

surpasses both classical and learning-based methods in a
range of environments with varying densities. When bench-
marked against the PRIMAL,ORCA, andODRM*methods,
MAP3F’s efficacy shows a notable enhancement, surpassing
these methods by more than 30% in complex environments
with an increased number of agents. It achieved a higher
interaction index in avoiding collisions, reduced the time for
the slowest agent to reach its goal, and demonstrated that
decreasing the field of view can decrease computation time
without affecting interaction indices. Additionally, MAP3F
exhibited scalability potential, indicating that it could han-
dle an increased number of agents without compromising
computation time. The paper highlighted the advantages
of decentralized approaches in multi-agent systems, such
as scalability, flexibility, and robustness. It also discussed
the challenges and limitations of centralized methods. By
utilizing DRL and leveraging multidimensional complex-
ity functions, MAP3F enabled agents to make independent
decisions based on their local observations. Furthermore,
the paper provided insights into the architecture and stages
of the proposed method. It described the dataset prepara-
tion, preprocessing, network architecture, and mathematical
computations involved in MAP3F. The feature fusion model
combined deep features extracted from 1D, 2D, and 3D
CNNs to develop a higher-performance classifier. Overall,
the paper contributed to the development of decentralized
approaches for multi-agent pathfinding and collision avoid-
ance. It demonstrated the effectiveness ofMAP3F in complex
environments and provided valuable insights for researchers
and practitioners working in this field. Future work could
further explore and refine the proposed method, considering
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Fig. 9 Paths suggested by MAP3F in the worst-case situation

different factors such as uncertainty, real-time constraints,
and dynamic environments.
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