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Abstract This paper presents a modular and expandable
architecture, which includes diversified functions and can
be applied to heterogeneous fleets of unmanned underwater
vehicles (UUVs), to solve the problem of decentralized for-
mation coordination. The architecture is modular and each
module is built such that it can solve a precise task using one
or more functions. Three functions among them play a key
role for the whole architecture: localization, faultless forma-
tion control and fault tolerance. The localization function is
performed by the use of an adaptive extended Kalman filter
(A-EKF) algorithm; the fault-free formation control func-
tion is based on a nonlinear decentralized model predictive
control (ND-MPC) algorithm; the fault tolerance function is
based on a hierarchy graph theory. The novelty of the paper
lies in the use of the above mentioned functions as the core of
an architecture which is expandable, decentralized and can
be applied to a wide range of vehicles.

Keywords Coordination architecture · Formation control ·
Underwater vehicles

1 Introduction

With the technological progress in unmanned underwater
vehicles (UUVs), the idea of deploying multiple vehicles
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on coordinated missions has become reality. Fleets of UUVs
have indeed enormous potential to successfully undertake
different missions such as wide-area oceanographic research,
scientific survey and sampling to the full depth of the ocean,
seabed mapping, tactical surveillance, mine reconnaissance
and many others [7,10,16,19,24,41].

The use of multiple vehicles in formation can increase
speed, reliability and measurements quality. To control a
multi-vehicle underwater formation in a coordinated fash-
ion to achieve a set of goals, three main problems can be
identified:

• localization,
• formation control,
• fault tolerance.

In this paper, an approach to solve the problem of coor-
dinating UUV fleets is proposed based on a modular and
expandable decentralized architecture. Each module is built
such that it can solve a precise task using one or more func-
tions. Three functions among them play a key role for the
whole architecture: localization, faultless formation control
and fault tolerance.

1.1 Localization

To successfully accomplish the coordination tasks, particular
attention must be paid to the localization problem. Indeed,
the most straightforward approach for performing formation
control would be to measure the absolute position of each
underwater vehicle and use that information to keep the rela-
tive distances at the desired values. This approach, however,
can not be used for an underwater vehicle as the global posi-
tioning system (GPS) is able to receive data from the satellites
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only when the vehicle is on the sea surface, and thus a suitable
localization procedure is necessary.

This problem is often solved in literature using base-
line techniques, such as long baseline (LBL), short baseline
(SBL) and ultra-short baseline (USBL) [22] which belong to
the acoustic time-of-flight techniques. These approaches typ-
ically need the presence of a set of communication devices
which must be placed into the see (e.g. anchored to the sea-
bed or attached to the hull of a ship) at a known position and
allow to calculate the linear and longitudinal displacements
of underwater vehicles within the network, with an accuracy
which is dependent on the extension of the sensor network.

Even if baseline techniques can provide GPS-like capabil-
ities, they need additional infrastructure and are geographi-
cally limited. To provide a general approach to localization,
it is better to rely only sensors that can be equipped directly
on the vehicles and to adopt state estimators exploiting sen-
sor fusion algorithms; in this way localization can be per-
formed using a reduced set of measurements, but can always
be improved whenever baseline techniques are adopted. In
literature the available approaches usually belong to one of
these four categories: terrain-based navigation [9,30], simul-
taneous localization and mapping (SLAM) [36], determinis-
tic state estimators [21] and stochastic model-based estima-
tors. This last category includes optimal unbiased estimators
which can be based both on kinematic or dynamic models and
typically use all the available sensor data to perform sensor
fusion. Among them the most used are the nonlinear Kalman
filters.

The localization algorithm adopted in this paper is an
adaptive extended Kalman filter (A-EKF) which is a vari-
ant of the EKF, in which the error covariance matrices are
adapted online to reduce the errors due to linearization and
prevent the divergence of the filter.

1.2 Formation control

The vehicles are required to follow a desire path keeping a
formation geometry in order to properly perform a task. To
solve this problem, several control approaches have been pro-
posed in literature, ranging from classical solutions, such as
proportional derivative (PD) controllers [18], particle filters
[31] or Lyapunov-based controller [39], to more specialized
ones, such as virtual bodies and artificial potentials (VBAP)
[3,11] and behavioral control [2]. The approach adopted
in this article and described in Sect. 4 is based instead on
the nonlinear decentralized model predictive control (ND-
MPC). The choice of the control algorithm follows from the
analysis of the requirements that a formation control scheme
for unmanned underwater vehicles should meet.

First of all it is important that the adopted control scheme
can limit the information data exchanged between the vehi-
cles as much as possible. This is necessary since the networks

which can be realized underwater, such as ad hoc acoustic
networks [13,32], have a limited bandwidth. For this reason
decentralized solutions, in which there is limited communica-
tion among the vehicles and information is inferred about the
other vehicle objectives by measuring their actions through
their sensors, are to be preferred.

The main advantage of a decentralized control architecture
is the lack of dependency of the whole system on a central
processing unit: this characteristic grants more robustness,
reduces the computational effort on the single agents and
scales well to team size [33]. Moreover, the malfunctioning
of a single vehicles will not affect the whole architecture,
and local functions with faultless working vehicles continue
to perform properly.

Finally, a formation control scheme should also be able
to take into account constraints: speed of underwater vehi-
cles (such as gliders) are often very limited, control efforts
must be minimized to reduce the vehicles consumption and
collision among vehicles are to avoid.

1.3 Fault tolerance

Furthermore, for vehicle formation to be effective in long-
duration applications requiring an high operational auton-
omy, the coordination architecture is requested to be reliable.
This means that such architecture must be able to handle
the various difficulties of malfunctions, such as communica-
tion and vehicle faults, and other unexpected events. In this
context, the fault tolerant strategy plays a crucial role. The
success of a multi-vehicle mission depends on each vehicle
operating in a fault-free manner. Fault tolerant for multi-vehi-
cle formations is discussed in [1,8]. Faults in one vehicle can
propagate to others over communication links, and this can
cause problems in maintaining the formation and its shape to
execute the desired tasks [14,15]. Formation of vehicles are
both more fault tolerant (through redundancy) and more effi-
cient (through parallelism) than single vehicles, if the vehi-
cles are well coordinated. In a decentralized architecture,
each vehicle can exchange sensor data information among
neighbors and thus has the possibility to use this piece of
information to recover from its faulty situation. In this way,
the malfunctioning of a single vehicles will not affect the
whole architecture, and working vehicles can complete the
assigned tasks.

1.4 The modular architecture

Individually each of these major aspects do not allow an effi-
cient formation coordination in real applications. For this
reason there is a need for a modular coordination architec-
ture which permits a correct and efficient organization of the
information flow.
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Using the extensive experience gained on vehicle posi-
tioning, ranging from early work on single vehicle to those
on multi-vehicles [12,27,29,37,38], the authors in this paper
propose a modular architecture for a fleet of underwater vehi-
cles. The coordination of the fleet is based on the dominant
and successful design approach of the leader–follower strat-
egy, where one of the vehicle is designated as the leader, with
the rest of the vehicle designated as followers. The proposed
architecture is modular and each module is built such that it
can solve a precise task using one or more functions. Three
functions among them play a key role for the whole architec-
ture: localization, faultless formation control and fault toler-
ance. The localization function is performed by the use of an
A-EKF algorithm; the fault-free formation control function
is based on a ND-MPC algorithm; the fault tolerance function
is based on a hierarchy graph theory. The UUV team is con-
trolled in a leader–follower manner, and the leader UUV is
assigned by the Supervisor, where the followers are position-
ing themselves with respect to the other UUVs in the network.
This architecture allows to solve the problem of formation
coordination, even in case of fault, for a class of UUVs satis-
fying the architecture requirements. As illustrative example,
this architecture has been applied for coordination of a fleet
of gliders, and preliminary results show how the proposed
solution performs.

The paper is organized as follows: the proposed architec-
ture is introduced in Sect. 2, while its modules and functions
are described in Sect. 3. Section 4 details the key functions
of the architecture. Finally in Sect. 5 preliminary results are
presented through an illustrative example. The paper ends
with some concluding remarks and future developments in
Sect. 6.

2 An architecture for UUVs coordination

The objective of this section is to introduce an architecture
for coordinating UUVs formations. The proposed architec-
ture subsumes leader-following approach and is based on two
fundamental concepts: module and function.

Definition 1 A “function” is defined as a mathematical/log-
ical data processing unit which can perform a limited number
of operations.

Definition 2 A “module” is an abstract mathematical/logi-
cal unit which can perform a complex task (i.e. several oper-
ations) by using one or more functions within its scope.

Once a coordination problem has been planned, it can be
decomposed into several tasks, each one carried out by one
module. Each task can be further decomposed into several
subsets of operations, each one performed by one function. In
this way, a complex problem can be decomposed into smaller

Fig. 1 Modules, classes and functions

problems using a modular approach. Whenever a new func-
tion is needed, it can be added within the module without the
need of modifying the whole architecture. The same applies
to modules, which can be added without the need to re-design
the part of architecture which does not make use of that
module.

Modules are typically associated with a specific type
of vehicle and can only access functions designed for it.
Functions can be found inside each module and are usu-
ally decomposed into classes according to their field of
application.

The architecture presented in this paper introduces two
modules: the “Supervisor Module”, which can be both asso-
ciated with a mobile marine base (such as a ship or boat
equipped with all necessary instruments) or to a land con-
trol base, and the “Agent Module” which is associated with
each unmanned underwater vehicle accomplishing the mis-
sion (see Fig. 1). Their relative functions are explained in
details in Sects. 3 and 4.

Each underwater vehicle has the typical internal architec-
ture of an underwater sensor node ([40], see Fig. 2) and it is
supposed to be equipped with a typical sensor set for localiza-
tion purposes, such as GPS, an attitude and heading reference
system (AHRS), a depth sensor, sidescan and other sonars,
magnetometers, and a different sensor set used for underwa-
ter exploration, such as thermistors and conductivity probes.
Note that the specifications of these sensors do not affect
the effectiveness of the proposed coordination architecture,
as long as their performances can be considered reasonable
according to the state of the art.

Node synchronization is much difficult to achieve in
underwater wireless networks, and differ from terrestrial
wireless networks since they have long and variable prop-
agation delay and mobility. If the underwater node clocks
are not synchronized, their transmission time will seem ran-
dom and the propagation of data through the network will
be slow. Several time synchronization algorithms have been
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Fig. 2 Internal organization of an underwater sensor node

carried out to face this issue. In [23,26], time synchronization
in underwater acoustic networks (UANs) has been consid-
ered. In [26], a three-dimensional, scalable UAN time syn-
chronization scheme was proposed to achieve both horizon-
tal and vertical clock synchronization to overcome the long
propagation delay. In [28], a time synchronization method
is presented. It not only compensates the main time delay
in acoustic communication, but also decreases the cumulate
errors in the multi-hop scene. The synchronization process
is carried out while the node is broadcasting itself, so more
energy is saved because of less control frame data exchange.
Therefore, the time synchronization method has good perfor-
mance in acoustic peer to peer networks, such as low power,
high precision. The paper [26] also considers security issues
about the time synchronization correlation test and statisti-
cal reputation trust model to detect outlier timestamps. In
[23], effects of node movements on underwater time syn-
chronization are considered. Because an underwater node
can move out of and into another node’s range frequently
[23], no time synchronization is necessary if the timestamps
of the received data packets are within the tolerance. In this
way, the underwater network does not need to perform global
time synchronizations periodically, which reduces the time
used to synchronize clocks among sensor nodes. In [42]
an energy efficient distributed time synchronization algo-
rithm for underwater acoustic mobile sensor networks, called
“E2DTS” is presented. In the MU-Sync [6], the clock skew
is estimated by performing the linear regression twice over
a set of local time information gathered through message
exchanges. The first linear regression enables the cluster head
to offset the effect of long and varying propagation delay;
the second regression in turn obtains the estimated skew and
offset. With the help of MAC-level time stamping, nonde-

terministic errors that are commonly encountered by those
synchronization algorithms that rely on message exchanges,
are reduced.

In this paper, it is assumed that one of the time synchroni-
zation algorithm is established and fully working, such that
clock drifts are compensated and the clock of each stationary
or mobile underwater node results synchronized. The band-
width requirements of the communication channel depends
by the type of underwater transmission which has been cho-
sen to adopt, such as acoustic waves, radio waves or opti-
cal waves. In any case, acoustic waves still remain the most
promising mode for communicating underwater in appli-
cation where tethering is unacceptable [22,25,34]. Typical
bandwidths of the underwater acoustic channel for different
ranges are reported in [40].

3 Modules and functions of the architecture

3.1 Supervisor module

In this section, the functions contained in the Supervisor
Module are detailed. Please note that only the high level
functions have been included in Fig. 1 and are explained
in this section. All the low level functions, which imple-
ments the physical connection to sensors and the physi-
cal layers of the transmission networks, are omitted for
brevity.

TASK function is the core function of the Supervisor Mod-
ule. The TASK function allows the user to decide

• the leader trajectory,
• the relative displacement vectors (distance and relative

headings among the vehicles in formation),
• additional information to be used for localization, for-

mation control and fault tolerant procedure (e.g. veloc-
ity constraints, safe distance among vehicles, etc).

With this operation, the operator can choose among pre-
defined settings or create a completely new formation
using a graphical user interface. All the information is
stored in a local database which can be accessed by the
other functions in the supervisor module.
COM function can perform three operations:

• send the required mission information to the main
leader agent module through the “Wide Area Commu-
nication” (see Fig. 3) using the wireless transmission
device;

• receive data from the main leader to know the global
position of the formation;

• receive data from a faulty vehicle in order to know its
global position to recover it.
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Fig. 3 Architecture layout

3.2 Agent module

In this section, the functions contained in the agent module
are detailed. Please note that only the high level functions
have been included in Fig. 1 and are explained in this sec-
tion. Among the functions detailed in this section there are
three functions that need a specific attention. These functions
are the LOC function, which retrieve the localization infor-
mation, the FORMCTRL function, which performs control
formation when no fault is present and the FTC function,
which allows to keep formation even in presence of fault.
They represent the core of the agent module and are fully
detailed in Sect. 4.

WANCOM function realizes the communication between
the main leader agent module and the supervisor module.
The wireless communication is typically performed using
a wide area network (WAN) created by aerial radiofre-
quency devices. It can perform two operations:

• receive the required information sent by the supervisor
module trough the WAN;

• send data to the supervisor module to communicate the
updated global position of the formation.

This function is active when the vehicle is over the sea
surface.
LANCOM function is fundamental to perform localiza-
tion, formation control and fault tolerance maneuvers. It
basically realizes the communication among the vehicles
in formation: every time it is called by an agent mod-
ule, it allows to synchronously exchange a limited set
of data among all the other agent modules. The local
network is typically realized using underwater acoustic
devices (such as the Woods Hole Oceanographic Insti-
tution (WHOI) micro-modem [13]), according to pro-
tocols available in literature, such as [35], and is often

referred as underwater wireless acoustic sensor network
(UWASN) [4].
To improve the readability, in the rest of this paper, we
use the term local area network (LAN) to indicate the
local underwater network.
FORMCTRL function is one of the three core functions of
the Agent Module as it represents the second step needed
in order to solve the formation control problem: faultless
formation control. This function requires the relative posi-
tions among the UUVs, the desired formation and the tra-
jectory to follow to work correctly. When this information
is available, then it returns the values of linear and angular
speeds, in the horizontal plane, that each underwater vehi-
cle must have. The adopted approach is based on network
decentralized model predictive control (ND-MPC) and is
detailed in Sect. 4.
LOWCTRL function implements the low level controller
for each UUV. The proposed formation control algorithm
returns the values of linear and angular speeds, in the
horizontal plane, for each underwater vehicle, thus the
low level controller must be capable to adjust the actu-
ation forces for tracking those desired speeds. Moreover
the low-level controller has the task to regulate the depth
of the vehicle to a desired value (usually constant dur-
ing navigation until the SURFACE function is called).
The low level controller must also be robust to com-
pensate drifts in case of unknown currents: this is typi-
cally achieved integrating a current estimator in the con-
trol loop [17]. The low level controller implementation
depends on the type of UUV inside the formation and
its implementation details are out of the scope of this
paper.
SURFACE function checks the time elapsed from the last
emersion. If this time exceeds a predetermined threshold
then the depth of the main leader is set to zero. This value
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is used by the LOWCTRL function to actually make the
leader reach the surface.
LOC function is one of the three core functions of the
Agent Module as it represents the first step needed in
order to solve the formation control problem: localization.
As said before, the formation control algorithm needs the
position of the vehicles inside the formation in order to
work properly. UUVs, however, can not be continuously
localized using a GPS sensor since it is able to receive data
from the satellites only when the vehicle is on the sea sur-
face. Since absolute positions are not directly available,
several sensors are employed to derive those measure-
ments (see Fig. 3). To reduce the contribution of noise
readings an A-EKF is implemented on the main leader
and the information on localization are made available to
all the vehicles along the mission by the use of the LAN.
Each control agent has thus the information about posi-
tion that can be used inside the ND-MPC algorithm (see
Sect. 4).
VFAULT function implements a fault detection and iso-
lation (FDI) algorithm for actuators and sensors of each
vehicle. The CFAULT function implements a FDI algo-
rithm for the communication system of each vehicle. In
case of no fault, this function does not require any further
action, however when a fault is detected and isolated the
information is sent by the agent module of the faulty vehi-
cle to the agent modules of the fault-free vehicles to call
the FTC function, which performs a formation re-config-
uration according to the type of fault detected. The FDI
system implementation depends on the type of UUV used
inside the formation and on the faults which need to be
detected and isolated.
FTC function is one of the three core functions of the agent
module as it represents the third step needed to solve the
formation control problem: formation re-configuration in
case of fault. The fault-tolerance mechanism presented
here is essentially based on the hierarchy graph theory of
leader–follower formation. In case of unrecoverable fault
on a leader vehicle, the local diagnostic system detects
the fault and, when possible, the faulty vehicle broadcasts
its faulty situation. After recognizing the faulty situation
in the multi-vehicle formation, each follower reconfigures
the controller for formation rearrangement. Faults in the
network connections are recovered by changing the lead-
ers and rerouting the information flow (for details, see
Sect. 4). Finally, the faulty vehicle agent module executes
the ESCAPE function to safely abandon the mission and
reach the surface in order to be collected.

3.3 Workflow

This subsection describes the workflow of the presented
architecture (see Fig. 4), where each block is labeled as

“ShortModuleName.Function” and a short description of
each function is provided.

Please note that each module executes functions with dif-
ferent sample times. The greatest sample time is that used
by the EMERGE function which represents the time interval
between surfacings (typically several minutes). The smallest
sample time is that of LOWCTRL function (typically compa-
rable to that of sensor readings) and all other sample times
must be a multiple of this value. Only exception is made by
the TASK function which is asynchronous: however this func-
tion can be actually performed only when the main leader is
on the surface.

From the base station, the user chooses the coordination
problem to solve and sets it using the TASK function of the
supervisor module. This information is sent by the supervi-
sor module to the main leader agent module using the COM
function. The main leader agent module receives the signal
with the WANCOM function, and communicates with all the
other Agent modules using the LANCOM function: this estab-
lishes a continuous communication which is used by all the
vehicles for all the duration of the mission.

When a vehicle is below the sea surface it measures at each
sample time its depth and the relative distance to its leader.
These measurements, together with the control efforts elab-
orated by the FORMCTRL functions of each Agent Module,
are sent to the main leader using the LAN (this is done by
the LOC function of each follower agent module). The main
leader collects these data and uses them to update the pre-
dicted state and obtain a new estimate. This new estimate is
used together with the control efforts to elaborate the pre-
dicted state at the next sample time, which is sent back to the
follower agent modules using the LAN. The FORMCTRL
function of each agent module uses the predicted state to cal-
culate the new control efforts. These efforts are used by the
LOWCTRL function to set the desired speeds.

The architecture is realized such that the coordination can
be formulated on demand: the main leader agent module exe-
cutes the SURFACE function to set the desired depth of the
formation to zero in order to reach the surface. When this hap-
pens the workflow can start from the beginning and a new
coordination problem can be formulated. When the SUR-
FACE function is not called, the mission proceeds as decided
before and the loop is iterated from the MAIN.LANCOM
block.

Finally, the UUV agent modules executes periodically the
two fault detection functions: CFAULT and VFAULT. When
a fault is detected the formation is re-arranged according to
the algorithm described in the following Sect. 4.

4 Framework key functions

Before describing in detail the key functions of the pro-
posed architecture, a formation vector model is introduced.
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Fig. 4 Work flow chart

Afterwards, a full description of each of the key functions,
namely localization function, control formation function and
fault tolerant function, is provided.

Let consider a set of N underwater vehicles V i , i =
1, . . . , N , that should accomplish the considered formation
keeping task: the position of each leader vehicle with respect
to the following vehicles should be kept equal to a desired
value. Assume that at time t a low level controller imposes the
desired surge, sway and yaw (angular) speeds vi (t), si (t) and
wi (t) on the horizontal plane: in this way the high level con-
troller has only the task to define the optimal speeds v, s, w
that allow to keep the desired formation with the minimum
possible efforts. Assume to sample the continuous-time vari-
ables with sampling interval Ts and define the sampled vari-
ables vi

k � Tsv
i (kTs), si

k � Tssi (kTs), w
i
k � Tsw

i (kTs)

that represents finite movements within each sampling inter-
val Ts . These movements can also be seen as velocities nor-
malized with respect to the sampling interval Ts and, in the
following, they will be referred to as velocities.

Owing to physical limits surge, sway and angular veloci-
ties of the vehicle vi

k, si
k, w

i
k are constrained and their limits

depend on lower level controller and on the dynamic behav-
ior of the vehicle. However, for the sake of simplicity, fixed
constraints are assumed in the following:

v ≤ vi
k ≤ v, s ≤ si

k ≤ s, |wi
k | ≤ w, (1a)

|�vi
k | ≤ �v, |�si

k | ≤ �s, |�wi
k | ≤ �w. (1b)

where (v, v̄) are the linear velocity limits, the angular veloc-
ity is bounded by w, while linear and angular velocity vari-
ations are limited to �v and �w.

Defining rotation matrix T(α) �
[ cos α sin α 0− sin α cos α 0

0 0 1

]
, the

absolute configuration of vehicle i , on the horizontal plane
and with respect to the earth frame, qi

k � [qi
x,k qi

y,k qi
θ,k]T

is determined by integrating the control action ui
k �

[vi
k si

k wi
k]T by the following discrete-time kinematic model:

qi
k+1 = qi

k + T−1(qi
θ,k)u

i
k . (2)
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Referred to the frame fixed to vehicle V i , the relative
displacement of vehicle V j , d j i

k � [x ji
k y ji

k θ
j i

k ]T =
T(qi

θ,k)(q
j
k − qi

k) gives the following discrete-time forma-
tion vector model (see [37])

d j i
k+1 = Ai

kd j i
k + Bi

kui
k + E j i

k u j
k , (3)

where

Ai
k � T(wi

k), Bi
k � −T(wi

k), E j i
k � T(wi

k)T
−1(θ

j i
k ). (4)

4.1 LOC function: algorithm description

To perform formation control the most straightforward
approach would be to measure the absolute position of each
underwater vehicle and use that information to keep the rela-
tive distances at the desired values. This approach, however,
can not be used for an UUV as the GPS sensor is able to
receive data from the satellites only when it is on the sea sur-
face, and thus a localization procedure is necessary. Even if
baseline techniques can provide GPS-like capabilities, they
need additional infrastructure, thus an A-EKF which uses the
measurements of heading and distance between vehicles is
preferred. The A-EKF presented here is a variant of the EKF
in which the error covariance matrices are adapted on-line.
Since the filter is applied to a nonlinear system an adaptive
version is adopted in order to reduce the errors due to linear-
ization and limit the divergence.

4.1.1 Prediction

Consider the kinematic model described by (2) and assume
that an additive, zero-mean gaussian white noise is affecting
the system. Defining

Lk �

⎡
⎢⎢⎢⎢⎣

L1
k 0 . . . 0

0
. . .

...
... 0
0 . . . 0 Ln

k

⎤
⎥⎥⎥⎥⎦

,

with

Li
k �

⎡
⎣

Ts cos q̂i
θ,k|k −Ts sin q̂i

θ,k|k − T 2
s
2 vi

k−1 sin q̂i
θ,k|k − T 2

s
2 si

k−1 cos q̂i
θ,k|k

Ts sin q̂i
θ,k|k Ts sin q̂i

θ,k|k
T 2

s
2 vi

k−1 cos q̂i
θ,k|k − T 2

s
2 si

k−1 sin q̂i
θ,k|k

0 0 Ts

⎤
⎦ ,

the state prediction equation for the entire formation, linear-
ized around the working points q0,k = q̂k|k and u0,k = uk−1,
is

q̂k+1|k = q̂k|k + Lk uk . (5)

4.1.2 Update

Consider the measurement equation described by

zk+1 = G
(
qk+1

) + V k+1, (6)

where qk+1 and zk+1 represent the state vector and the mea-
surement vector at time (k + 1)Ts , V k+1 is the noise vector
affecting measurements which is white, zero-mean gaussian
and with a covariance matrix Rk+1 which depends on the
sensor used.

Let assume that vector G f describes the formation geom-
etry, i.e.

G f = [
l1, l2, . . . , ln

]T
, l1 = 0,

where li indicates that V i has li as its leader. l1 is set to 0
since the main leader has the virtual vehicle V0 as leader.
With this notation the measurement equation can be written
as

G
(
qk+1

)

=
[
gl2,2

k+1, gl3,3
k+1, . . . , gln ,n

k+1, q1
θ,k+1, q2

θ,k+1, . . . , qn
θ,k+1

]T
,

with

gli ,i
k+1 =

√(
qli

x,k+1 − qi
x,k+1

)2 + (
qli

y,k+1 − qi
y,k+1

)2

i = 2, . . . , n.

Linearizing the measurement equation around the working
point qk+1 = q̂k+1|k and defining

Ad,k �

⎡
⎢⎢⎢⎢⎣

A1
d,k 0 . . . 0

0
. . .

...
... 0
0 . . . 0 An

d,k

⎤
⎥⎥⎥⎥⎦

,

with

Ai
d,k �

⎡
⎣

1 0 −T vi
k−1 sin q̂i

θ,k|k − T si
k−1 cos q̂i

θ,k|k
0 1 T vi

k−1 cos q̂i
θ,k|k − T si

k−1 sin q̂i
θ,k|k

0 0 1

⎤
⎦ ,

the update equation can be described by

q̂k+1|k+1 = q̂k+1|k + K k+1

[
zk+1 − G

(
q̂k+1|k

)]
(7)

The gain matrix and prediction matrix are defined as

K k+1 = Pk+1|k CT
k+1

[
Ck+1 Pk+1|k CT

k+1 + Rk+1
]−1 (8)

Pk+1|k+1 = [
I − K k+1Ck+1

]
Pk+1|k (9)

Pk+1|k = Ad,k Pk|k AT
d,k + Qd,k (10)

where Qd,k is the covariance matrix of noise affecting the
states and Ck+1 is defined by

Ck+1 = ∂G
(
q(k + 1)

)

∂q(k + 1)

∣∣∣∣
q(k+1)=q̂(k+1,k)

. (11)
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4.1.3 Adaptive estimation of Qd,k and Rk+1

The adaptive procedure presented here can be used whenever
matrices Qd,k and Rk+1 have the form

Qd,k = σ 2
η,k Qk (12)

Rk+1 = diag[σ 2
v,i,k+1] i = 1, . . . , p (13)

where σv,i and ση are the parameters to be adapted. Equa-
tion (12) is valid whenever the kinematic model describes the
state dynamics with statistically independent errors. Equa-
tion (13) is valid whenever the measurements are statistically
independent.

Assume that γi,k+1 = zi,k+1 − Gi
(
q̂k+1|k

)
: similarly to

the linear case, it represents the components of the innova-
tion process at time k + 1. Using the procedure described
in [20], we can write

σ̂ 2
η,i,k =

(
ci (k + 1) Qk cT

i (k + 1)
)−1

max

{
γ 2

i,k+1 − ¯̂σ 2
v,i,k+1

−ci (k + 1)Ad,k Pk|k AT
d,k cT

i (k + 1), 0

}

(14)

and

σ̂ 2
v,i,k+1 = max

{
γ 2

i,k+1 −
[

ci (k + 1)Ad,k Pk|k AT
d,k cT

i (k + 1)

+ ci (k + 1) ¯̂σ 2
η,i,k Qk cT

i (k + 1)
]
, 0

}

(15)

where ci (·) is the ith row of matrix C(·) and ¯̂ση,i and ¯̂σv,i

represent the smoothed estimates calculated as the average
value among the last lη and lv values (with lη and lv the last
number of measurements of σ̂ 2

η (·) and σ̂ 2
v,i (·) respectively, to

be chosen a priori), i.e.

¯̂σ 2
η (k) = 1

(lη + 1)p

lη∑
j=0

p∑
i=1

σ̂ 2
η,i (k − j), (16)

and

¯̂σ 2
v,i (k + 1) = 1

lv + 1

lv∑
j=0

σ̂ 2
v,i (k + 1 − j). (17)

The adaptive algorithm reduces the probability of diver-
gence. One easy way to prevent divergence at all is to keep
track of the difference between the real distances among vehi-
cles and the desired ones: when these values exceed a desired
threshold, then it is necessary to make the fleet emerge to ini-
tialize again the algorithm.

Fig. 5 The considered leader–follower architecture

4.2 FORMCTRL function: algorithm description

The FORMCTRL function is devoted to the formation con-
trol of the underwater fleet. In this context, the formation
control problem is formulated as a cascaded leader–follower
problem (see Fig. 5) where

• The reference trajectory T ∗ is generated by a virtual refer-
ence vehicle V0 which moves according to the considered
unicycle model.

• Each vehicleV i follows one and only one leaderV j , j �= i ;
V1 follows virtual vehicle V0 which exactly tracks the ref-
erence trajectory T ∗.

• Each vehicle V i should keep the reference formation pat-
tern d̄ j i , from its leader V j .

In this framework, the multi-vehicle formation can be seen
as a directed tree that can be formally expressed by the nota-
tion of the directed graphs. Let us denote with the tuple G �
{V, E} the digraph with nodes V � {V1, . . . ,Vn} and edges
E � {E1, . . . , Em}, in which each edge is an ordered pair of
nodes E l = (V j ,V i ) establishing a link from V j to V i . Each
node corresponds to a real vehicle and the direction of the
edge goes from the leader to the corresponding follower, in
agreement with the information flow. The hierarchy of the
formation and dependencies among vehicles are represented
as a hierarchy graph.

In a general leader–follower formation, it is possible to
distinguish between leaders and followers, but the leader of
the whole formation is unique. The formation can be decom-
posed into several layers, depending on the member’s level in
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the formation, as shown in Fig. 5. In this way, any member of
the formation is a node in the hierarchy graph. The first layer
has only one node; namely the father node, which represents
the leader of the whole formation and the second layer could
have one or different local nodes which are child nodes of the
father node, and so on. The direct connections occur among
father and local nodes, or local and child nodes. Note that
there are not connections among nodes of the same layer, but
connections are possible only from nodes of different layers.
This analysis is valid also in the event of a different formation
shape. In effect, all connections are logical, indicating that
the formation is not fixed, and nodes in the same layer need
not be parallel.

The adjacency matrix AAA of digraph G has n × n entries
aaai j = 1 iff (V i ,V j ) ∈ E and aaai j = 0 otherwise. Dis-
tance matrix DDD of digraph G has n × n entries dddi j = d̄ j i

iff (V i ,V j ) ∈ E and V i has to keep distance d̄ j i with respect
to V j , while dddi j = 0 otherwise. The incidence matrix CCC of
digraph G has n × m entries cccil = 1 iff edge E l exits from
node V i , cccil = −1 iff edge E l enters in node V i and cccil = 0
otherwise. Formation structure can be completely described
by the graph, its adjacency matrix and its incidence matrix
whereas formation geometry is described by distance matri-
ces DDDx ,DDDy,DDDθ .

The formation control problem is decomposed into an
inner-loop dynamic task [12], which consists of making the
vehicle’s velocity track a reference one (performed by the
LOWCTRL function and not reported here), and an outer-
loop kinematic task, which assigns the reference speed for
tracking a desired trajectory.

The FORMCTRL function is based on a networked decen-
tralized MPC algorithm. In the developed navigation sys-
tem, each underwater vehicle V i is equipped with an inde-
pendent control agent Ai which collects local and remote
information (i.e. the position vector provided by the A-
EKF) and iteratively performs a nonlinear optimization for
computing the local control action. As previously stated,
each vehicle V i tracks a leader V j with a defined displace-
ment. The set of all displacements defines the formation
(Fig. 5).

In the implementation of the proposed navigation system
the following assumptions are made

• Each control agent Ai communicates with its neighboring
agents by a LAN only once within a sampling interval.

• The communication network introduces a delay τ =1.
• The agents are synchronous.
• Each control agent is able to measure the relative config-

urations of the neighbors.

The drifts of the different clocks are very slow and each
agent Ai synchronizes its own clock with the clock of its
leader agent A j . Each leader also broadcasts to its follow-

ers the predictions about its future behavior. Finally, the main
leader broadcasts the information relative to the position vec-
tors of the UUVs provided by the centralized A-EKF.

The following scalar is considered here as a measure of
the performance for control agent Ai :

〈d j i
k − d̄ j i 〉2 � ρx (x ji

k − x̄ j i )2+ ρy(y ji
k − ȳ j i )2

+ρθ sin2 θ
j i

k −θ̄ j i

2
(18)

where d̄ j i is the constant desired displacement and ρx , ρy ,
ρθ are arbitrary weights. The cost function to be minimized
is:

J i
k =

p∑
h=1

〈d̂ j i
k+h|k − d̄ j i 〉2 + μ|ûi

k+h−1|k |2+

σ |�ûi
k+h−1|k |2 + η

p−1∑
h=1

|ûi
k+h−1|k − ûi

k+h−1|k−1|2 (19)

where μ, σ and η are weights whose meaning is described
in [27], û j

k|h is the j th control agent predicted control effort

at time h for time k and d̂
j i
k is the displacement vector cal-

culated using the positions provided by the A-EKF. The pre-
dicted control efforts are necessary since the decentralized
solution here proposed implies that the interaction vector u j

k
is unknown to the local control agent Ai . This information
is shared using the LAN.

The above-nonlinear constrained optimization problem is
iteratively set-up and solved at each sample time by proper
minimization algorithms and allow to compute the control
efforts uk .

The solution here described grants both stability and col-
lision-free properties:

Stability. Consider the set V of all vehicles {V i , i =
. . . , N } with structure (3). If for each vehicle V i with
leader VLi , its independent agent Ai minimizes the cost
function (19) under the following constraint

〈d̂Li ,i
k+p|k(u

i∗
·|k−1, ûi

k+p−1|k) − d̄Li ,i 〉2 + μ|ûi
k+p−1|k |2

+ σ |�ûi
k+p−1|k |2 ≤ r i

k (20)

where r i
k is known at time k and defined as

r i
k � 〈dLi ,i

k − d̄Li ,i 〉2 + μ|ui
k−1|2 + σ |�ui

k−1|2

−
p∑

h=1

[
〈d̂Li ,i

k+h−1|k(u
i∗
·|k−1) − d̄Li ,i 〉2

−〈d̂Li ,i
k+h−1|k−1(u

i∗
·|k−1) − d̄Li ,i 〉2

]
(21)
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than the set A of control agents Ai , i = 1, . . . , N ,
guarantees the local stability of the equilibrium point
d̄ � [(d̄L1,1)T , . . . , (d̄LN ,N )T ]T for the whole closed-
loop system. Further details and proof are provided in
[37].
Collision-free. If the following constraints are satisfied at
each sample time k:

|N(
Ai

k dli
k + Bi

k ui
k

)| ≥ d + √
2 max

(|v|, |s|, |v|, |s|),
l = 1, . . . , n l �= i. (22)

than the collision-free property is guaranteed.

4.3 FTC function: algorithm description

The decentralized FDI enables the set V of vehicles to con-
tinue to complete given tasks by reorganizing their formation,
when some faults occur. Two kinds of faults are possible:
“communication faults” and “vehicle faults” [5].

When a communication fault occurs in a vehicle, the leader
or the follower of that vehicle will lose connectivity and no
information is exchanged. The leader or follower of that vehi-
cle will try to reconnect the faulty vehicle and, after a fixed
time delay, if the vehicle does not reply, the other vehicles
know that such vehicle is into communication fault. The max-
imum time delay is fixed in the prediction horizon p, and until
the faulty vehicle is not reconnected, the predictions on its
future behavior are obtained from the previous data. If vehi-
cle V j does not reply for a time delay 1 ≤ τ ≤ p − 1, the
prediction of the interaction is used by the follower vehicle
to predict its future behavior.

In a vehicle fault, the vehicle FDI and control system will
try to recover the fault. In this situation, the vehicle broad-
casts its current position and faulty information to the others
vehicles of the fleet. In such situation, all other vehicles of
the fleet know which vehicle is into vehicle fault.

The fault tolerance algorithm for a fleet of underwater
vehicles can be described as follows. After a communica-
tion/vehicle fault has been detected, the FDI system of the
faulty vehicle tries to recover the fault (this operations are
performed by the VFAULT and CFAULT functions). If this is
possible, the vehicles rearrange the fleet in the original shape.
In case of unrecoverable fault, the faulty vehicle moves away
from the formation through an escape maneuver (ESC func-
tion), and the remaining vehicles substitute the faulty vehicle
and rearrange the fleet obeying to some pre-assigned forma-
tion shape, depending on the number of remaining vehicles
(this is actually performed by the FTC function). The escape
maneuver is always possible in open sea where available
space is not an issue: the collision avoidance policy included
in the ND-MPC control law allows the fault-free vehicles

to avoid impact with the faulty vehicle, thus the maneuver
which makes the faulty vehicle emerge is achievable.

The substitute of the faulty vehicle must be one of its child
nodes in the fleet hierarchy graph. Fault-free vehicle which
takes the place of the faulty one is determined by two priority
rules [5]. For each node, the following priority rules hold:

1. the number of total follower vehicle nodes is larger, while
the priority is lower;

2. the pre-assigned sequence number in the hierarchy is
smaller, while the priority is higher.

In this way, if by the first rule it is impossible to determine
the substitute, than this is univocally chosen through the sec-
ond rule. Note that the rank of the first rule is higher than that
of the second rule.

5 Preliminary results

The proposed architecture can be applied to a wide class of
underwater vehicles and in this section it is successfully used
to solve a formation coordination problem for an underwater
glider fleet. The gliders are underactuated marine vehicles
that are difficult to maneuver, and for this reason they repre-
sent a challenging research topic. On the other hand, under-
water gliders are extremely energy efficient and have already
demonstrated high endurance, making them very attractive
for oceanographic surveys requiring long-term deployment
and autonomous operation. For this reason, there is a big
interest and necessity to control and coordinate a fleet of
them. The formation control law operates using the kinematic
model, and the dynamic regulation of each single vehicle is
demanded to the low level controller. In this case, we suppose
that the glider low level controller is capable of tracking the
desired velocities on the plane of motion (horizontal plane),
thus the formation control only needs to provide the suitable
velocities to reach and maintain the desired formation.

The developed strategy is here tested on the formation con-
trol of a fleet composed by N = 5 gliders initially positioned
as follows:

q1
0 =

[
23

2
π
2

]
q2

0 =
[

19

− 1
2

3π
4

]
q3

0 =
[

24

−1
π
4

]
q4

0 =
[

22

0
4π
3

]
q5

0 =
[

21

−2
π
3

]

(23)

Simulation has been implemented for 121 samples for vir-
tual vehicle V0 that follows an ‘S’ shaped path and tuning
parameters as in Table 1. Three faults have been introduced
into the simulation:
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Table 1 Simulation parameters

Parameter Value Parameter Value

p 5 v 0

w π/3 v 1

�w 2π/9 �v 7/20

ρx 1 σ 1

ρy 1 η 2/5

ρθ 1 μ 2/5

f1 : the first fault affects the communication system of the
vehicle V2 at time k = 15 for 5 samples, thus V2 does
not broadcast predictions for 5 samples;

f2 : the second fault affects low level control of the vehicle
V1 at time k = 55 for 25 samples, thus V1 does not
move anymore and broadcasts faulty state.

f3 : the third fault affects low level control of the vehicle V3

in unrecoverable manner, V3 does not move anymore
and broadcast faulty state.

The obtained results are reported in Fig. 6. The vehicles
and their performed trajectories are drawn with different col-
ors and the fleet configurations have been frozen at the most
significant conditions.

Fault ( f1) implies that vehicle V2 does not broadcast pre-
dictions for 5 samples and vehicle V4 uses the last received
predictions to track it: its effect is not visible and this shows
the high tolerance of the proposed strategy to communication
faults which stay within prediction horizon.

Fault ( f2) involves the low level controller of vehicle V1

that stops at time k = 55 for a number of samples greater
than p = 5: in this case formation is rearranged at sample
k = 60. Based on priority rule (1), vehicles V2 and V3 are the
highest in the hierarchy but priority rule (2) establishes that
vehicle V2 has the highest priority, therefore V2 takes place
of the main leader V1. Graph matrices are then transformed
into:

AAA =
[ 0 0 0 0 0

0 0 1 1 0
0 0 0 0 1
1 0 0 0 0
0 0 0 0 0

]
,CCC =

⎡
⎣

0 0 −1 0
1 1 0 0
0 −1 0 1

−1 0 1 0
0 0 0 −1

⎤
⎦ (24a)

DDDx =
[ 0 0 0 0 0

0 0 −1 −1 0
0 0 0 0 −1

−1 0 0 0 0
0 0 0 0 0

]
, DDDy =

[0 0 0 0 0
0 0 −1 1 0
0 0 0 0 −1
1 0 0 0 0
0 0 0 0 0

]
. (24b)

When V1 recovers, it automatically restarts to keep the
formation with respect to its new leader V4.

Unrecoverable fault ( f3) damages low level controller of
vehicle V3 that stops at time k = 95 for a number of samples
greater than p = 5: in this case formation is rearranged at
sample k = 100. Based on first priority rule (i.), vehicles V5

has the highest priority and it takes place of its leader V3.
Graph matrices are then transformed into:

AAA =
[ 0 0 0 0 0

0 0 0 1 1
0 0 0 0 0
1 0 0 0 0
0 0 1 0 0

]
,CCC =

⎡
⎣

0 0 −1 0
1 1 0 0
0 0 0 −1

−1 0 1 0
0 −1 0 1

⎤
⎦ (25a)

DDDx =
[ 0 0 0 0 0

0 0 0 −1 −1
0 0 0 0 0−1 0 0 0 0
0 0 −1 0 0

]
,DDDy =

[ 0 0 0 0 0
0 0 0 1 −1
0 0 0 0 0
1 0 0 0 0
0 0 −1 0 0

]
. (25b)

Fig. 6 Trajectories followed by the five vehicles, where each vehicle is identified by a different color
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It can be seen that the fleet always reaches the desired
formation in 10–15 samples after each formation rearrange-
ment, and the task is accomplished even in the case of several
faults.

The described algorithm has been implemented in Mat-
lab�. The optimization has been performed by fmincon
function that implements a sequential quadratic program-
ming algorithm that iteratively solves QP sub-problems by
means of the active set strategy and a positive quasi-Newton
approximation of the Hessian of the Lagrangian. By compil-
ing and optimizing the Matlab code and limiting the maxi-
mum number of iterations, the computational requirements
can be significantly reduced thus making the algorithm online
implementable.

6 Conclusions and future works

In this paper, an approach to solve the problem of coordinat-
ing UUV fleets is proposed based on a modular and expand-
able decentralized architecture. The problem is decomposed
into tasks which can be solved by the functions introduced in
the modules of the proposed architecture. Among the func-
tions detailed in the paper, three of them play a key role for
the whole architecture: the localization function, the forma-
tion control function and the fault tolerant function. They
actually realize a decentralized fault tolerant formation con-
trol whenever all the modules and functions of the proposed
architecture are working. Simulation results show the effec-
tiveness of the proposed solution for a special class of under-
water vehicles.

The main advantages of the presented solution are modu-
larity and its wide applicability. Modularity allows to increase
the number of tasks that the architecture can cope with, with-
out modifying it from the core, and this is possible thanks
to the decentralization policy. Wide applicability, instead,
is due to the fact that the algorithms implemented by the
key functions are general and can be easily adapted to any
UUV fleet. Moreover, the proposed decentralized solution
permits to accomplish the assigned mission also in case of
communication or vehicle faults. Formation of vehicles are
both more fault tolerant (through redundancy) and more effi-
cient (through parallelism) than single vehicles, if the vehi-
cles are well coordinated, as shown in the presented simula-
tion results. However, in real applications, attention must be
paid to the implementation of the communication functions
(COM, LANCOM and WANCOM) and of those operating
on the single vehicle dynamics (LOWCTRL and C,VFAULT )
since they depend, respectively, on the implementation
of the communication channel and the type of vehicle
adopted.

The next step of the proposed activity is to implement the
introduced architecture on a fleet of reduced scale unmanned

underwater vehicles to improve the non-key functions and to
fully test the key functions in a real application scenario.
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