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Abstract
With the advent of the ‘age of conspiracism’, the harmfulness of conspiratorial 
narratives and mindsets on individuals’ mentalities, on social relations, and on 
democracy, has been widely researched by political scientists and psychologists. 
One known negative effect of conspiracy theories is the escalation toward politi-
cal radicalism. This study goes beyond the exploration of mechanisms underpinning 
the relationship between conspiracy theory and radicalization to focus on possible 
approaches to mitigating them. This study sheds light on the role of counter-conspir-
acy approaches in the process of deradicalization, adopting the case study of anti-
China sentiment and racial prejudice amid the Covid-19 pandemic, through con-
ducting an experiment (N = 300). The results suggest that, during critical events such 
as the Covid-19 pandemic, exposure to countermeasures to conspiracist information 
can reduce individual acceptance of radicalism. We investigated two methods of 
countering conspiracy theory, and found that: (1) a content-targeted ‘inoculation’ 
approach to countering conspiracy theory can prevent the intensification of radicali-
zation, but does not produce a significant deradicalization effect; and (2) an audi-
ence-focused ‘disenchantment’ method can enable cognitive deradicalization, effec-
tively reducing the perception of competitive victimhood, and of real and symbolic 
threats. This study is one of the first attempts to address causality between deradi-
calization and countermeasures to conspiracy theories in the US-China relations.
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First reported as a local epidemic in Wuhan city in early December 2019, corona-
virus (Covid-19) infections at the time of writing have exceeded the 556 million 
mark worldwide, with more than 6.3 million deaths. Governments around the world 
have launched various draconian and often uneven restrictions to combat this inde-
terminate, generalized threat, and social discontent has been strong and persistent. 
Conspiracy theories regarding the origin of the virus, the transmission routes, and 
a possible vaccine have spread almost as quickly as the virus itself. These theories 
are exemplified by some popular, novel, and eye-catching narratives, such as: the 
virus was (deliberately or not) leaked from China’s Wuhan Institute of Virology; 
5G networks can spread the virus; and Bill Gates and the ID2020 coalition aim to 
build a global surveillance state through using a Covid-19 vaccine to ‘microchip’ 
the world population [37, 100], to name only a few. Such conspiracist rhetoric is not 
only accumulated and disseminated by anonymous users of social media, some is 
even integrated into official discourses and directly or indirectly encouraged by gov-
ernment leaders and senior officials. For example, Brazil’s education minister has 
suggested that the pandemic was a part of the Chinese government’s ‘plan for world 
domination’.

Citizens around the world have suffered the brutal force of these ‘infodemic’ poli-
tics [116]. With the advent of an ‘age of conspiracism’, the harmfulness of conspira-
torial narratives and mindsets on individuals’ mentalities, on social relations, and 
on democracy, has been widely researched by social psychologists and political sci-
entists [e.g., 33, 53, 54, 104, 106]. The conspiracist narratives about Covid-19 have 
been dynamic and changing, adapting to social contexts and increasingly embold-
ening political radicalism across the globe. Several far-right political parties and 
groups, including in the United States, United Kingdom, Italy, Spain and Germany, 
have latched onto the Covid-19 crisis to advance anti-immigrant, white suprema-
cist and xenophobic conspiracy theories that demonize foreigners and prominent 
individuals. Conspiracist narratives reinforce ideas of who is ‘clean’, and advocate 
varied forms of ‘epidemiological placism’ [96] and ‘racist biopolitics’ [61]. Within 
conspiracy theories, the unequivocal condemnation of political opposition and the 
call for the urgent eradication of dissent undermines pluralist democratic discourse, 
thus fueling political polarization and radicalization [4, 45, 99]. The proliferation of 
conspiracy theories has also coincided with an escalating radical, racist attacks in 
the US, the UK, Australia and Africa (e.g., NBC [78], The [102].

Five decades ago, Hofstadter made a clear association between extremist views, 
antagonistic attitudes and conspiracy beliefs in his discussion of ’Paranoid Style’ 
[46]. Recent studies have further theorized belief in conspiracy theories as a poten-
tial amplifier of radicalization [64]. Unfortunately, in the face of ongoing and 
unprecedented racial and international tensions, few studies have gone beyond the 
exploration of the conspiracy theory–radicalization mechanism to focus on possible 
approaches to mitigating the negative effects of infodemic politics. This study sheds 
light on the role of counter-conspiracy strategies in the process of deradicalization, 
adopting a case study of anti-China sentiment and racial discrimination amid the 
Covid-19 pandemic.

In this study, we argue that, during a critical event such as the Covid-19 pan-
demic, exposure to conspiracy-theory countermeasures can lead to a diminished 
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acceptance of radicalism. We have examined the efficacy of two methods of counter-
ing conspiracy theories. Our results show that the relationship between (counter-)
conspiracy theories and (de)radicalization is more complicated than we predicted. 
We found that the ‘content-focused’ approach to countering conspiracy theories 
(‘inoculation strategy’ in our study) can prevent the intensification of radicalization, 
but doesn’t produce a significant deradicalization effect. However, we also found 
that an audience-focused method (a ‘disenchantment’ approach) can enable cogni-
tive deradicalization. The effects of the disenchantment treatment on individuals’ 
adoption of radicalized sentiments were shown to be negatively mediated by com-
petitive victimhood, realistic threat (which is related to concerns posed by an out-
group to an in-group’s existence), and symbolic threat—a finding that bridges the 
previously separate discussions on the psychological factors leading to (de)radicali-
zation and the cognitive influences of conspiracy theory.

Revisiting Conspiracy Theory Research

It is important to start our discussion with a definition of conspiracy theories, dif-
ferentiating the concept from other closely related (and sometimes overlapping) 
types of misleading information such as fake news, disinformation, and misinforma-
tion. Fake news is usually viewed as “…fabricated information that mimics news 
media content in form but not in organizational process or intent. Fake news outlets, 
in turn, thus lack the news media’s editorial norms and processes for ensuring the 
accuracy and credibility of information” [65, p.1094]. Bennett and Livingston [9] 
define disinformation as “intentional falsehoods spread as news stories or simulated 
documentary formats to advance political goals” (p.124). The concept of disinfor-
mation thus refers to problematic information deliberately aimed at deceiving oth-
ers, while misinformation refers to false or inaccurate information circulating as a 
result of honest mistakes, negligence, or unconscious biases.

Different from fake news, disinformation, and misinformation, the concept of 
conspiracy theory cares less about the information, per se, and more about people’s 
beliefs about and perceptions of the information. ‘Conspiracy theories’ are com-
monly viewed as ‘explanatory beliefs’ (either speculative or evidence-based) or 
‘worldviews’ that are used to make sense of historical causality and political events 
[13, 34]. A conspiracy theory can be defined as “an explanation of historical, ongo-
ing, or future events that cites as a main causal factor a small group of powerful 
persons, the conspirators, acting in secret for their own benefit against the common 
good” [104, p.32]. Existing studies highlight some characteristics or ‘rules’ of con-
spiracy theories, including unrealistic assumptions about the potency of causation 
(‘pervasive potency’), a binary of pure good and evil (‘Manichean binary’), and an 
elusive style of warranting and validating knowledge (‘elusive epistemology’) [4].

A culture of suspicion and conspiracy is not an uncommon response to today’s 
complex and secretive post-modern society, and can be seen as a rational attempt 
to understand social and political contexts [40, 56, 104]. This paper’s approach 
views belief in conspiracy theories as a process of motivated, rational reasoning. 
At the individual level, in line with theories of cognitive dissonance, individuals’ 
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conspiratorial beliefs are likely to depend on the extent to which conspiratorial 
theories correspond with pre-existing stances, attitudes and beliefs [67]. From the 
group-based perspective, conspiracy theories are viewed as a form of ‘motivated 
collective cognition’, as they can serve important advantages for the ingroup, such as 
raising collective self-esteem, putting the blame on external actors, and strengthen-
ing ingroup identity via victimization. Individual and situational factors interact to 
amplify the conspiracy beliefs to a greater extent than any single factor does on its 
own in the context of the Covid-19 pandemic [74].

With regards to the consequences of conspiracy theories and beliefs, empirical 
research proves that exposure to conspiracy theories can: directly increase negative 
feelings of powerlessness, disillusionment, uncertainty, mistrust, and anomie [32, 
53, 54], decrease individuals’ trust in government and discourage activities of politi-
cal engagement, such as voting [59]; interfere with intergroup relations by stirring 
up prejudice and discrimination [101],fuel violence towards others [7],and lead peo-
ple to disengage from social norms, making them more likely to engage in counter-
normative behavior [58]. In addition, in the special cases of environmental issues 
and public health emergencies, conspiracy mindsets can lead to science denialism, 
impact individuals’ medical choices, and exacerbate public health crises [16, 23].

Radicalization and Deradicalization

The term ‘radical’ is usually treated as an opposition to ‘moderate’, indicating a 
relative position on a continuum of organized opinion [93 p.481]. Individuals can 
move toward radicalism through ascending stages of radicalization [77 p.241], radi-
calization thus indicates movement along that continuum of organized opinion [93 
p.481]. Radicalism is a point of transition from a stage of activism characterized by 
psychological and behavioral readiness to engage in “legal and non-violent politi-
cal action” toward one characterized by “readiness to engage in illegal and violent 
political action” [77] p.240). It involves turning toward a stage of extremism involv-
ing the psychological characteristics of being inflexible, closed-minded, and non-
compromising, having a ‘black and white’ view of the world, being intolerant to 
difference, and having a propensity for mass political violence when the opportunity 
offers itself [77, 91].

Radicalization is a process of relative change, a socialization during which 
internalization and adoption of radical views leads to the legitimation of political 
violence [e.g., 48, 95]. It consists of movement toward the supporting or enacting 
radical behavior, which has been theorized through various types of developmen-
tal models (e.g., [60, 76, 88, 114]. Individual radicalization consists of three major 
ingredients: the motivational element, which is the goal of one’s activity [8, 90, 70, 
107], the ideology that identifies the means to that goal [17, 86, 87, 121]; and the 
social process (group dynamics serving as the vehicle whereby the individual comes 
into contact with the ideology [86, 87, 111]. Notably, ideology, regardless of its 
specific content, whether it be ethno-nationalist ideology, socialist ideology, or reli-
gious ideology, has a central function of means suggestion. This study explores the 
ideological component of radicalization as essentially a violence-justifying means, 
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rather than specific content of belief. It is concerned with the motivational element, 
the perceived means to attain the goal, and the individual psychological perception 
of the social and group conditions and dynamics.

A person undergoing the transformative process toward radicalism can be moti-
vated by multiple, interrelated psychological forces. These can be individual expe-
riences characterized by intense trouble, difficulty or danger leading to personal 
instability, or the perception of their community or group as facing an external, 
imminent existential threat [47, 52, 63, 114]. Social identity perspectives show how 
biased dynamics convince individuals that their personal disadvantages are largely 
the result of their being members of a community that has been collectively victim-
ized or threatened, and that the alleviation of community grievances and the ame-
lioration of threats to community survival will only occur by resorting to violence 
[52], p.1081). Moreover, these real or perceived threats may turn into heightened 
forces that drive radicalization through a quest for significance or the avoidance of 
an anticipated (or threatened) loss of significance [63, 112 p.853]. One motivational 
condition that activates this quest for significance is ‘relative deprivation’, mean-
ing a comparison process whereby one perceives the self (egoistic deprivation) or 
the ingroup to which one belongs (fraternal deprivation) as not having what they 
deserve [112 p.854].

These psychological forces of radicalization may compel individuals to justify 
the use of violence in attaining their goals. Three components of violence-justify-
ing ideology are involved in this process: grievance (injustice, harm) believed to 
have been suffered by one’s group [2, 29], a culprit presumed responsible for the 
perpetrated grievance; and a morally warranted and effective method of removing 
the dishonor created by the supposed injustice [63, 76]. Political and psychologi-
cal research has pointed to grievances, victimization, and perceived and fraternal 
deprivation as some of the primary push factors for people in adopting more violent 
ideologies [11, 76].

Deradicalization constitutes a reversal of radicalization, indicated by a reduced 
commitment to the focal, ideological goal, or a reduced commitment to violence as a 
means to achieve that goal [63 p.84, 90]. These violent means might be relinquished 
on either moral grounds or grounds of ineffectiveness [63] p.85). Further, the de-
legitimization of the use of violence may depend on a revision of the individual’s 
worldview, involving five components: de-naturalization, clarification, differentia-
tion, complication and restructuration [92 p.46; 103]. These de-radicalizing pro-
cesses can reduce the individual’s commitment to embracing an all-encompassing 
exclusionary ideology and lower the degree of entitativity and cognitive closure that 
differentiates between ingroup and outgroup, thus weakening the individual’s identi-
fication with rigidly structured, intolerant, and ethnocentric social groups.

ConspiraIcy Theory‑Radicalization Dynamics

Investigating the interrelations between conspiracy theories and radicalization is a 
recent academic effort. A few studies have pointed out that conspiracy theories have 
great potential to fuel prejudice, discrimination, and violence towards others, and 
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thus accelerate political extremism and the process of radicalization. For instance, 
Bartlett and Miller [7] have contended that conspiracy theories act as ‘radicalization 
multipliers’ within groups,similarly, Lee [64] has suggested that conspiracy theoriz-
ing can be a by-product of engaging in extremist spaces, especially during times of 
political and social uncertainty. Recent studies also suggested that political extrem-
ists, especially conservative ones, are more likely to believe conspiracy theories, and 
the extremist prediction of alternative beliefs only takes place when the beliefs in 
question are partisan in nature and the measure of ideology is identity-based [31, 35, 
49, 105].

Moreover, both conspiracy theories and political extremity derive from and gain 
their profound appeal during times of political uncertainty and subsequent ‘agency 
panic’ [73]. Indeed, political psychologists have contended that people are moti-
vated to view powerful others as conspiring against them when they experience fear, 
anxiety, and loss of control and significance [50, 80, 106, 112], leading to a need to 
engage with groups and ideas that promise a radical alternative [e.g., 76, 86, 87].

One potential mechanism through which conspiracy theories can facilitate radical 
sentiments and behaviors is in the manner that conspiratorial narratives and think-
ing enhance ingroup bonding and exacerbate outgroup antagonism. Previous studies 
have demonstrated that stereotype, prejudice and outgroup hostility are antecedents 
and consequences, of conspiracy belief. People’s pre-existing attitudes and beliefs 
(e.g., racism, prejudice, collective narcissism) predict endorsement of outgroup 
conspiracy theories [19]. This means that those who hold such mentalities deem 
conspiracy-driven explanations of political events more acceptable, viewing other 
nations as hostile toward their own nation [97]. Conspiracy theories provide clear 
and unambiguous narratives, structuring the world into ingroups and outgroups, 
reinforcing the sense of specialness that comes from having access to insider knowl-
edge, and enhances the appeal of extremist narratives. Furthermore, conspiracy the-
ories project prejudice more strongly in times of political uncertainty, and provide a 
“moral justification for immoral actions” [25, p 115] such as intergroup discrimina-
tion. It has been substantiated in some studies that both conspiracy narratives and 
radical sentiments can lead groups towards violence by exaggerating or creating an 
outgroup ‘threat’, shutting down dissenting voices, and legitimizing the use of vio-
lence in order to awaken others [7, 76, 77].

The advent of the digital epoch further worsens the situation and enhances the 
reciprocal causation between ‘conspiracy beliefs’ and ‘outgroup hostility and radi-
calization’. Due to selective media exposure and confirmation bias, people tend to 
accept information that adheres to their pre-existing attitudes and beliefs, while 
avoiding information that contradicts them. Del Vicario et  al.’s [27] research has 
shown that this is also true when considering conspiracy theories’ consumption 
and diffusion—online environments have reinforced people’s pre-existing con-
spiracy worldviews. Hence, there exists a ‘spiral of conspiracy belief’, where those 
who hold racist views or see China as a geostrategic threat to the United States are 
more likely to subscribe to content and information regarding China-related con-
spiracy theories,then, after conspiratorial media exposure, their suspicion and hostil-
ity towards China and the Chinese people is strengthened, making future efforts to 
debunk said beliefs increasingly difficult.
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Existing studies exploring ‘conspiracy theory–radicalization’ dynamics have 
suggested that conspiracy beliefs might heighten a set of factors, such as perceived 
threat and relative victimhood, that can be positively correlated with an individual’s 
susceptibility to radicalized views against certain social groups in times of political 
uncertainty. Perhaps in part due to this theoretical position, the existing literature has 
placed a lopsided emphasis on conspiracy information that accelerates individuals’ 
adoption of more radicalized views. As such, countermeasures that might produce 
an antidote to radicalization have not been accorded an equal degree of academic 
attention. Building on the intellectual landscapes of radicalization and conspiracy 
theory research that have evolved over the last few years, this paper attempts to 
move one step forward in analyzing the intersection of deradicalization and the strat-
egies for debunking conspiracy theory belief, asking the question: can debunking 
conspiracy theories play a positive role in deradicalization? We hypothesize that if 
conspiracy theory information contributes to radicalization, it follows that counter-
measures against conspiracy theory will moderate such radical sentiments.

H1: Debunking conspiratorial information can mitigate the effects of radicaliza-
tion or even result in deradicalization.

Content‑Targeted and Audience‑Focused Intervention

This study is part of the academic effort to theorize and develop multiple approaches 
to combat conspiracy theories (e.g., [36, 41, 66]. Source-targeting interventions 
focus on the supply-side of conspiracy theory, relying on governmental policies, 
legislation and social media companies’ censorship to reduce the chances of audi-
ences encountering conspiratorial information [84]. Despite some successes in com-
bating conspiracy discourses, such interventions are sometimes viewed as morally 
problematic (the growth of social media censorship, as part of extended social con-
trol, may pose an existential threat to freedom of speech [62]), technically ineffec-
tive (conspiracy narratives can spread through the insidious approach of ‘just asking 
questions’, making regulations and algorithm-based filters useless), and economi-
cally unviable (sensationalist and eye-catching conspiratorial discourses are profit-
able in the “clickbait” media economy, incentivizing many online platforms to facil-
itate the dissemination of such content). Considering the impotency of supply-side 
interventions, developing effective methods from the demand-side/acceptance-side 
is more important than ever [23].

The present investigation sheds light on the acceptance-side of countering con-
spiracy theories. This line of academic enquiry attempts to discover if it is pos-
sible to mitigate the negative influence of conspiratorial media exposure on indi-
viduals [e.g., 57, 113, 118]. These endeavors can be generally classified into two 
subtypes: content-targeted and audience-focused. The former aims at debunking 
conspiracy theories’ arguments, in the hope that this will discredit them in the eyes 
of the observer [5]. The conventional approach is to uncover the logical and fac-
tual inconsistencies of a conspiracy narrative and thus undermine its credibility [18, 
108]. One common approach is fact-checking. Recent research offers compelling 
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evidence that fact-checking messages can be effective in promoting accurate beliefs 
following exposure to false information, at least in research settings [118]. How-
ever, this method is limited in its external applicability since most people do not 
actively seek out fact-checking messages and rarely encounter them when using 
social media. Another widely adopted content-targeted method is the ‘inoculation’ 
strategy. This begins by presenting weak arguments of persuasion and misinforma-
tion (i.e., containing obvious logical fallacies), which are expected to “inoculate" the 
attitudinal immune system of the subject against similar threats in the future [5, 22]. 
This approach draws on psychological inoculation theory to help cultivate ‘mental 
antibodies’ against fake news and misinformation [5]. Lewandowsky’s [66] recent 
research finds that climate misinformation is best disarmed through a process of 
inoculation. Furthermore, in one preregistered study, the inoculation effect of com-
bating disinformation was shown to be stable over a week-long delay [69]. Another 
effective and relevant example of this is Roozenbeek and van der Linden’s [85] ‘Bad 
News’, a browser game in which players take on the role of fake news creators and 
learn about several common misinformation techniques. This game has shown con-
sistent and significant inoculation effects.

Yet, there remains a key issue when conducting inoculation treatment: the inocu-
lation approach was originally developed, and is often used, with the aim of pro-
tecting individuals’ (positive) pre-existing viewpoints from the influence of future 
malicious information [6, 5]. The mechanism behind the approach is also partly 
dependent on people’s engagement in “identity-protective motivated reasoning”. 
However, people’s pre-existing convictions can be widely varied, and many people 
already see the outside world through certain ideologies. Miller et al. [75] argued 
that the tendency to endorse a conspiracy theory is highest among people who have, 
inter alia, a particular ideological worldview to which the conspiracy theory can be 
linked, and are motivated to protect said worldview. The inoculating effects on this 
subpopulation can be less effective, as people with pre-existing beliefs may find a 
conspiracy discourse (even it contains obvious logical errors) consistent with their 
pre-existing convictions, making it prone to integration into their conspiratorial 
world views. Therefore, the effect of this content-focused approach might be very 
limited in reducing the radicalized views of certain subgroups. Based on the above 
discussion, we make the following prediction regarding the role of inoculation strat-
egy in deradicalization:

H1a: The content-targeted inoculation strategy can mitigate the effects of radi-
calization, but does not produce deradicalization.

On the other hand, ‘audience-focused’ (or ‘human-focused’) debunking 
approaches decode the mechanisms of conspiracy theories in order to improve 
individuals’ logical thinking, analytic thinking and psychological condition. For 
instance, Swami [101] found that verbal fluency and cognitive fluency tasks eliciting 
analytic thinking reduced belief in conspiracist ideation. Moreover, building feelings 
of certainty, trust, control and self-efficacy through methods such as recalling expe-
riences of successfully controlled events, has been suggested as a possible way to 
reduce conspiracy theorizing [30]. This paper theorizes a disenchantment approach 
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that focuses on educating people on the nature and features of conspiracy theories, 
attempting to cast light on the mechanisms that allow them to infiltrate people’s 
belief systems (e.g., what is a conspiracy theory? Why do people seek conspiracy 
messages during political uncertainty?). This approach aims to help individuals bet-
ter understand the information-processing of conspiracy theories, their micro-sys-
tems, and their psychological antecedents. This is expected to strengthen feelings of 
self-efficacy, self-understanding, self-control, and to reduce conspiratorial ideations.

Notably, the disenchantment treatment attempts to subvert the cultural familiar-
ity of conspiracy texts’ intended meaning. By focusing on deconstructing the cul-
tural mechanism of conspiracy discourses, the disenchantment approach encourages 
varied degrees of cognitive intervention into the interpretations of conspiracy theo-
ries. As such, if the belief worked upon were racist in nature, the disenchantment 
treatment would be more effective than only focusing on the media content. The 
content-targeted approach does not count for the possibility of false propositions 
sometimes making sense due to factors such as pre-existing conspiracy or racist con-
victions. The disenchantment approach, however, avoids false but sensical claims 
by exposing the highly-biased process of production underpinning conspiracy theo-
ries, helping validate a baseline that does not make sense a priori. In other words, 
the disenchantment approach focuses on exposing the problems of conspiracy theo-
ry’s epistemological base—regarded as “elusive epistemology” [4]—which are not 
explicated within the process of truth verification and validation.

As discussed earlier, the content-focused, inoculation strategy may not be able 
to reduce the radicalized effects of conspiracy theories in those with conducive pre-
existing beliefs. The disenchantment approach helps address the culturally biased 
context that constitutes the falsehood of claims, even though they may appear to 
make sense to groups with certain racist convictions. Thus, as compared with the 
content-focused approach, we can expect an increased effectiveness of the audience-
focused, disenchantment approach in reducing radicalized views fueled by conspir-
acy theories. Thus, we make a prediction regarding the role of disenchantment strat-
egy in deradicalization, as follows:

H1b: The audience-focused, disenchantment approach can mitigate the effects of 
radicalization or even result in deradicalization.\

The Mediating Role of Counter‑Narratives

The mediating role of counter-conspiracist narratives on radical sentiments has not 
yet been adequately addressed in the existing literature. Existing arguments that hold 
a ‘coupling’ view of ‘conspiracy theory–radicalization’ treat conspiracy theory and 
radicalization as implicated in, co-constituted by, and co-evolving with each other. 
Bearing in mind interactionist or relationalist perspectives, it is not a surprising con-
clusion that exposure to conspiracy theories, which heighten a sense of victimhood, 
perception of threat, group exceptionalism and outsider status, and which produce 
hypersensitive agency detection, can contribute to cognitive radicalization. However, 
the mediating role of these factors, and whether they are predictors or outcomes of 
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deradicalization, is unclear. Despite this ambiguity, we consider these factors to be 
potential mediators of deradicalization, based on the reasoning that the active inter-
vention of counter-conspiratorial narratives may produce a weakened tendency to 
see one’s ingroup as especially deprived and an outgroup as a threat and cause of 
the perceived grievance. This should decrease negativity towards the outgroup and 
the propensity for violence. Applied to the anti-Asian and anti-Chinese context in 
the US, this reasoning allows us to propose that counter-conspiracist intervention 
should, in psychological factors such as perceived threat and relative victimhood, 
weaken individual negative evaluations toward East Asian and especially Chinese 
people, contributing to a decline in radicalized perspectives against these groups. 
Building on these insights, we specify the following questions as an extension to our 
central hypotheses (H1).

RQ: Can the effect of the debunking treatment on individual adoption of radical-
ized sentiments be mediated by conspiratorial beliefs, competitive victimhood, 
realistic threat, and symbolic threat?
RQ1: Can the debunking treatment lead to reduced conspiracy belief, and does 
this lead to cognitive deradicalization?
RQ2: Can the debunking treatment lead to reduced competitive victimhood, and 
does this lead to cognitive deradicalization?
RQ3: Can the debunking treatment lead to a reduced sense of symbolic and real-
istic threat, and does this lead to cognitive deradicalization?

Method

Sample

To explore the influence of debunking narratives on conspiracy belief within people 
with radical anti-Chinese sentiments, we designed a survey experiment. Our partici-
pants (N = 300) were recruited from Amazon Mechanical Turk (MTurk) in Septem-
ber 2020. Participants were American adults, who were paid $3 for their participa-
tion. Our sample was 39% female, 77% white and 3.7% non-Chinese Asian. The 
median age of the sample was 34, and the median level of education was a 4-year 
college degree. Previous studies have substantiated the usefulness of MTurk in navi-
gating public opinon about China in the US during Covid-19 [68].

Design and Procedure

This study adopted a between-subject experiment design. 300 participants were ran-
domly assigned to one of three conditions (about 100 participants for each condi-
tion—an adequate sample size, which has been adopted in many previous media 
studies experiments, e.g., [55, 117]. In each condition, participants were exposed 
to a video that lasted approximately five minutes. The first and second conditions 
consisted of differing countermeasures to conspiracy theories that target China as a 
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‘hidden hand’ behind Covid-19. The final condition was a control condition where 
no information was given. It should be noted that our selection of conspiracy theory 
intervention methods is representative, but not exhaustive. Following the counter-
measures, participants rated their belief in the conspiracy theory and radical atti-
tudes, followed by a battery of questions detecting their feelings of threat (symbolic 
and realistic) and competitive victimhood.

The first condition was a content-based countermeasure belonging to the ‘inoc-
ulation strategies’. The corresponding experiment stimulus contained a conspiracy 
theory on Coronavirus and China from the Alex Jones Show—a right-wing con-
spiracist program. In the show, Jones demonstrates a number of printed news reports 
as proof of his ‘Wuhan lab’ conspiracy theory. However, the reports are either hypo-
thetical or self-contradictory. The last image shot from inside the Wuhan lab shows 
only normal laboratory activities. The rationale of the selection of Alex Jones’s orig-
inal show as the inoculation treatment (without dispelling its factual or logic errors) 
is two-fold. First, some previous studies have found that inoculation messages can 
induce resistance to both sides of the same issues [5]. For example, Pfau et al.’s [83] 
research illustrated that inoculation treatments were successful in preventing the per-
suasion of participants who were against the legalization of marijuana, as well as 
with those who favored legalization. This phenomenon is also particularly apparent 
when it comes to conspiracy theories, as obvious correction efforts may be incor-
porated into the ‘meta-conspiracy’—i.e., the belief that people and institutions who 
try to debunk conspiracy theories may, themselves, be part of the conspiracy. In this 
vein, to avoid a ‘backfiring’ of the inoculation strategy, the authors of this study 
adopted Alex Jones’s original show as the inoculation stimulus without providing 
additional debunking content.

Second, Alex Jones is a notorious conspiracy theorist in the United States, whose 
social media accounts were permanently banned by most major tech companies, 
including Twitter, Facebook, YouTube and Apple, in 2018, because of his dissemi-
nation of false and misleading content. Several defamation lawsuits have also been 
filed against him concerning his claim that the mass shooting at Sandy Hook Ele-
mentary School in Newtown was fake [21]. Therefore, it is proposed that Jones’s dis-
credited and shock-based story telling might undermine the credibility of the infor-
mation in his show, and that the combination of the obviously flawed information 
and Jones’s hosting style (which is aggressive, exaggerated and over-the-top) might 
induce participants’ intuitive aversion, skepticism and resistance, and help prevent 
them from accepting similar conspiracy theories and radical views thereafter.

The second condition involved an audience-focused, disenchantment approach. 
The corresponding experiment stimulus contained a “mini-lecture on conspiracy 
theories”, consisting of two parts. In the first half of the video, social psycholo-
gist Roland Imhoff speaks on the nature and features of conspiracy theories, and 
the mechanisms by which they work on people’s mindsets (e.g., What is conspiracy 
theory? Why do people seek conspiracy messages during times of social and politi-
cal uncertainty, such as a pandemic? Which groups are most vulnerable groups to 
conspiracy narratives? What are the negative consequences of conspiracy beliefs, 
especially during public health crises?). In the second half of the video, a few widely 
spread conspiracy theories regarding Covid-19 are debunked. This experiment 
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stimulus is expected to help people better understand the essence of conspiracy the-
ories, breaking the ‘myth’ of conspiracy mindsets and providing individuals a sense 
of ‘knowing-ness’ and ‘control-ness’. Notably, this second part is supplementary to 
the first, providing examples of the debunking of conspiracy theories in everyday 
life. It helps link the knowledge in the first part to real-world examples, facilitat-
ing the audience’s appreciation of the reasoning involved in the debunking. While 
both parts of the video are about debunking, the first half is more knowledge-based, 
contextual and insightful, playing a central role of deconstructing the rationale of 
conspiratorial narrative, and as such, driving the process of debunking.

Three months prior to the main experiment, a pilot test was conducted to investi-
gate the validity of the debunking effect of Alex Jones’s video, and another approach 
(a mini lecture on conspiracy theories), in August 2020. Participants (N = 90) were 
recruited from MTurk and were randomly assigned to one of three conditions—the 
first condition using the inoculation strategy, the second using a mini-lecture on 
conspiracy theories, and the third being a control condition. Following the manip-
ulation, participants rated their beliefs about the conspiracy theory. The pilot test 
confirmed the debunking effects of both methods, as both stimuli mitigated conspir-
atorial belief (M = 3.14 and SD = 1.17 for the control group; M = 2.78 and SD = 1.14 
for participants who were assigned to the inoculation strategy of Alex Jones’s video; 
and M = 2.48 and SD = 1.13 for participants who were assigned to the mini-lecture 
strategy. The mean differences between each treatment group and the control group 
are statistically significant). From this, we concluded that the treatments were ade-
quate for use in the main experiment.

Measurement

Dependent Variable

The Radicalism Intention Scale in the present study is an 8-item measure revised 
from the Activism-Radicalism Intention Scale (ARIS; [77]. The Radicalism Inten-
tion Scale examines radicalized sentiment (e.g., “I would participate in a public pro-
test against oppression of my group even if I thought the protest might turn violent”). 
Each item is rated on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 
(strongly agree), with a value of 3 for “neutral.” The original 10-item ARIS includes 
two subscales: one to measure attitude towards activism (5-items) and the other 
measuring radical attitude (5-items). Our Radicalism Intention Scale adopts only 
the “radicalism” component of the ARIS, which we restructured into two groups: 
one showing items tailored to a China-specific context (e.g., “I feel that some Chi-
nese just deserve to be beaten if that can protect the rights of my group”), and the 
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other showing items pertaining to a general, non-ethnic-specific context (Cronbach’s 
α = 0.94, M = 2.80, SD = 1.14).1

Mediators

The measure of symbolic threat was a 3-item, self-report questionnaire [98], tai-
lored to the American Chinese context. A typical item was: “American identity is 
threatened because there are too many Chinese people today” (Cronbach’s α = 0.92, 
M = 2.80, SD = 1.27). The measure of realistic threat, modified from the scale by 
Stephan et al. [98], included five statements that assess the effects of the Chinese on 
the economic situation in the U.S., e.g., “To be able to compete with the Chinese, 
we will lose our social security.” (Cronbach’s α = 0.94, M = 2.84, SD = 1.21). For 
symbolic and realistic threat, responses ranged from 1 for strongly disagree to 5 for 
strongly agree. The symbolic threat scale [98] has shown reliability in previous stud-
ies, 0.80 [42] and 0.82 to 0.86 [24]. Similarly, the realistic threat scale has shown 
high reliability in previous research: 0.89 [42] and 0.85 to 0.90 [25, 24].

The competitive victimhood scale was adapted from Noor et al. work [79] to the 
US Covid-19 context. The scale was a 3-item, self-report questionnaire measuring 
individual tendency to see one’s group as having suffered more or less relative to an 
outgroup (e.g., “On average, in this Covid-19 pandemic, those who think the same 
as we do about China have been harmed more than those who do not agree with us 
about China”.) The responses to the items are on a scale from 1 for strongly disagree 
to 5 for strongly agree (Cronbach’s α = 0.86, M = 3.09, SD = 1.00).

The conspiracy beliefs scale measured an individual’s conspiratorial belief relat-
ing to China and Chinese people with four items on a scale of 1 (strongly disagree) 
to 5 (strongly agree); two items were coronavirus-focused, e.g., “The Chinese gov-
ernment and state-owned research institutions have falsified or covered up the real 
origins of COVID-19 to serve their own selfish ends”; the other two were more 
general, e.g., “China and Chinese Americans are often involved in secret plots 
and schemes intended to destabilize this country” (Cronbach’s α = 0.89, M = 3.10, 
SD = 1.10).

Demographics

Participants provided their demographic details, consisting of sex, age, party identi-
fication, political orientation, and highest educational qualification.

1 It should be acknowledged that several of the specific radicalization measures were worded such that 
they might produce a hypothetical question for some audiences. Further work is needed to improve the 
validity of radicalism measurement by revising the question format.
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Results

Prior to our main results, it should be reported that the mean value of the radical-
ism intension scale for the control group was 3.00 (SD = 1.11), higher than those 
of the two treatment groups (M = 2.73 and SD = 1.12 for the content-based coun-
termeasure group and M = 2.65 and SD = 1.16 for the audience-focused counter-
measure group). This means that participants who were not given any debunk-
ing information stimulus already showed a partially radicalized psychological 
condition.

Moreover, the effects of the two countermeasures on each item for measur-
ing the Radicalism Intention Scale were tested with ordinary least squares (OLS) 
regressions, with the two groups corresponding to the two countermeasures 
coded as two independent dummy variables, and the survey results for each item 
as dependent variables. According to the estimation results as shown in Table 1, 
the content-focused intervention method failed to produce significant changes 
for the values of most items, as compared to the control group. Meanwhile the 
human-focused method significantly lowered the values for 6 of the 8 items, with 
Item 4 marginally missing the threshold (its p-value being slightly above 0.10, i.e. 
0.12). Following the conventions of similar studies, the aggregate results from 
Item 1–8 were used as the values for the Radicalism Intention Scale in the follow-
ing analysis [77].

To test for H1 and answer RQ, we used PROCESS [43], an SPSS macro that 
facilitates mediation analysis based on ordinary least squares (OLS) regressions. 
We ran a multiple mediation analysis using MODEL 4 in PROCESS. In total, six 
regression models were estimated for the analysis. Model 1 was the total effect 
model, with the radicalization intention scale as the dependent variable and the 
experimental treatment variables (coded as two dummy variables to distinguish 
between the three groups, i.e., the content-focused countermeasures group, the 
human-focused countermeasures group, and the control group) as the independ-
ent variables. Model 2 was the direct effect model, with the radicalization inten-
tion scale as the dependent variable and the four mediators (namely, M1: con-
spiracy belief scale, M2: competitive victimhood scale, M3: measure of symbolic 
threat, and M4: measure of realistic threat) also added into the independent vari-
ables besides the experimental treatment variables. Models 3, 4, 5, and 6 were 
used to analyze the indirect effects via M1, M2, M3, and M4, respectively. For 
Model 3, M1 was the dependent variable; Model 4, M2; Model 5, M3; and Model 
6, M4. For Models 3, 4, 5, and 6, the experimental treatment variables were the 
independent variables. All six models controlled for a set of common covariates, 
including gender, age, ethnic background, education level, income level, and 
party affiliation. A summary of estimation results for the six models is shown in 
Table 2.

Our first hypothesis inquired as to whether debunking conspiratorial infor-
mation can mitigate the effects of radicalization or cause deradicalization. Spe-
cifically, H1a predicted that the content-focused method of debunking conspir-
acy theory would mitigate the effects of radicalization and potentially result in 
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deradicalization. The mitigation and deradicalization effects were not significant 
in Model 1 (e.g., for content-focused, B = -0.22, SE = 0.15, p = 0.134). H1b pre-
dicted that the human-focused method of debunking conspiracy theory would 
mitigate the effects of radicalization and result in deradicalization. Consist-
ent with this hypothesis, the mitigation and deradicalization effects were sig-
nificant (e.g., in Model 1, for human-focused, B = -0.32, SE = 0.15, p = 0.028). 
After controlling for the effects of the covariates, the group of participants that 
watched the video explaining how conspiracy theories work obtained a statisti-
cally lower level of radicalization compared to the control group. Thus, H1b was 
supported.

Our related research question asked whether the effect of debunking con-
spiracy theory on individual adoption of radicalized sentiments is mediated by 
conspiracist belief, competitive victimhood, or realistic and symbolic threats. 
Specifically, RQ1 asked whether debunking approaches can lead to reduced 
conspiracist belief or cognitive deradicalization. The mediation effect was sig-
nificant in the human-focused method of debunking conspiracy theory, but not 
in the content-focused method (e.g., in Model 3, for content-focused, B = -0.07, 
SE = 0.14, p = 0.649; for human-focused, B = -0.42, SE = 0.14, p = 0.004; and in 
Model 2, for M1 [conspiracy belief scale], B = 0.13, SE = 0.05, p = 0.010). RQ2 
asked whether debunking approaches can lead to reduced competitive victim-
hood, and whether this leads to cognitive deradicalization. The mediation effect 
was significant in the human-focused debunking method but not in the content-
focused debunking method (e.g., in Model 4, for content-focused, B = -0.22, 
SE = 0.14, p = 0.101; for human-focused, B = -0.37, SE = 0.13, p = 0.006; and in 
Model 2, for M2 [competitive victimhood scale], B = 0.22, SE = 0.05, p = 0.000). 
RQ3 asked whether debunking methods can lead to a reduced sense of symbolic 
and realistic threats, and whether this leads to cognitive deradicalization. The 
mediation effect was significant in the human-focused method but not in the con-
tent-focused method (e.g., in Model 5, for content-focused, B = -0.20, SE = 0.17, 
p = 0.227; for human-focused, B = -0.43, SE = 0.16, p = 0.009; in Model 6, for 
content-focused, B = -0.25, SE = 0.16, p = 0.117; for human-focused, B = -0.43, 
SE = 0.15, p = 0.006; and in Model 2, for M3 [measure of symbolic threat], 
B = 0.23, SE = 0.07, p = 0.002; for M4 [Measure of realistic threat], B = 0.32, 
SE = 0.08, p = 0.000).

Table  3 summarizes the total direct and indirect effects of the independent 
variables (i.e., the two experimental treatment variables: content-focused and 
human-focused) on the dependent variable (i.e., the radicalization intention 
scale), while Figs.  1 and 2 present conceptual diagrams for the effects of the 
four mediators on the two types of debunking conspiracy measures on the radi-
calization level. For both content-focused and human-focused countermeasures, 
there was no statistically significant direct effect on the radicalization level (e.g., 
in Model 2, for content-focused, B = -0.04, SE = 0.08, p = 0.618; for human-
focused, B = 0.05, SE = 0.08, p = 0.550). The indirect effects of the four media-
tors were all significant for human-focused countermeasures; none of these indi-
rect effects were significant for content-focused countermeasures.
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Fig. 1  Effects of content-focused countermeasures on radicalization intention scale

Fig. 2  Effects of human-focused countermeasures on radicalization intention scale
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Discussion

Owing to the dramatic impact of the Covid-19 pandemic and the high complexity 
of explaining the outbreak’s cause, people who suffered from agency panic and 
who felt a lack of control became more vulnerable to conspiratorial information 
and thinking that could lead to radicalized views. The present study suggests a 
positive effect of debunking approaches on moderating or even reversing the ten-
dency to adopt radicalized views toward Chinese people during the Covid-19 pan-
demic in the US. The human-focused disenchantment treatment demonstrated a 
significant deradicalization effect, whereas the effect of the inoculation approach 
achieved just a little more than preventing further attitude intensification. The 
study tested a mediation model in which the effect of debunking methods on peo-
ple’s tendency to adopt more radicalized attitudes was mediated by conspiracy 
beliefs, perception of threat, and victimhood. The results generally support our 
predictions, with some unexpected yet crucial findings.

First, the results support the hypothesis that the approach of debunking con-
spiracist information can mitigate the effects of radicalization or even result in 
deradicalization. The radical intention scale, used as the dependent variable in 
our experiment, was abridged from the Activism-Radicalism Intention Scales 
[77]. Adopting only the more extreme part of the ARIS scale (radicalism), this 
study found that participants in the control condition who were not given any 
(counter-)conspiracy information stimulus already showed a partially radicalized 
psychological condition. Because all participants were randomly chosen in our 
study, we could predict that the groups involved in the inoculation and disen-
chantment treatments would share a similar readiness to adopt radicalized senti-
ments. In a condition where subjects were already receptive to some radicalized 
sentiments, this study finds that the media treatment approach to debunking con-
spiracy theories can moderate or even reverse the attitudinal shift towards radical-
ism, leading to a reduction of commitment to the means of violence.

Second, the results demonstrate that the content-focused approach to debunk-
ing conspiracy theory (i.e., inoculation strategy) can prevent the intensification of 
radicalization. Our pilot study included a component testing the participants’ atti-
tudes towards the credibility of Alex Jones, measuring the extent to which they 
believe his stories and theories are fact-based and truthful. Low credibility was 
recorded in the pilot test (M = 1.65, SD = 1.02, 1 = very incredible and 5 = very 
credible). Low credibility of the speaker of a conspiracy theory is a crucial condi-
tion of the inoculation approach because it is assumed that an audience will be 
inherently resistant to any theories provided by a speaker who is seen as untrust-
worthy and unreliable. More importantly, the video stimulus, featuring obvious 
fabrication of evidence presented in a high-flown and provocative manner by a 
notorious host, constitutes a kind of over-stimulation to the audience. The over-
stimulation, over-reaction and hyped-up performance aimed at instilling conspira-
cist beliefs in the audience drive the semantic frame of conspiracy theory to the 
point of reversal, where the audience becomes reserved towards, inattentive to, 
and resilient against the conspiracist information, inhibiting the possible move 
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toward a more radicalized view. However, our results also showed that preventing 
increased radicalization by cultivating inattention and lack of interest in the con-
spiracy theory did not produce cognitive deradicalization.

Notably, the baseline in our survey, before intervention, was one of relatively 
high acceptance of radicalized sentiments. In this context, the inoculation treat-
ment only slightly reduced commitment to radical views. The usually high level 
of radicalism that we found may be due to domestic and international events at 
the time of the study. Domestically, the survey was conducted just days before the 
2020 presidential election, which was perhaps the most polarized in US history. 
Internationally, US-China relations had sunk to the lowest level since their nor-
malization, accelerated by the Covid-19 pandemic and years of anti-China propa-
ganda during the Trump administration. It suggests a ‘hit-the-floor’ theory—that 
is, once a society has been politically mobilized to a tipping point of violence, 
the ability of a conspiracy theory to fan radicalized attitudes may be diminished, 
which may subsequently prevent further intensification.

Third, the results demonstrate that the audience-focused method (i.e., disen-
chantment with conspiracy theory) can provoke a cognitive change to reverse 
radicalization. Conspiracy theory invents a fantasy object as a source of threat, 
presumably in order to restore a sense of security sought by people in times of 
political uncertainty. The disenchantment treatment decodes the mechanisms of 
conspiracist narratives, through which illusions are cognitively projected onto 
the real world. By deconstructing this mechanism of retrospective determina-
tion, conspiracist beliefs can be mitigated, helping to dissuade individuals from 
seeing conspiracy theories as naturally occurring. This is further supported by 
our results, which show that audience-focused disenchantment with conspiracy 
theories leads to a reduced conspiracist belief, and in turn leads to cognitive 
deradicalization.

The results also suggest that the effects of counter-conspiracy theory on adoption 
of radicalized sentiment are mediated by competitive victimhood, realistic threat and 
symbolic threat. As a result of the negative relationship between competitive victim-
hood and audience-focused disenchantment of conspiracy theories, a weakened feel-
ing of competitive victimhood contributes to the individual’s reduced commitment 
to radicalized views. In a similar fashion, audience-focused disenchantment treat-
ment leads to a reduced sense of symbolic and realistic threat, which in turn leads 
to cognitive deradicalization. Decoding the myth or the mechanism of conspiracy 
theories helps restore the audience’s feelings of self-efficacy and self-control, while 
discouraging the need to make an abject other a source of threat or a justification 
for self-perceived victimhood. This leads to a reduced need to embrace all-encom-
passing exclusionary ideologies and to a lowering of the entitativity and cognitive 
closure that differentiate between ingroup and outgroup.

While this study finds the disenchantment method to be effective in deradicaliza-
tion, we find no significant utility for the inoculation treatment in deradicalization or 
the associated mediating factors. This confirms the existing idea that the inoculation 
approach’s mechanism lies in people’s engagement in ‘identity-protective motivated 
reasoning’. In turn, the inoculating effects on the sub-population of ‘firm conspir-
acy believers’ are less effective, as these individuals might absorb any conspiracy 
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discourse (even if it contains obvious logical fallacies) and integrate it into their pre-
existing conspiratorial worldviews.

In conclusion, while existing literature predicts that conspiracy theory can lead 
to radicalization [64], our results advance the theory of conspiracy-radicalization 
dynamics, suggesting that, during critical events such as the Covid-19 pandemic, 
exposure to countermeasures to conspiracist information can reduce radicalism. 
The results show more complicated relationships between (counter-)conspiracy 
theory and (de)radicalization than were predicted. Namely, that the content-focused 
approach to debunking conspiracy theory (i.e., inoculation strategy) can prevent the 
intensification of radicalization without producing a significant effect of deradicali-
zation, whereas the audience-focused method (i.e., disenchantment of conspiracy 
theory) can facilitate a cognitive change and reverse radicalization. Further, it finds 
that the disenchantment strategy’s influence on an individual’s adoption of radical-
ized sentiment is mediated by competitive victimhood, realistic threat and symbolic 
threat—a finding that bridges the previously separate discussions of the psychologi-
cal factors leading to (de)radicalization and the cognitive influences of conspiracy 
theory.

This study is an attempt to demonstrate causality between countermeasures to 
conspiracy theories and deradicalization. It not only contributes to our knowledge 
of conspiracy theories, but also focuses on what can we do about the problem, i.e., 
developing possible solutions to the kind of misinformation-facilitated radicalization 
that has caused significant rifts in society and driven international relations into a 
downward spiral. However, we need to mention the following possible limitations 
regarding the measurements used in this study.

First, this study used a conventional five-point scale to measure conspiracy 
beliefs, featuring two options to disagree, two to agree, and a neutral option. The 
potential limitation of this measurement practice is that it may inflate estimates of 
specific conspiracy beliefs, especially for people who are low in political knowledge 
or cognitive reflection [20, 100]. To achieve a more accurate assessment of people’s 
conspiratorial endorsement, Clifford et al. [20] have proposed an improved question 
format, which presents respondents with an explicit choice between a conspirato-
rial and a conventional explanation for an event, and provides a no-opinion response 
option. Further work is needed to improve the validity of conspiracy belief measure-
ment when examining the ‘conspiracy theory-radicalism’ dynamics.

Second, some specific radicalization measures risk being hypothetical to audi-
ences who do not believe in radical anti-China views in the first place. Further work 
on this topic may consider broadening the choices of response option to ensure that 
non-radical participants are well represented. Third, the survey measured the key 
dependent variable only once. As such, it did not examine whether radicalization 
views have changed over time. It can only compare the individual attitudes across 
the conditions. Since radicalization is a product of complex psychological condi-
tions that undergo change, further work may consider providing clearer evidence 
of change that might further complicate the relationship between conspiracy beliefs 
and radicalization. Fourth, in terms of the media content adopted in the audience-
focused disenchantment approach, we should acknowledge the risk that using the 
videos introduced too much “noise”, which might have somehow disturbed the 
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debunking effect. Moreover, future research can investigate the effects of other con-
tributing factors to radicalization, such as uncertainty and a quest for significance, 
which were not explored in the present study.

In addition, we should emphasize that threat perception and prejudice are not the 
same; instead, threat perception is frequently, but not solely, generated or exacer-
bated by prejudice. For example, people assume an existential threat from China 
because they might have biased—or unbalanced—views that implicate China. In 
other words, people might be biased and some of them might then subscribe to 
these perceptions of threat because they tally with their pre-existing conviction that 
the Chinese are devious; others may view China as a geostrategic threat or com-
petitor. Thus, prejudice can inflate threat perception [14]. Meanwhile, prejudice also 
involves a number of other psychological factors, such as competitive victimhood 
and conspiracy beliefs in the present context. Competitive victimhood is produced 
by perceived social/political/racial injustice towards one’s group and perceptions of 
one’s group status relative to other groups. People’s pre-existing attitudes and beliefs 
(e.g., racism, prejudice, collective narcissism) predict endorsement of outgroup con-
spiracy theories [19]. The present study explored these specific operationalizing fac-
tors (threat, victimhood and conspiracy beliefs), which are intimately related to anti-
China prejudice in a context in which radicalization is enabled.

Meanwhile, it is worth noting that the current project has implications beyond 
the COVID-19 pandemic and anti-Chinese sentiment. The COVID-19 pandemic has 
intensified China’s relations with the major western countries [51, 81], amplified 
nationalist ideologies and strategies at home and abroad [38, 122], and accelerated 
the transformation of the global economic order [3, 12, 110]. Republican hawkish-
ness toward China during the Trump era has triggered deep anxieties and fear of 
a potentially complete collapse in the US–China relations (for Hawkish tendencies 
in public opinon on the COVID-19, see [68],also see [119], for a survey of Chi-
nese opinons on COVID-19). In the post-COVID era, Biden’s fixation on revers-
ing polarization at home may resort to consolidating the image of a shared enemy 
abroad, particularly when Democrats and Republicans agree on virtually nothing but 
the “China threat”. Although problematizing and confronting China may serve as 
a soothing balm for partisan and social polarization in the US after COVID-19, it 
could trap Biden administration in a downward spiral of worsening relations with 
China and risk a heightened degree of radicalization in anti-China sentiment at 
home. The domestic need for political reconciliation will unfortunately provide both 
an emotional base and a political incentive for the growth of anti-China conspiracy 
theories that are likely to be embedded into a state project of internal unity. The 
entangling of conspiracy theories with foreign hostility produce ideological rigidity 
in foreign policy view at best; at worst, it can turn conspiratorial views into actual 
international aggression.

A critical assessment of these possible consequences will help build a dialogue 
with studies on the U.S.-China competition beyond COVID-19, and provide a more 
sophisticated and nuanced account on the logic of the US’s China strategy [94, 120]. 
While this paper focuses on the American opinions on China, a comparison with 
other regions [see, for example, 89, 109] or between different social groups [44] will 
be particularly fruitful given the variations the citizens of different countries have in 



560 T. Liu et al.

1 3

perceiving the role of China in the pandemic [82]. Our findings also suggest a poten-
tially useful approach to developing counter-conspiracy tools for non-state-centric 
security governance in COVID-19 and beyond [15].

Moreover, it should be noted that there was a disparity between the data from 
the pilot test and the main experiment, which was unexpected, but which is not 
unreasonable if we consider the extraordinary socio-political context of the time in 
which the pilot test and experiment took place. The inconsistency can be explained 
by the fast-changing situation and the partisan-driven social conflict that was inten-
sifying as the presidential election approached—such that the polarizing of politi-
cal positions and ideological orientations compromised the effects of the inoculation 
strategy.

Finally, we should admit that the psychological intervention/manipulation may 
not be a lasting contribution to societal improvement. Instead, acknowledging the 
boundaries of our understanding and fostering debates about facts in good faith is 
the goal we should all embrace. Multiple actors with multiple agendas push for or 
against certain narratives, but honest scientific admission of our inability to solve 
this question at this time is almost absent. Against this backdrop, we should stand 
united in the pursuit of the truth.

Appendix

Variables

Dependent variable (Radicalism scale)
(1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree)

China‑specific

1. I would support an organization that fights Chinese for my group’s political and 
legal rights even if the organization sometimes breaks the law

2. I would support an organization that fights Chinese for my group’s political and 
legal rights even if the organization sometimes resorts to violence

3. I would retaliate against Chinese that had attacked my group, even if I couldn’t 
be sure I was retaliating against the guilty parties

4. I feel that some Chinese just deserve to be beaten if that can protect the rights of 
my group

General

5. I would participate in a public protest against oppression of my group even if I 
thought the protest might turn violent

6. I would attack police or security forces if I saw them beating members of my 
group

7. Using physical violence is the only thing that really works when it is a matter of 
creating a new society and respect my own rights and security.
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8. Breaking the law is the only thing that really works when it is a matter of creating 
a new society and respect my own rights and security.

Mediators

Measure of Symbolic Threat: (1 = strongly disagree, 2 = disagree, 3 = neutral, 
4 = agree, 5 = strongly agree)

1. “American identity is threatened because there are too many Chinese today”
2. “American norms and values are threatened because of the presence of the Chi-

nese today”
3. “The Chinese are a threat to American culture”

Measure of Realistic Threat: (1 = strongly disagree, 2 = disagree, 3 = neutral, 
4 = agree, 5 = strongly agree)

1. “Because of the presence of the Chinese, I believe that in the near future, the 
Western world will be set back to a much lower level of prosperity”

2. “To be able to compete with the Chinese, we will lose our social security.”
3. “Because of the presence of Chinese, Americans have more difficulties finding a 

job”
4. “Because of the presence of Chinese, Americans have more difficulties finding a 

house”
5. “Because of the presence of Chinese, unemployment will increase.”

Competitive Victimhood (1 = strongly disagree, 2 = disagree, 3 = neutral, 
4 = agree, 5 = strongly agree)

1. Overall, in this COVID-19 pandemic, the proportion of trauma has been more 
severe for those who think the same as we do about China than for those who do 
not think the same as we do about China.

2. On average, in this COVID-19 pandemic, those who think the same as we do 
about China have been harmed more than those who do not agree with us about 
China.

3. Overall, in this COVID-19 pandemic, victims who think the same as us about 
China have not received adequate attention to their needs compared to victims 
who do not think the same as us about China.

Conspiracy beliefs (1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 
5 = strongly agree)

1. The Chinese government and state-owned research institutions have falsified or 
covered up the real origins of COVID-19 to serve their own selfish ends;

2. China has caused economic crises in this country for its own ends;
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3. China and Chinese Americans are often involved in secret plots and schemes 
intended to destabilize this country;

4. Many of the Chinese coming into this country are here as part of a deliberate plan 
to radically change our society.

The Debriefing Note—Information About the Study

First Condition (a content‑based countermeasure)

The study in which you just participated is a social science experiment. In experi-
mental studies, researchers systematically manipulate information and vary the con-
tent between participants. This allows us to reach valid conclusions about whether a 
variable we are interested in has a causal effect on other variables.

The purpose of the present study is to figure out whether the information about 
the origins of COVID-19 subjects expose influences their views. To investigate this 
topic, we systematically selected and varied some information in this study. The 
video you just watched came from far-right conspiracy theorist Alex Jones’ website, 
Infowars. It should be noted that none of the evidence Alex showed in the video 
has been scientifically substantiated, and the news reports demonstrated in the show 
were faked.

Since the outbreak of COVID-19, Jones frequently promotes conspiracy nar-
ratives about the pandemic and vaccine that are often harmful, dangerous, outra-
geous, and lacking in evidence. Recently, some of the world’s largest social media 
platforms, such as Twitter and YouTube, have cut him off. However, considering 
the popularity of Jones’ conspiratorial discourse in the digital sphere and the wide-
spread “infodemic” around the world, we selected a short piece from Jones’ stream-
ing platform to test the effects of exposure to conspiracy theories and disinformation 
in the media. This experiment aims to explore if exposure via media to a certain 
type of conspiracy theory—one that contains obvious logical and factual errors and 
is performed by a highly controversial and notorious conspiracist—can be counter-
productive, leading to a reduction of people’s conspiratorial beliefs and an improve-
ment in their relationship with the outgroup.

This entire procedure is necessary to successfully carry out the experiment and 
thus is extremely important for our research. It will help us a great deal in reliably 
answering the question of whether the exposure to conspiracy narratives influences 
individuals. We appreciate your participation. For any questions you might have 
about this study, please do not hesitate to contact us:

[Name and email address of the corresponding author of this study]

Second Condition (an audience‑focused countermeasure)

The study in which you just participated is a social science experiment. In experi-
mental studies, researchers systematically manipulate information and vary the con-
tent between participants. This allows us to reach valid conclusions about whether a 
variable we are interested in has a causal effect on other variables.
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The purpose of the present study is to figure out whether the information about 
the origins of COVID-19 people expose influences their views. To investigate this 
topic, we systematically selected and varied some information in this study. The 
video you just watched was edited from a DW News report. In the first half of the 
video, social psychologist Roland Imhoff speaks on the nature and features of con-
spiracy theories and the mechanisms by which they work on people’s mindsets (e.g., 
What is a conspiracy theory? Why do people seek conspiracy messages during 
times of social and political uncertainty, such as pandemics? Which groups are most 
vulnerable to conspiracy narratives? What are the negative consequences of conspir-
acy beliefs, especially during public health crises?). In the second half of the video, 
a few widely spread conspiracy theories regarding COVID-19 are debunked. This 
experiment aims to understand if this approach can help people better understand 
the essence of conspiracy theories, breaking the “myth” of conspiracy mindsets and 
providing individuals a sense of “knowingness” and “controlness.”

This entire procedure is necessary to successfully carry out the experiment and 
thus is extremely important for our research. It will help us a great deal in reliably 
answering the question of whether the exposure to conspiracy narratives influences 
individuals. We appreciate your participation. For any questions you might have 
about this study, please do not hesitate to contact us:

[Name and email address of the corresponding author of this study]
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