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Abstract
Data is needed for making informed decisions regarding managing waste in the time of construction and demolition phases 
of buildings. However, data availability is very limited in most developing countries in the area of waste generation. The 
objective of this study is to employ an artificial intelligence (AI)-based approach to develop a reliable model for forecasting 
monthly construction and demolition waste (C&DW) generation in the case study of Tehran, Iran. We have trained differ-
ent prediction models using various AI algorithms, including multilayer perceptron neural network, radial basis function 
neural network, support vector machines, and adaptive neuro-fuzzy inference system (ANFIS). According to the findings, 
all employed AI algorithms demonstrated high prediction performance for C&DW forecasting models. The ANFIS model, 
with R2 = 0.96 and RMSE = 0.04209, was identified as the model that better represented the observed values of C&DW 
generation. The better efficiency of the ANFIS model could be due to its effective enhancement of neural networks to model 
subjective variables based on fuzzy logic capabilities. The developed prediction model can be employed as an efficient tool 
for policy and decision-making for C&DW management by predicting waste quantities in the future.

Keywords  Construction and demolition waste · Machine learning · ANFIS · ANN · C&DW prediction · Developing 
Countries · ML · SVM

Introduction

The problem of waste creation, particularly construction and 
demolition, is a worldwide problem that has been studied 
extensively. Construction and demolition operations have 
expanded as a result of rapid urbanization, resulting in mas-
sive amounts of waste. C&DW generation is recognized 
as one of the primary challenges in the construction sector 
because of its substantial environmental effects as well as 
the industry’s efficacy (Jain 2021). It can impact our health 
and the environment we live. The building industry utilizes 

roughly 40% of all materials produced globally (Jafari et al. 
2024). Even though most C&DW created are non-toxic, they 
are incredibly troublesome because they are created in sub-
stantial quantities (Gao et al. 2018). Nevertheless, C&DW 
can represent a severe danger to the environment, with nega-
tive consequences such as increased energy use, greenhouse 
gas (GHG) emissions, resource depletion, and land degrada-
tion (Khoshand et al. 2020; Fakhri et al. 2023).

C&DW includes a diverse set of materials that are cre-
ated in different phases of the building lifecycle, from 
construction through demolition. They can be categorized 
as inert, non-inert, non-hazardous, and hazardous waste 
(Białko 2018). Furthermore, C&DW includes materials 
that may be formed unexpectedly due to natural disasters, 
like earthquakes, hurricanes, and floods (Umar et al. 2017). 
The amount and nature of C&DW vary by region and are 
influenced by population growth, law, regional planning, and 
the country’s construction sector (Menegaki and Damigos 
2018). C&DW generation is expected to rise in response to 
the global expansion of construction activities. Given the 
scarcity of landfill space, it is evident that reducing and man-
aging C&DW is critical (Khoshand et al. 2020). Otherwise, 
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inefficient waste management may have an influence on the 
rising amount of demolition waste. This would add to the 
difficulties faced by solid waste management programs, 
which are already looking for innovative solutions to deal 
with increasing solid waste in cities which is mainly due 
to urban population growth. To address these concerns, we 
needed more accurate and valuable statistics on C&DW gen-
eration (Jain 2021).

Measuring the volume of C&DW produced is widely 
acknowledged as necessary for designing and executing 
management systems at the project or regional level (Cai 
et al. 2020). Due to large volumes of waste and limited land-
fill capacity, anticipating possible C&DW generation on a 
regional scale will assist the government in estimating cur-
rent landfill capacity and enacting legislation to cope with it 
(Parisi Kern et al. 2015). In-depth research has been done on 
time series prediction methods in order to produce accurate 
different types of waste forecasts. Classic approaches based 
on AI methods and mathematical-statistical models are the 
two types of techniques that are commonly used (Abbasi and 
El Hanandeh 2016). Traditional approaches, on the other 
hand, are unsuitable for time series prediction with more 
complexity, such as nonlinearity and irregularity, for which 
AI methods may be more favorable.

Cochran and Townsend (2010) proposed a technique 
for analyzing material flow from manufacturing through 
destruction. They calculated C&DW using historical data 
on construction material use and average lifetimes. The 
suggested approach was used to anticipate the volume of 
C&DW in a vast area of the US. Martínez Lage et al. (2010) 
proposed C&DW quantification by comparing the popula-
tion with information on new constructions, restorations, 
and demolitions in the area of Galicia, Spain. The primary 
goal of the study of Akanbi et al. (2018) was to establish a 
framework based on BIM for calculating building elements’ 
salvage value over the lifespan of a building. However, the 
models’ utility is limited since nearly all buildings slated for 
demolition and restoration lack a BIM model.

Data-driven AI approaches have been employed to map 
various impacting factors to C&DW production quantity. 
The effectiveness of these approaches is in their capability to 
model non-linear relationships among the parameters with-
out having prior knowledge about the relationship expres-
sion or shape (Hu et al. 2021). Lu et al. (2021) evaluated the 
advantages and disadvantages of several waste quantification 
models for forecasting C&DW generation in the Great Bay 
Area (GBA) in China. From 2005 to 2019, 43 sets of yearly 
socio-economic, construction-related, and C&DW produc-
tion statistics were gathered from local government bodies. 
All examined algorithms, including multiple linear regres-
sion, ANN, and decision tree, were demonstrated to achieve 
satisfactory results. Long short-term memory networks 
(LSTM) were used by Huang et al. (2020) to predict the 

quantity of C&DW created in upcoming years derived from 
regional historic data from 1980 to 2011. Cha et al. (2020) 
investigated the Random Forest (RF) algorithm to generate 
demolition waste prediction models. Categorical and contin-
uous data were included in their databases. They showed that 
in spite of their small dataset, the RF algorithm was able to 
demonstrate a consistent forecasting performance. A study 
was done by Song et al. (2017) with the goal of estimating 
the yearly quantity of C&DW in China by integrating the 
gray model and support vector regression. After estimating 
the yearly total construction area, a transition matrix was 
utilized to calculate the C&DW amounts. Future C&DW 
quantity was enumerated and examined using the suggested 
technique, including prospective components and distribu-
tion in different Chinese provinces.

By using deep learning models, Akanbi et al. (2020) tried 
to estimate the material waste quantity produced during the 
service life of the buildings. Two thousand two hundred 
eighty data on building demolition gathered from UK dem-
olition industry practitioners are employed to train a deep 
neural network model. Their findings reveal that given fun-
damental building characteristics, it is feasible to anticipate 
the amount of materials retrieved from a structure follow-
ing demolition with high accuracy. A study was done by 
Oliveira et al. (2019) with the goal of estimating the yearly 
quantity of packaging waste of households developing ANN 
and genetic algorithms. The R2 value of the proposed ANN 
model, applied to a dataset comprising 42 cities in central 
Portugal, was 0.98. They also compared their ANN and con-
ventional regression approaches, demonstrating the outper-
formance of ANN.

By integrating principal component analysis with deci-
sion trees, k-nearest neighbors (KNN), and linear regression 
methods, Cha et al. (2023) established a hybrid model for 
predicting the demolition-waste-generation rate in redevel-
opment regions in South Korea. The highest accuracy was 
obtained by employing PCA to the KNN algorithm, with 
an R2 of 0.897. To build a machine learning model that can 
precisely forecast the quantity of CW produced at different 
phases and from varying sources, Gulghane et al. (2023) 
attempted to quantify the amount of CW at various stages 
of the construction process using KNN and Decision Trees 
(DT). The two models were adequately foreseeing the CW 
generation at each stage, as evidenced by their combined 
accuracy of about 90% on average.

In the recent literature on waste management, fuzzy infer-
ence algorithms have been utilized extensively (Abbasi and 
El Hanandeh 2016; Khoshand et al. 2023). Fuzzy rules 
are generated throughout the inference’s data training pro-
cess, and fuzzy logic handles them. An efficient and nat-
ural method for helping people with the justification and 
decision-making processes is the generation of information 
from a trained database using fuzzy rules (Khoshand et al. 
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2023). Using the fuzzy logic technique, Chhay et al. (2018) 
explored the influencing socio-economic aspects of munici-
pal solid waste (MSW) creation in China, and short-term 
anticipation of MSW generation was undertaken using a 
multi-model approach. Their work suggests that the main 
socio-economic element for MSW generation is urban popu-
lation expansion, while the impact of GDP on waste crea-
tion is less clear. A recent study by Ghanbari et al. (2021) 
uses the Pearson correlation analysis to find the most crucial 
factors affecting Solid Waste Generation (SWG) in Tehran, 
Iran. They have shown that income, GDP, population, and 
month are the essential variables for the monthly prediction 
of SWG.

The major goal of the study of Abbasi and El Hanandeh 
(2016) was to create a model for precise prediction of MSW 
creation that would assist waste management organizations 
in better designing and operating successful MSW manage-
ment systems. According to the findings, the most precise 
peak predictions came from the ANFIS system. Adeleke 
et al. (2022) used South Africa as a case study to evaluate 
how the parameters of three clustering techniques, fuzzy 
c-means (FCM), grid partitioning (GP), and subtractive clus-
tering (SC), affect the efficiency of the ANFIS model to fore-
cast waste generation. According to their findings, the best 
model is an ANFIS model clustered with GP, which uses a 
triangular input and linear type output membership function.

Although there are some studies trying to predict dif-
ferent waste types (such as MSW and electronic waste) 
by application of AI (Abdallah et al. 2020), the number of 
studies on the prediction of C&DW generation is limited. 
Previous works (Abbasi and El Hanandeh 2016; Adeleke 
et al. 2022) have demonstrated that ANFIS has an outstand-
ing performance in forecasting MSW generation. No study 
was found in the literature to use the ANFIS algorithm to 
predict C&DW generation. Due to the different nature of 
C&DW, the primary aim of this research is to evaluate the 
performance of the ANFIS algorithm in predicting monthly 
C&DW generation in the region of Tehran, Iran. Because of 
lacking reliable waste data in most developing countries like 
Iran, the outcome of this study will help plan a more efficient 
waste management program. Moreover, the findings will be 
compared with the results of ANN and SVM algorithms to 
better evaluate the ANFIS algorithm's efficiency in predict-
ing C&DW generation.

Methodology

A brief explanation of the data and procedures of this 
research is provided in the subsections that follow. First, a 
brief explanation of the area of study is presented. Second, 
the process of collecting the data and selecting different 
variables is explained. Next, brief information about ANN, 

SVM, and ANFIS algorithms is provided. Finally, the accu-
racy metrics used in this study are presented.

Study area

The study area is Tehran, Iran, with a population of around 
8.7 million people living in the city. Also, Tehran has a large 
metropolitan population of 15 million people. The city is 
situated on the central Alborz mountain range’s slopes and 
has a total area of 700 km2. The city’s altitude fluctuates, 
with 1800 m in the north, 1200 m in the middle, and 1050 m 
in the south (Ghanbari et al. nd). Tehran is considered a 
megacity with 22 central districts. The study map with its 
districts is shown in Fig. 1.

Since 2004, Iran has had a general waste management 
law in place, which covers C&DW management as well. It 
should be noted this general rule is inapplicable to C&DW 
management. Insufficient funding dedicated to C&DW 
management, absence of an efficient C&DW management 
plan, lack of rules in C&DW management field, shortage 
of skillful employees in executing a C&DW management 
plan, and restricted public engagement are all issues that 
plague C&DW management in Tehran (Khoshand et al. 
2020). Furthermore, there is a scarcity of official C&DW 
statistics data. According to research done by Asgari et al. 
(2017), the created C&DW in the city of Tehran is mostly 
made up of mixed sand and cement (30%), concrete (19%), 
broken bricks (18%), and soil (11%). Only around a quarter 
of the C&DW produced gets recycled, with the majority of 
the rest is dumped in a Tehran’s south landfill, Aradkooh 
landfill, that is situated in Tehran’s 18th district.

Data collection, pre‑processing, and variable 
selection

The quantity of C&DW produced is influenced by a variety 
of factors. When constructing a reliable prediction model in 
real-world scenarios, selecting the most appropriate input 
variables becomes a crucial challenge. The factors that 
impact C&DW can generally be categorized into two types: 
construction-related factors (e.g., total construction output, 
floor space of newly started buildings, and floor space com-
pleted) (Lu et al. 2021) and socio-economic factors (e.g., 
population and gross domestic product) (Zhao et al. 2011). 
Although it is challenging to determine an exact estimate 
of C&DW generation, considering these factors, sufficient 
data availability, and proper analytics can lead to a reason-
able forecast. The factors affecting C&DW creation were 
carefully chosen based on relevant literature and data avail-
ability, as detailed in Table 1.

The amount of monthly C&DW was collected from the 
Tehran Waste Management Organization from March 2017 
to January 2022. Due to the lack of access to monthly data 
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on GDP per capita and population for Tehran city, annual 
data on these two variables are used for model development, 
while all remaining features are on a monthly basis.

The next section presents the Pearson correlation coef-
ficient computed between each input and the output of the 
model. The correlation analysis may be used to filter com-
ponents before they are modeled further (Ghanbari et al. nd). 
The correlations might be regarded as inconsequential when 
the Pearson correlation coefficient’s absolute value is below 
0.3 (Lu et al. 2021).

Each input sample has a matching output label in super-
vised learning, and algorithms are trained on labeled data 
(Boroujeni et al. 2024). Overfitting is an issue that might 
affect supervised learning algorithms in general (Abbasi 
et al. 2019). This indicates that these algorithms have the 
potential to produce models that are excessively tailored 
to the noise and complexities present in the training data, 
leading to poor performance when applied to new and 

unseen data. In order to prevent overfitting, 80% of data 
(47 months) were chosen at random to serve as training 
models, and the rest of the data (11 months) were used for 
testing developed models.

It is worth noting that using raw data might lead 
machine learning models to lose accuracy. As a result, all 
input data of this research were pre-processed. Pre-pro-
cessing data improves accuracy while decreasing comput-
ing performance. Data pre-processing aims to decrease the 
input dataset size, establish smoother relationships, and 
eliminate noisy data (Khoshand 2021). Several strategies 
for data pre-processing have been established in the litera-
ture, including z-score normalization, scaling normaliza-
tion, and min–max normalization (Khoshand 2021). The 
min–max normalization approach was used in the current 
investigation. All the datasets underwent normalization 
to scale them within the range of zero to one using the 
following formula:

Fig. 1   Location of the study area

Table 1   The utilized parameters Parameter Abbreviation Unit Source

Population POP – Management and Planning 
Organization of Tehran

Gross domestic product per capita GDP per capita USD World Bank
Month – – –
Floor space of newly begun buildings FB m2 Tehran Municipality Organization
Floor space of completed buildings FC m2 Tehran Municipality Organization
Number of new construction permits NCP – Tehran Municipality Organization
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where X is the variable and Xmax and Xmin are the variable’s 
maximum and lowest values, respectively.

Artificial neural network (ANN)

The concept of employing ANN in computer model develop-
ment originates from drawing parallels with the functioning 
and design of the brain and central nervous system. An ANN 
resembles a parallel computer since it comprises a multi-
tude of interconnected processing elements (Sunayana et al. 
2021). The input and output of a neural network are used to 
train it. An ANN's primary layer comprises input neurons 
that provide data to the hidden layer, which then sends the 
processed data to the third layer’s output neurons. The neu-
rons' number in the hidden layer is determined through a 
process of trial and error.

This study utilizes two well-known types of ANNs, 
namely the multilayer perceptron (MLP) and the radial basis 
function (RBF). The MLP is the most often utilized artificial 
neural network, particularly in environmental investigations 
(Šajn et al. 2022). This approach may be used to solve prob-
lems involving feature matching and pattern recognition. 
This research employs a single hidden layer feed-forward 
neural network. The multilayer perceptron neural network 
(MLPNN) design has been used several times and has been 
shown to be effective(Lu et al. 2021). This ANN model can 
solve issues of any complexity if the single hidden layer has 
sufficient neurons. Within MLPNN, the activation function 
was the sigmoid transfer function (Kannangara et al. 2018). 
The Levenberg–Marquardt backpropagation technique was 
used to train the neural network (Lu et al. 2021).

The radial basis function neural network (RBFNN) is a 
forward-type network known for its ability to approximate 
any nonlinearity. It comes with notable benefits, including a 
straightforward structure, quick training rate, strong ability 
to locally approximate, and high accuracy in its approxima-
tions (Xiaonan et al. 2020). Broomhead and Lowe (1988) 
introduced the RBF network, which employed the RBF as 
an activation function in neural network construction. The 
concept of approximating arbitrary continuous functions 
served as the inspiration for developing the RBF network, 
which is a specialized and adaptive type of neural network. 
In this study, the σ value, representing the spread of func-
tion, was set to 100. Through a process of trial and error, the 
ideal number of neurons in the hidden layer was established. 
The maximum training cycle was limited to l = 200, and the 
learning rate for the weight, center, and width parameters 
was set to ƞ1 = ƞ2 = ƞ3 = 0.001. Additionally, the minimum 
error accuracy was defined as 0. The ANN model utilized in 
this investigation is schematically shown in Fig. 2.

(1)Xnorm =
X − Xmin

Xmax − Xmin

Support vector machine (SVM)

SVM is a versatile binary classification method that searches 
for identifying the optimal hyperplane in a multi-dimen-
sional space. The goal is to optimize the spacing between the 
nearest data sample and the hyperplane (Guo et al. 2021). 
Support vectors are a small subset of training observations 
employed to determine the best position for decision sur-
faces (Ayeleru et al. 2021). SVM was designed initially to 
address classification issues, but it was discovered to beat 
numerous traditional regression techniques; therefore, it 
was adapted to solve regression problems. Overfitting is less 
likely to occur with support vector regression techniques. 
They are capable of reducing both error estimates and model 
dimensions at the same time (Abdallah et al. 2020).

The foundation of training these algorithms involves 
locating a hyperplane in the feature space for data modeling. 
Specimens within the epsilon distance from this plane are 
considered to exhibit similar behavior, while their distance 
from this plane influences the behavior of other specimens 
(ξ) (Golbaz et al. 2019). The location of this plane is deter-
mined by points known as support vectors. Different kernels 
(equations), including linear, polynomial, radial basis, and 
sigmoid, are used in this research to describe this plane.

Adaptive neuro‑fuzzy inference system (ANFIS)

A feed-forward network is employed by the data-oriented 
model ANFIS to explore a fuzzy membership function that 
relates inputs and outputs (Younes et al. 2015). The power 
of fuzzy logic and artificial neural networks are combined in 
ANFIS. Membership functions, model inputs, and fuzzy rule 
generation are all used to determine the fuzzy logic struc-
ture. In this work, the most basic and common Takagi–Sug-
eno technique of fuzzy inference structure system, which 
possesses training data validation capacity, was applied 
(Abbasi and El Hanandeh 2016). Figure 3 depicts a two-
rule ANFIS system having a single output and two inputs. 
The desired input/output connection is acquired by changing 
the membership function’s shape through the training stage. 
This process was repeated 100 epochs until sufficient conver-
gence was attained. The fuzzy rules are presented as if–then 
rules, with input and output membership functions defined.

For the proposed system in Fig. 3, rules are as follows:

Ai and Bi are fuzzy sets, fi is the output inside the fuzzy 
area defined by the fuzzy rule, and ki, li, and ri are design 
parameters obtained during the training phase. The degree of 

(2)IfxisA1andyisB1, thenf1 = k1x + l1y + r1

(3)If xisA2and yisB2, thenf2 = k2x + l2y + r2
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any rule activation in the second layer is calculated by each 
node. This layer then multiplies the membership functions:

(4)wi = �Ai
(x) ∗ �Bi

(y)i = 1,2

where �A(x) represents membership degree of x in A sets and 
also �B(y) represents the membership degree of y in B sets.

The average nodes are found in the third layer. The nor-
malized firing strength of each rule is output by the nodes 
of this layer.

Fig. 2   The structure of ANN 
model

Fig. 3   An ANFIS architecture Takagi–Sugeno system
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The nodes of the fourth layer calculate the output of the 
model as it relates to the ith rule.

where wi is the outcome of the third layer and k, l, and r are 
changeable consequent parameters.

The output node, which conducts the summing of all 
input signals and calculates the final output, makes up the 
final layer.

ANFIS organizes data into related fuzzy clusters, assigns 
membership functions, and builds the structure of the fuzzy 
inference system from the data using clustering methods 
(Adeleke et al. 2022). Grid partitioning, fuzzy C-means, 
and subtractive clustering are some of the most frequent 
clustering algorithms used in ANFIS. The one-pass subtrac-
tive clustering technique is utilized to classify data in this 
study. It is a rapid approach that uses the cluster radius to 
determine the number of clusters and their centers in a data 
set. Using trial and error, the radius of each data cluster 
was optimized between 0.1 and 0.95 (Abbasi and El Hanan-
deh 2016). Membership functions come in various shapes, 
including the Gaussian, the generalized bell, the Z-shape, 
the sigmoid, the trapezoidal, and the triangle functions. One-
pass subtractive clustering uses the Gaussian function to 
calculate the membership function’s degree related to input 
variables. Linear and constant output membership function 
types were tested.

Evaluation of model performance

To evaluate the effectiveness of prediction models, a variety 
of accuracy metrics can be utilized (Oliveira et al. 2019). 
These accuracy measurements represent the disparity 
between the model’s generated values and the actual val-
ues. The performance of the proposed models was evaluated 

(5)wi =
wi

w1 + w2

i = 1,2

(6)wif = wi

(

kix + liy + ri
)

i = 1,2

(7)Final output =

∑

wifi
∑

wi

using the root-mean-square error (RMSE) and coefficient of 
determination (R2). The R2 is a statistic that expresses the 
proportion of the model’s initial uncertainty. R2 = 1 indi-
cates that the anticipated and observed values are perfectly 
aligned, which is extremely rare to occur. The most precise 
model is the one with the lowest RMSE, which measures 
the discrepancy between anticipated and actual values. For 
the test data, the stated statistical criteria are determined as 
follows:

where Xt is the known output and X0 denotes the anticipated 
output, n denotes the output's number, and xt  denotes the 
average of the known output. All calculations were carried 
out using Windows 7 operating system and MATLAB soft-
ware (Version R2020a).

Result and discussion

Selecting the optimal input variables is a critical task when 
creating a dependable prediction model in real-world sce-
narios. With a small input variable number, the properties 
of C&DW generation cannot be reliably identified. Over-
fitting issues might also result from having many input vari-
ables. Prior to designing the predictive model, the Pearson 
correlation analysis was carried out to identify the influence 
of each input variable on C&DW generation. As shown in 
Table 2, all of these values are more than 0.4 in our investi-
gation, indicating that these parameters are capable of being 
used for modeling. Month, POP, GDP per capita, FC, NCP, 
and FB are the strongest correlations in order.

To assess performance of ANFIS algorithm in prediction 
of C&DW, this study simulated monthly C&DW generation 
using four AI models: ANFIS, RBFNN, MLPNN, and SVM. 
We needed to find the optimum model structure for each 

(8)RMSE =

√

√

√

√

n
∑

i=1

(Xt − X0)
2

n

(9)Coefficient of determination
�

R2
�

= 1 −

∑

(Xt − X0)
2

∑

(Xt − xt)
2

Table 2   Variable correlations 
using the Pearson correlation 
coefficient

FC NCP FB Month GDP/ Capita POP C&W waste

FC 1
NCP 0.319439 1
FB 0.509584 0.5 1
month 0.422629 -0.6265 -0.50096 1
GDP/ Capita 0.136924 0.26494 0.185574 -0.35829 1
POP -0.17628 -0.36791 -0.15662 0.268967 -0.657135648 1
C&W waste 0.493968 0.463693 0.443704 -0.63769 0.58320019 -0.63453 1
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method before beginning the modeling process by choosing 
model parameters. As previously stated, these parameters 
vary depending on the model hypothesis.

An ANN is made up of the connections between groups of 
neurons. Neurons in the hidden layer process the information 
acquired by the input layer using non-linear transfer func-
tions. The network complexity is influenced by the number 
of hidden neurons. It is worth noting that the network perfor-
mance cannot be anticipated with certainty when the num-
ber of learning nodes is increased or decreased. Each node 
learns fewer samples when there are more learning nodes. 
The efficiency of training sample anticipation improves in 
this situation. However, the method’s predictive performance 
on test data significantly decreases when the test data has a 
wide range of variation. Reducing the number of nodes, on 
the other hand, results in each node being optimized by lots 
of samples, which might lead to over-fitting.

Consequently, trial and error is the most effective way to 
establish the nodes’ proper numbers in the hidden layer. It 
should be noted that 10% of the training dataset was used for 

validating the neural networks during the training phase. As 
illustrated in Figs. 4 and 5, the ideal neurons’ number in the 
hidden layer is 7 for MLPNN and 8 for RBFNN. In general, 
the models’ performance improved as the number of neurons 
grew to 7 for MLPNN and 8 for RBFNN, but then dropped 
owing to an over-fitting problem.

The data was imported into the MATLAB machine-
learning regression learner, which contains built-in SVM 
algorithms for SVM forecasts. Six different SVM algorithms 
were tested (linear, quadratic, cubic, fine Gaussian, medium 
Gaussian, and coarse Gaussian). The results of each SVM 
algorithm are shown in Table 3. The quadratic SVM model 
and medium Gaussian SVM model provided the highest 
forecasting efficiency based on the findings. Due to the 
slightly better results of RMSE, the medium Gaussian model 
was considered the best SVM model.

In ANFIS, the data classification was done using a one-
pass subtractive clustering approach, with the radius chosen 
by trial and error. The cluster radius is a measurement of a 
cluster’s effect range, and as a result, the number of rules 

Fig. 4   Determining ideal neuron 
number in MLPNN method
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Fig. 5   Determining ideal neuron 
number in RBFNN method
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will change. Generally, the discrepancy between the fore-
casted and actual values diminishes as the number of rules 
increases, allowing for more complicated relationships to 
be simulated with a larger number of rules. In this research, 
the ANFIS model with various cluster radiuses was built to 
calculate the number of clusters based on the model’s find-
ings. The optimum fuzzy structure for forecasting C&DW 
generation in a neural-fuzzy network was at radius 0.25, with 
R2 and RMSE values of 0.96491 and 0.042099 correspond-
ingly for test data. The model’s performance with various r 
values is shown in Fig. 6. As the cluster radius was extended 
from 0.1 to 0.9, an uneven trend in the ANFIS model’s per-
formance was detected.

The hybrid training technique was utilized, and the num-
ber of epochs was kept constant at 100 when determining 
the best cluster radius. Variations in the accept and reject 
ratio values were demonstrated not to affect the model’s effi-
ciency. Furthermore, the model’s performance was exam-
ined for up to 1000 epochs using the optimal cluster radius, 
and the improvement in results for training and testing data 
was negligible. Figure 7 provides scatter plots of observed 
versus anticipated C&DW quantities for the test data using 
the best model developed. The error histogram for test data 
is shown in Fig. 8. It can be seen that the errors are normally 

distributed, which shows that the model is well-fit. Addition-
ally, positive and negative values show that the projected 
values are higher or lower than the actual values, indicating 
the model’s accuracy.

As shown in Table 4, all models functioned satisfactorily 
throughout the training and testing stages, with R2 values 
greater than 0.8. However, it was found that the ANFIS 
model performed tangibly better when comparing the mod-
els. The ANFIS model’s RMSE value for the training and 
testing datasets, respectively, was 0.00484 and 0.04209, 
which was significantly better than the other methods. This 
result demonstrates that the ANFIS forecasted C&DW gen-
eration rate matches the real data procedure; also this model 
anticipated the C&DW generation rate more accurately and 
carefully. It also should be highlighted that using the ANFIS 
network provides benefits over using the ANN. ANFIS will 
no longer be a black-box system, and it will have additional 

Table 3   Evaluation criteria for SVM models

SVM type RMSE R
2

Linear SVM 0.10455 0.80
Quadratic SVM 0.10191 0.81
Cubic SVM 0.16011 0.53
Fine Gaussian SVM 0.17748 0.42
Medium Gaussian SVM 0.10126 0.81
Coarse Gaussian SVM 0.12448 0.72

Fig. 6   Performance of ANFIS 
model with different r values
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benefits when it comes to the interpretation of fuzzy sys-
tems, with the end result being stated in the form of linguis-
tic rules.

ANFIS is an adaptive network with nonlinear capabilities 
and quick learning ability (Abbasi and El Hanandeh 2016). 
ANFIS’ capacity to anticipate MSW production has been 
established in past research (Younes et al. 2015; Adeleke 
et al. 2022). This study’s outcomes corroborate these find-
ings and demonstrate the efficacy of the ANFIS algorithm 

for estimating monthly C&DW generation. Table 5 provides 
a comparison between the ANFIS models’ performance 
results in the current study and those of other research stud-
ies that established models for waste prediction. It is inferred 
that the ANFIS algorithm is also a proper method for pre-
dicting C&DW generation as well as other types of waste. 
Moreover, our proposed ANFIS model is capable of improv-
ing the accuracy of C&DW prediction in terms of RMSE 
and R2 compared with the literature.

This study’s results have a variety of practical conse-
quences for researchers, legislators, and environmental pro-
tection organizations. First and foremost, the data may be 
utilized to evaluate urban metabolism to establish a circular 
economy. Second, it might be utilized to inform a variety 
of evidence-based policy decisions. It might be employed, 
for instance, to design a region's waste management capac-
ity, such as landfill space. When implementing this activity, 
planners frequently encounter a data shortage. Governments 
can also create appropriate measures for recycling incen-
tives and penalties for polluters. Interregional cooperation 
can also benefit from the data. The globalization of construc-
tion resources, for instance, has expanded the boundaries of 
an urban metabolism system to multiple locations. Policy-
makers are looking for expanded producer accountability or 
cross-jurisdictional waste material sharing in this situation 
(Lu et al. 2021). The credible prediction of C&DW gen-
eration from this study will provide crucial information for 
policy-making activities.

Conclusion

Iran’s rising population in recent decades has necessitated 
the expansion of the country’s present housing and infra-
structural stock. Consequently, there has been a build-up 
of C&DW that has the potential to promote environmen-
tally appropriate waste management methods. Iran’s rulers 
have issued waste management and disposal legislation 
and policies. They are, nonetheless, insufficient to resolve 
the current problem fundamentally. Effective C&DW 

Fig. 8   Error histogram of the ANFIS model

Table 4   Training and testing results of the models

Models Phase R
2 RMSE

MLPNN Training 0.93 0.05443
Testing 0.94 0.08888

RBFNN Training 0.87 0.08717
Testing 0.92 0.11974

SVM Training 0.95 0.5315
Testing 0.81 0.10126

ANFIS Training 0.99 0.00484
Testing 0.96 0.04209

Table 5   Accuracy comparison of the current study with the literature

Reference Location Best reported ML 
method

Waste type RMSE R2

Younes et al. (2015) Malaysia ANFIS Solid waste 3.988 0.98
Abbasi and El Hanandeh (2016) Logan, Australia ANFIS MSW 0.002 0.99
Golbaz et al. (2019) Karaj, Iran ANFIS Hospital solid waste N.A 0.66
Adeleke et al. (2022) South Africa ANFIS MSW 1.237 0.939
Cha et al. (2023) South Korea KNN C&DW N.A 0.897
Gulghane et al. (2023) Nagpur, India KNN, DT C&DW 0.17 to 0.9 N.A
Current study Tehran, Iran ANFIS C&DW 0.0421 0.96
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management requires knowing the quantity of present 
C&DW at the regional level and precisely forecasting the 
amount of it in the future.

This article offers the development of four AI models, 
including MLPNN, RNFNN, SVM, and ANFIS, for esti-
mating the quantity of C&DW in the Tehran megacity. By 
March 2017 to January 2022, monthly amount of C&DW 
was collected from the Tehran Waste Management Organi-
zation. To simulate a reasonably decent model, suitable 
input variables must be chosen. Moreover, given the lim-
ited data records in most developing countries, selecting 
the most representative input variables becomes crucial 
to enhance the modeling process’s efficiency in such con-
texts. Using the Pearson correlation analysis, it was shown 
that all inputs have the potential to be utilized in modeling. 
The Tehran Municipality Organization provided the input 
data, including month, POP, GDP per capita, FC, NCP, 
and FB. Data pre-processing was done using the min–max 
normalization technique to enhance the models’ stability 
and accuracy.

Based on the findings, it can be stated that all of the 
aforementioned models’ errors are satisfactory; thus, these 
models can be employed to predict monthly C&DW genera-
tion estimations. However, the ANFIS model has the highest 
R2 value and lowest error for both the training and testing 
stages, with R2 = 0.99 and RMSE = 0.00484 in the train-
ing stage and R2 = 0.96 and RMSE = 0.04209 in the testing 
phase.

In future research on C&DW quantity prediction in 
developing countries, this study recommends using hybrid 
models, such as the ANFIS model with Genetic Algorithm, 
to see if the models’ accuracy improves. Also, in order to 
develop a better C&DW estimation model, future studies 
should expand the range of the data and conduct comparison 
analysis utilizing other machine learning methods.
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