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Abstract
To assess the status of hotspots and research trends on geographic information system (GIS)–based landslide susceptibil-
ity (LS), we analysed 1142 articles from the Thomas Reuters Web of Science Core Collection database published during 
2001–2020 by combining bibliometric and content analysis. The paper number, authors, institutions, corporations, publication 
sources, citations, and keywords are noted as sub/categories for the bibliometric analysis. Thematic LS data, including the 
study site, landslide inventory, conditioning factors, mapping unit, susceptibility models, and mode fit/prediction performance 
evaluation, are presented in the content analysis. Then, we reveal the advantages and limitations of the common approaches 
used in thematic LS data and summarise the development trends. The results indicate that the distribution of articles shows 
clear clusters of authors, institutions, and countries with high academic activity. The application of remote sensing technol-
ogy for interpreting landslides provides a more convenient and efficient landslide inventory. In the landslide inventory, most 
of the sample strategies representing the landslides are point and polygon, and the most frequently used sample subdividing 
strategy is random sampling. The scale effects, lack of geographic consistency, and no standard are key problems in landslide 
conditioning factors. Feature selection is used to choose the factors that can improve the model’s accuracy. With advances in 
computing technology and artificial intelligence, LS models are changing from simple qualitative and statistical models to 
complex machine learning and hybrid models. Finally, five future research opportunities are revealed. This study will help 
investigators clarify the status of LS research and provide guidance for future research.

Keywords  Bibliometric analysis · Content analysis · Landslide susceptibility · GIS · Research trends · Machine learning

Introduction

Landslides are the most common natural hazards and cause 
damage to infrastructure and natural ecosystems; they result 
in serious casualties and tremendous property losses and 

affect the sustainable development of the human living envi-
ronment in mountainous regions (Lee et al. 2007; Hungr 
et al. 2014; Sassa, 2019; Ling et al. 2021). Therefore, the 
effective prediction and susceptibility mapping of landslides 
are regarded as urgent tasks to reduce the related detrimental 
impacts, which is of great significance for promoting the sus-
tainable development of society and the environment (Zhao 
et al. 2019). Landslide susceptibility (LS) assessments have 
been performed since the 1970s to solve practical problems 
at the small-catchment, regional, national, and global scales 
(Neuland 1976; Lin et al. 2017; Tang et al. 2020). Essen-
tially, LS is defined as the likelihood of landslide occurrence 
in a given study area on the basis of the local environmental 
conditions by predicting where landslides are likely to occur 
(Brabb 1984). All LS approaches and methods are gener-
ally based on the following assumptions: (1) The deforma-
tion and failure signs of landslides can be identified through 
field investigation or remote sensing images; (2) conditions 
that affect landslide occurrence are directly or indirectly 
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linked, and thus, they can be used to build predictive mod-
els (Reichenbach et al. 2018); and (3) future slope failures 
will be more likely to occur under the conditions that led to 
previous instabilities (Kanungo 2015).

In recent years, geographic information system (GIS) 
technology has been extensively used to produce LS map-
ping because of the strong capability of GIS for spatial 
data collection, storage, processing, and visualisation (Bui 
et al. 2012; Ling et al. 2022). Generally, LS calculations 
based on GIS environment are performed in four com-
plex steps, including (i) landslide inventory preparation, 
(ii) conditioning factor selection, (iii) model construc-
tion, and (iv) model validation and evaluation (Pradhan 
2011; Huang et al. 2022a). LS approaches can be broadly 
categorised into empirically based, process-based, statis-
tically based, and machine learning methods. The empiri-
cally based method (e.g. heuristic approach (HA), fuzzy 
logic (FL), and multicriteria decision analysis (MCDA)) 
is an indirect and qualitative approach that relies on 
expert opinions and judgements to rank and weight the 
instability factors. The process-based method (e.g. stabil-
ity index mapping (SINMAP)) is based on a physically 
based modelling scheme to construct the physical process 
for landslide occurrence, which can compute the safety 
factor using a range of geotechnical, topographic, and 
hydrological parameters (Kim et al. 2014). The statisti-
cal models (e.g. information value (IV), statistical index 
(SI), certainty factor (CF), logistic regression (LR), and 
frequency ratio (FR)) rely on statistical analysis theory 
to reveal the spatial relationship between variables and 
landslides. Finally, machine learning attempts to build LS 
models by learning from complex data without banking 
on rules-based functions (Merghadi et al. 2020). Gen-
erally, machine learning algorithms can be divided into 
supervised learning (e.g. artificial neural network (ANN), 
decision tree (DT), random forest (RF), support vector 
machine (SVM), and naive Bayesian (NB)) and unsuper-
vised learning models. Supervised learning can handle 
classification problems that rely on learning from labelled 
training data, whereas unsupervised learning attempts to 
predict landslides in unlabelled data (Chang et al. 2020).

In the past two decades, numerous investigators have 
developed models and techniques to construct maps of 
LS worldwide and have formed an abundant literature 
base. The literature, which is composed of several hun-
dred papers, has provided a valuable overview of LS for 
scholars. In these studies, only a few investigators have 
attempted to conduct scientific reviews. In general, these 
reviews can be classified into the following four catego-
ries: (1) a summary of the methods of generating land-
slide inventory maps (Guzzetti et al. 2012; Jaboyedoff 
et al. 2012; Scaioni et al. 2014) and discussion of param-
eters derived from and/or used with digital elevation 

models for LS (Saleem et al. 2019; Kakavas & Nikola-
kopoulos 2021); (2) systematic and critical reviews of 
LS assessment systems that discuss landslide inventory 
mapping, mapping units, conditioning factors, and the 
different models used while also exploring the intrinsic 
and/or specific advantages and disadvantages of these 
approaches (Guzzetti et al. 1999; Wang et al. 2005; Lee 
& Pradhan 2007; van Westen et al. 2008; Pardeshi et al. 
2013; Kanungo 2015; Saleem et al. 2019; Shano et al. 
2020); (3) an overview of the availability of machine and 
deep learning techniques for landslide detection and/or 
LS assessment (Huang & Zhao 2018; Ma et al. 2021; 
Mohan et al. 2021); and (4) a discussion of the methods 
for LS model fitting and for the evaluation of the models’ 
prediction performances (Brenning 2005; Begueria 2006; 
Chacon et al. 2006).

Although the above reviews provide valuable insights 
for the LS field, most of them may tend to be qualitative 
and subjective analyses. With a growing body of literature, 
the knowledge structure of the domain is not completely 
provided in these reviews. For example, it is difficult to 
answer the following questions using traditional review 
techniques: (i) What is the trend in terms of the number 
of publications in this domain? (ii) How are the most-pro-
ductive and influential stakeholders (authors, institutions, 
countries, and journals) interconnected in this field? (iii) 
What are the evolutionary patterns of research hotspots? 
and (iv) How can the dynamic development of research 
frontiers be tracked? However, this information is very 
useful for investigators to understand the structure of this 
domain. Bibliometric analysis, as a modern technique in 
computer engineering, database management, and statis-
tics, has become a prominent method for analysing pub-
lished literature (Qin et al. 2022). It utilises a scientific 
and structured method to quantitatively analyse the distri-
bution structure and internal relationship among numerous 
publications to determine the research hotspots and assess 
the development trends in a certain field (Chen 2017; Zhou 
& Song 2021). It has been applied to identify current sta-
tuses and development trends and assess advanced topics 
in the landslide (Wu et al. 2015; Yang et al. 2019), marine 
geohazard (Camargo et al. 2019), natural hazard (Fan et al. 
2020), and deep learning (Li et al. 2020) domains. The rel-
evant conclusions are significant for researchers to deter-
mine the key areas, explore future research directions, and 
pursue cooperation with other institutions or countries in a 
particular research domain. Previous literature reviews in 
the LS field, such as Pourghasemi et al. (2018), Reichen-
bach et al. (2018), and Lee (2019), reviewed the status of 
LS according to the authors, journals, study areas, land-
slide inventories, conditioning factors, models, model 
evaluations, and number of publications based on articles 
published from 2005–2016, 1983–2016, and 1999–2018, 
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respectively. These reviews spend considerable time man-
ually collecting information about LS, which may cause 
the loss of certain key information. Furthermore, these 
three reviews do not analyse the advantages and disad-
vantages of certain methods used in LS (e.g. modelling 
methods and model fit/prediction performance evalu-
ation methods). In addition, Budimir et al. (2015) and 
Merghadi et al. (2020) reviewed the application of LR 
and machine learning in LS based on articles published 
from 2001–2013 to 2000–2019, respectively. Both studies 
mostly focused on a particular model or method. Signifi-
cantly, these five reviews covered an inadequate number 
of articles and lacked recent research findings. Moreover, 
cooperation network, co-citation network, and keyword 
co-occurrence analyses have not previously been adopted 
to investigate GIS-based LS research, which results in 
an incomplete understanding of this domain. Therefore, 
further systematic literature reviews that explore research 
expert contributions, evolution, themes, and future schol-
arly opportunities in the LS field are needed.

To enrich the study of GIS-based LS, a systematic and 
objective bibliometric analysis is conducted on a sample of 
1142 publications obtained from the Thomas Reuters Web 
of Science Core Collection (WoSCC) database from 2001 
to 2020. In addition, we also perform a content analysis on 
the key information (e.g. study area, landslide inventory, 
conditioning factors, mapping units, susceptibility models, 
and validation methods) from these 1142 publications to 
further enhance the objectiveness and comprehensiveness 
of the bibliometric analysis, thus identifying the research 
frontiers and trends in the GIS-based LS field. The contri-
butions of this paper include combining bibliometric and 
content analyses to (i) present publication trends in GIS-
based LS from 2001 to 2020; (ii) identify the influential 
authors, institutions, countries and journals; (iii) analyse the 
collaboration relationship of authors, institutions, and coun-
tries; (iv) reveal the main research hot themes and dynamic 
developments; (v) discuss the advantages and limitations 
for key information of LS research; and (vi) address the 
challenges ahead and research directions. Accordingly, it 
will help professional and nonprofessional investigators elu-
cidate the status and development trends, the core author 
groups, and the study hotspots of LS research in the last two 
decades, providing guidance for future research.

Materials and methodology

Data sources and filtering strategies

Peer-reviewed publications between 2001 and 2020 were 
retrieved online through the WoSCC database until Janu-
ary 29, 2021. The search and analysis statistical flow charts 

are presented in Fig. 1. The search keywords were entered 
into the database as follows: Topic: (landslide susceptibility) 
AND Topic: (GIS) AND Language: (English) AND Docu-
ment types: (article, review). Through this step, a “large data-
base” of 1837 publications was acquired. Then, we refined 
the search results through the following three filtering steps. 
First, according to the final type of publication, we excluded 
publications with early online access (41 publications). 
Second, we checked the titles, abstracts, and keywords and 
excluded articles from the flood (47 publications), land sub-
sidence (17 publications), snow avalanche (5 publications), 
gully or soil erosion (47 publications), and groundwater (35 
publications) susceptibility domains, which identified 1645 
valid records. Finally, the data were downloaded directly 
from the literature database, and we carefully read every 
publication and excluded those about landslide vulnerability 
and risk assessment. A total of 1142 publications in which 
GIS-based LS generally included the abovementioned four 
main steps were selected (Appendix Table S1).

Analysis methods

A bibliometric analysis was conducted using HistCite (Gar-
field et al. 2003) and VOSviewer (version 1.6.15, van Eck 

Fig. 1   Flowchart of systematic bibliometric and content analyses in 
the GIS-based LS field
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& Waltman 2010) software. HistCite software can analyse 
the trends in the field of GIS-based LS and calculate the 
total local citation score (TLCS). The TLCS is the number 
of times that the papers by an author in the GIS-based LS 
database were cited by other papers in the database (Zhang 
& Chen 2020). The collaboration of authors, institutions, 
and countries and keyword co-occurrences were analysed 
using a social network in VOSviewer (Tao et al. 2020). A 
unified approach to mapping and clustering techniques is 
used to study the structure of a network. VOS (visualisa-
tion of similarities) is a distance-based map, and the idea 
of the mapping technique is to minimise a weighted sum of 
the squared Euclidean distances between all pairs of items 
(van Eck & Waltman, 2010). VOSviewer uses the associa-
tion strength algorithm to measure the similarity between 
nodes and determine the thickness of the connection between 
nodes. In social network maps, the node size indicates the 
number of items (e.g. counties, institutions, authors, and key-
words), and the links that connect the nodes denote coopera-
tive relationships (Xiao et al. 2022). The thicker the line is, 
the greater the relationship between the nodes is (Yang et al. 
2020). The clustering technique proposed in VOSviewer is 
a kind of weighted variant of modularity-based clustering, 
which contains a resolution parameter γ (Waltman et al. 
2010). This clustering operates based on the same princi-
ples as node positioning (Leydesdorff & Rafols 2012). The 
parameter γ can be changed interactively to overcome the 
problem that a small cluster cannot be identified. The cluster 
results are automatically coloured into groups to facilitate 
the interpretation of relationships. The clustering analysis 
reveals research themes.

To identify the research content and explore the research 
trends, systematic content analysis was adopted for the lit-
erature data. First, six critical datasets related to GIS-based 
LS mapping were extracted and included in the studied data-
base, including the (1) study area, (2) landslide inventory, 
(3) conditioning factors, (4) mapping units, (5) susceptibility 
model, and (6) model fit/prediction performance evaluation 
data. We then counted the number of these parameters by 
year and divided them into three time periods (2001–2010, 
2011–2015, and 2016–2020) for a comprehensive analysis 
based on the number of articles.

Results

Publication trends

Figure 2 describes the annual number, total citations, and 
average citations of the research publications related to 
GIS-based LS mapping over the past 20 years. It is evi-
dent that an increasing interest in LS research and the rela-
tionship between the publication year and the cumulative 

number of publications are exponential. The number of 
publications slowly increased from 2001 to 2009, with 
fewer than 40 publications each year. A steady increase 
in the number of publications between 2010 and 2015 can 
be observed, but there were fewer than 80 publications 
per year. Subsequently, the number of publications dra-
matically increased, reaching 151 in 2020. In the 20-year 
period, a total number of citations of publications in 2010 
were the highest (5610), but the average number of cita-
tions of publications reached a maximum (225) in 2005. 
One factor that contributed to the development of the field 
may be that governments and decision-makers need LS 
maps as valuable decision-support tools in land use infra-
structural planning and management (Ciampalini et al. 
2016). Second, the “Guidelines for Landslide Susceptibil-
ity, Hazard and Risk Zoning for Land Use Planning”, pub-
lished by the Joint ISSMGE, ISRM and IAEG Technical 
Committee on Landslides and Engineered Slopes in 2008 
(Fell et al. 2008), unified and standardised this field. Third, 
the rapid development of GIS, digital photogrammetry, 
global positioning systems, digital image processing, and 
artificial intelligence reduces the technical threshold and 
increases the availability of data (e.g. digital elevation data 
and landslide inventories), which drives more research-
ers to conduct more in-depth research (van Westen et al. 
2008). GIS technology with a strong capability to visualise 
spatial data and 3D spatial analysis has made great contri-
butions to the development of this field. The application 
of GIS involves any stage of LS assessment. For example, 
GIS can obtain terrain parameters, conduct overlay analy-
sis between landslide and terrain parameters, and imple-
ment bivariate statistical modelling. Furthermore, with a 
general increase in the number of academic publications 
and journals related to geoscience and the environment 
over time, such as Land, the number of articles in this 
field has also increased. We believe that if the number of 

Fig. 2   Annual number and citations of research publications on GIS-
based LS from 2001 to 2020
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journals and/or researchers decreases, the number of pub-
lications may also decrease.

Bibliometric analysis

Influential authors

Significantly, the analyses of cooperation networks of 
authors, institutions, and countries in VOSviewer are not 
confined to the first authors and their institutions and coun-
tries, but all signed authors, institutions, and countries are 
included. According to the 1142 publications, a total of 
2570 authors have contributed to GIS-based LS research. 
However, 72.41% of all authors published only one paper, 
29 authors (1.13%) published more than 10 papers, and 12 
authors (1.05%) published more than 20 papers. The top 
10 most-productive authors together published 457 arti-
cles (Table 1), which accounted for 40.02% of all articles. 
This finding suggests that although many investigators are 
involved in LS work, there are very few productive authors. 
Perhaps these investigators have switched research fields 
or focused on other topics, and only a few scholars have 
focused on one field. The most-productive and cited author 
is Biswajeet Pradhan from the University of Technology 
Sydney, with 91 publications and 10,898 citations, fol-
lowed by Saro Lee from the Korea Institute of Geoscience 
and Mineral Resources (KIGAM), with 73 publications and 
7037 citations, and Dieu Tien Bui from Duy Tan Univer-
sity, with 64 publications. Of them, Saro Lee, Wei Chen, 
Binh Thai Pham, Biswajeet Pradhan, and Dieu Tien Bui 
are the most-productive first authors with 31, 26, 20, 19, 
and 17 publications, respectively. This may be because 
with the development of their labs, researchers manage 
more graduate students, and more articles may change first 
authors to corresponding authors or other signed authors. 

Candan Gokceoglu from Hacettepe University is the most-
cited author on average, with 134.67 citations per paper. 
Notably, six of the top ten authors are from China, Iran, 
and Vietnam. The research interests of Biswajeet Pradhan 
focus on the field of GIS, remote sensing and image pro-
cessing, machine learning and soft-computing applica-
tions, and natural hazards and environmental modelling. 
Based on average citations, Biswajeet Pradhan’s articles 
rank second, indicating that the overall quality of the arti-
cles published by Pradhan is high. In his earliest research 
as the first author (Pradhan et al. 2006), he used remote 
sensing data to obtain the stress orientation and terrain 
variables, and then the SI model was used to predict land-
slides. Since then, as first author, he has published more 
relevant articles from 2008 to 2014, and the study area was 
Malaysia. Of the 10 most-cited publications in the field of 
GIS-based LS (Appendix Table S2), Pradhan participated 
in four, two as first author, indicating his significant influ-
ence in this domain. In his most-cited publication (Pradhan 
2013), he compared the predication ability of different fac-
tors in the DT, SVM and adaptive neuro-fuzzy inference 
system (ANFIS) models. Saro Lee contributed the three 
most-cited publications, two of which were published by 
the first author. For example, he discovered that the FR 
model has better prediction accuracy than the LR model for 
predicting landslides in Malaysia (Lee & Pradhan 2007). 
Dieu Tien Bui also contributed the most-cited article (Bui 
et al. 2016), in which he introduced a framework for the 
training and validation of shallow LS models using the 
latest statistical methods.

The threshold for the number of publications was 
at least 5, with a total of 125 authors meeting this cri-
terion; this is illustrated in Fig. 3. Figure 3 indicates 
that authors can be grouped into 6 categories based on 
cluster analysis with different colours for international 

Table 1   Top 10 most-productive authors

TNLs, total number of links; TLS, total link strength

Authors Country/Institute in 2020 Total 
publica-
tions

Total citations Average citations TNLs TLS

Pradhan, Biswajeet Australia/University of Technology Sydney 91 10,898 119.76 45 195
Lee, Saro South Korea/KIGAM 73 7037 96.40 30 126
Bui, Dieu Tien Vietnam/Duy Tan University 64 4225 66.02 42 222
Chen, Wei China/Xi’an University of Science and Technology 48 2252 46.92 38 154
Pham, Binh Thai Vietnam/Ton Duc Thang University 45 2285 50.78 27 160
Pourghasemi, Hamid Reza Iran/Shiraz University 39 3994 102.41 26 61
Hong, Haoyuan China/Nanjing Normal University 28 1438 51.36 32 118
Shahabi, Himan Iran/University of Kurdistan 26 1725 66.35 27 129
Prakash, Indra India/Bhaskaracharya Institute for Space Applica-

tions and Geo-Informatics
22 993 45.14 8 49

Gokceoglu, Candan Turkey/Hacettepe University 21 2828 134.67 8 43

86958 Environmental Science and Pollution Research  (2022) 29:86954–86993

1 3



cooperation, total number of links (TNLs) and total link 
strength (TLS). Generally, clusters of the same and dif-
ferent colours show domestic and international coop-
eration, respectively. TLS indicates the total strength 
of the links of an item to other items. When the TLS 
is larger, there is more co-authorship between a given 
author and other authors (Yang et al. 2020). The first 
key groups (green) can be identified around Biswajeet 
Pradhan in Fig. 3, where the largest TNLs of 45 and 
the second TLS value of 195 are displayed. This group 
mainly comprises Malaysian scholars. Their articles were 
mainly published from 2010 to 2015, and the modelling 
methods are primarily traditional machine learning and 

statistical methods (Pradhan & Lee 2010a). A second 
key group (blue) mainly includes scholars from Vietnam 
and India, such as Dieu Tien Bui (TNLs = 30, TLS = 222, 
Table 1), Binh Thai Pham (TNLs = 27, TLS = 160) and 
Indra Prakash (TNLs = 8, TLS = 49). Their research is 
mainly concentrated in the last 5 years, and the mod-
els adopted are mostly machine learning, deep learning, 
and ensemble models. The third key group (red) mainly 
includes Wei Chen (TNLs = 38, TLS = 154) and Haoyuan 
Hong (TNLs = 8, TLS = 49) from China. They proposed 
an LS modelling and optimisation system based on the 
optimisation of conditioning factors, mapping units, and 
model parameters under multisource and heterogeneous 

Fig. 3   Author collaboration network on GIS-based LS
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conditions (Hong et al. 2018). In addition, the cluster 
centred on Saro Lee (TNLs = 30, TLS = 126) is another 
key group in purple, comprising Korean scholars. They 
generally used statistical models and machine learning 
to predict shallow landslides caused by rainfall (Lee 
et al. 2006). The top 10 authors have exhibited direct or 
indirect cooperation, and co-authorship is common. For 
example, the groups led by Biswajeet Pradhan and Saro 
Lee have continuously focused on GIS-based LS, and 
they have collaborated with one another on 13 papers.

Influential research institutions

The 1142 retrieved publications involve 948 institutions. 
Table 2 shows the top 10 most-productive institutions, 
which together account for 451 publications and 39.49% 
of all publications. China and Iran have more research 
institutions (6 institutions) in this group than other coun-
tries, which suggests that a small number of institutions 
dominate this field. KIGAM is the most-productive and 
most-cited institution, with 77 publications and 7511 
citations, which has promoted the development of this 
field. The institution has focused on the verification of 
landslide susceptibility mapping since 2001 (Lee & Min 
2001), and the most commonly used verification methods 
are the receiver operating characteristic (ROC) curve and 
field surveys at an early stage. University Putra Malaysia 
ranks second in total publications and citations but first 
in average citations (124.11); it usually uses heuristic 
models, statistical models and machine learning models 
to predict landslides (Pradhan et al. 2008). The Chinese 
Academy of Science has published the third most publi-
cations (54), with 2292 citations, but the average num-
ber of citations ranks almost the lowest. This indicates 
that the overall quality of articles published by China 
needs to be improved. Heuristic, statistical, and machine 
learning models are frequently used by this institution 

to predict landslides (Yi et al. 2019). The co-authorship 
network for institutions that have published GIS-based 
LS studies with a > 10 publication threshold is shown in 
Fig. 4. KIGAM is the core of the yellow cluster with 29 
TNLs and 133 TLSs. The purple clusters are the centre 
of University Putra Malaysia for the main geographical 
co-institutions in Malaysia. The red clusters represent 
co-institutions from China, such as the Chinese Academy 
of Science, Xi’an University of Science & Technology, 
and China University of Geosciences. The institutions 
that form the core of the green cluster are from Middle 
East and Southeast Asian countries, such as Duy Tan 
University, which has 32 TNLs and 150 TLSs. The blue 
clusters are mainly collaborations among Sejong Univer-
sity, Shiraz University, and Islamic Azad University. The 
dominant co-institutions occur not only at the national 
level but also at the international level (Fig. 4).

Geographical distribution and international cooperation 
analysis

The geographical distribution of the number of articles 
published in the 79 countries is shown in Fig. 5. The map 
clearly shows that there are clear geographical clusters 
of high academic activity related to GIS-based LS. The 
most-productive countries are mainly in Asia, Europe, 
and North America, and most published papers are con-
centrated in a few countries with frequent geological dis-
asters. China is the most-productive country, with 282 
publications, accounting for 24.69% of all articles. The 
next most-productive countries are India, Iran, and South 
Korea, with 154, 148, and 139 publications, respectively. 
The remaining countries among the top 10 most-produc-
tive countries are Malaysia (8.32%), Turkey (8.23%), 
Italy (7.88%), Vietnam (7.18%), the USA (7.09%), and 
Norway (4.38%). The top 10 countries accounted for 
66.72% of the global total document volume with the 

Table 2   Top 10 most-productive research institutions for GIS-based LS studies

Institution Country Total publi-
cations

Total citations Average citations TNLs TLS

KIGAM South Korea 77 7511 97.55 29 133
University Putra Malaysia Malaysia 56 6950 124.11 26 89
Chinese Academy of Science China 54 2292 42.44 21 66
Xi’an University of Science & Technology China 47 2248 47.83 32 148
China University of Geosciences China 46 738 16.04 19 34
Duy Tan University Vietnam 44 1276 29.00 32 150
Sejong University South Korea 35 1965 56.14 27 103
Shiraz University Iran 33 1815 55.00 21 39
Tarbiat Modares University Iran 30 2544 84.80 19 54
University Kurdistan Iran 29 1693 58.38 28 121
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development of the economy, which means there was an 
increasing focus on geohazards in these countries. The 
number of articles of these countries or territories is not 
equal to the number of LS study areas in a country or ter-
ritory. This is because the country or territory frequency 
statistics are based on all the signed authors’ affiliations 

in the articles. Some articles have similar contents, such 
as the same prediction models being used in different 
study areas or different models being used to evaluate the 
LS of the same study areas. Therefore, the information of 
the study area, landslide inventory, conditioning factors, 
LS model, and evaluation method for each publication 

Fig. 4   Institutional collaboration network on GIS-based LS

Fig. 5   Geographical distribution 
of publications on GIS-based 
LS
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are extracted to reveal the differences in the field, and the 
results are shown in Section Content analysis.

The network of country collaboration for GIS-based LS 
studies for countries that meet the publication threshold 
of > 5 articles is illustrated in Fig. 6, which can be divided 
into six clusters. The largest cluster (red) is led by China, 
which occupies the central position on the map and forms 
an international collaborative network with 27 countries 
(TNLs = 27), including Australia, the UK, and Saudi Ara-
bia. The China cluster maintains co-authorship ties with the 
other five international collaborative networks (Fig. 6). The 
blue cluster reflects an international collaboration network 
with three main nodes with the centres of India, Italy, and 
Germany. In the bottom-right part of the map, two clusters 
(green and yellow) include a variety of countries that are 
mostly located in Asia and Europe, with abundant connec-
tions between these clusters. Iran and Malaysia have the 
highest number of collaborations, with 41 joint papers in 
the yellow clusters. The cluster at the top of the diagram 
(purple) includes countries such as the USA, Mexico, and 
Poland. However, the remaining cluster (cyan) only includes 
Norway and Vietnam, which cooperated on 38 publications. 
It is apparent that the main collaborations between countries 
in this field include visiting scholars, visiting Ph.D. students, 
postdoctoral exchanges, and affiliation adjustments, such as 
Biswajeet Pradhan, who changed his affiliation at least 4 
times at the Dresden University of Technology, University 
Putra Malaysia, Sejong University (South Korea), and the 
University of Technology Sydney (Australia).

Analysis of published sources and highly cited publications

To identify the journals that are most influential and highly 
published in this domain and to help investigators find suit-
able journals for their articles, the number of documents 
from different publication sources and the corresponding 
citation parameters were analysed. From 2001 to 2020, 183 
journals published 1142 articles related to GIS-based LS, 
which included 92 journals that published only one article 
in this field.

The top 15 source publications in terms of the number 
of publications are listed in Table 3, and these journals 
published 63.92% of all articles in the last two decades. 
Environmental Earth Sciences (impact factor = 2.748) 
published 128 publications, which accounted for 11.21% 
of the total publications and made it the most predomi-
nant journal, as reflected by the maximum TLCS (3516) 
and average citations (183.65). The next most popular 
journals were Natural Hazards (92 publications) and 
Geomorphology (77 publications). Geomorphology 
(impact factor = 4.139) had the highest number of cita-
tions (8291) and the third-highest number of average 
citations (107.68) among the top 15 journals. Landslides 
(64 publications) had the third-highest number of cita-
tions (4715), and Computers & Geosciences (22 publica-
tions) had the second-highest number of average citations 
(142.59). Obviously, studies of GIS-based LS meet the 
requirements of these journals that involve earth science 
or algorithms.

Fig. 6   Collaboration network 
between countries on GIS-based 
LS

86962 Environmental Science and Pollution Research  (2022) 29:86954–86993

1 3



The top 10 most-cited publications related to GIS-based 
LS are displayed in Appendix Table S2, indicating that these 
publications received 4993 citations and 2201 TLCSs. Of 
the top 10 most-cited articles, three were published in Geo-
morphology. The most-cited article was published in Geo-
morphology by Ayalew and Yamagishi (2005), with 890 
citations and 435 TLCSs. It attempts to extend the applica-
tion of LR combined with bivariate statistical analyses for 
LS mapping, which has a notable effect on the LS field and 
provides an integrated method for LS. We found that highly 
cited journals seem to prefer to publish new algorithms or 
integrated models in this research field. Therefore, investi-
gators can easily publish articles in high-quality journals to 
promote this field for rapid development and obtain high 
citations if their results provide ground-breaking findings.

Co‑occurrence network analysis of the main keywords

In this analysis, a total of 2051 terms were identified by 
VOSviewer from the keywords, titles, and abstracts of the 
1142 articles. To eliminate the interference caused by some 
research topics, we removed the terms GIS and LS map-
ping. To assess the temporal evolution in the field, Fig. 7 
shows a temporal overlay of the keyword co-occurrence 
map, and Table 4 lists the top 20 terms used in this research 
domain during three periods (2001–2010, 2011–2015, and 
2016–2020) from 2001 to 2020.

The primary terms before 2010 included certain study 
areas, LS models, zonation, validations, and predictions. 
A validation and zonation of the results were considered in 
this period (Lee 2005). The LS models included LR, FR, 

ANN, and IV. The main study areas were Lantau Island 
(China) (Dai et al. 2001), Turkey (Yalcin & Bulut, 2007), 
Apennines (Italy) (Clerici et al. 2010), Malaysia (Zulhaidi 
et al. 2010), and Boun (South Korea) (Lee et al. 2003). 
We note that these sites are located in urban areas adja-
cent to mountains and by the sea. Because of the rapid 
expansion of cities, slope instability is often triggered by 
rainfall or extreme climate. For example, over 800 land-
slides occurred on Lantau Island, China, after the 1993 
Ira typhoon (Dai & Lee 2001). Therefore, there have been 
many related studies to manage urban construction. Some 
study-scale terms, such as area, basin, island, region, and 
mountains, were also common keywords before 2010.

From 2011 to 2015, conventional models, such as LR, 
FR, ANN, and IV, were still popular methods to pre-
dict shallow landslides, rainfall-induced landslides, and 
debris flows. Only a few new or more intensely studied 
research topics emerged in this period, which include 
conditional probability, AHP, FL, and SVM. The study 
areas were the Wenchuan earthquake-impacted areas in 
China (Xu et al. 2012), the lesser Himalayas and Hima-
layas in India and Nepal (Das et al. 2011), and the south 
coast of the Black Sea in Turkey (Ercanoglu & Temiz 
2011). These sites are in mostly tectonically active zones 
and alpine gorge areas that are prone to landslides. In 
addition, different sampling strategies were considered 
for LS mapping (Sujatha et al. 2012).

In the third period (2016 to 2020), the research topics 
were similar to those in the previous two periods. Thus, 
this period signifies a continuation of the research topics. 
Notably, novel LS models that use machine learning, DT, 

Table 3   Publications in the top 15 most-productive journals from 2001 to 2020

TLCS, total local citation score

Journal Total publi-
cations

TLCS Total citations Average citations Impact fac-
tor (2020)

Environmental Earth Sciences 128 3516 7821 183.65 2.748
Natural Hazards 92 1854 4553 49.49 3.102
Geomorphology 77 3065 8291 107.68 4.139
Landslides 64 2033 4715 73.67 6.578
Arabian Journal of Geosciences 48 530 1556 32.42 1.827
Geomatics Natural Hazards & Risk 47 400 1093 23.26 3.528
Catena 44 1322 3518 79.95 5.198
Bulletin of Engineering Geology and the Environment 40 417 984 24.60 4.298
Engineering Geology 37 1675 3745 101.22 6.755
Journal of Mountain Science 31 171 431 13.90 2.071
Remote Sensing 29 0 411 14.17 4.848
Natural Hazards and Earth System Sciences 27 433 1275 47.22 4.345
ISPRS International Journal of Geo-Information 26 14 261 10.04 2.899
Computers & Geosciences 22 1291 3137 142.59 3.372
Geocarto International 18 179 436 24.22 4.889
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RF, RoF, ensemble models, hybrid or integrated models, 
neural networks, and ANFIS received increasing attention 
in GIS-based LS studies during this period. The study sites 
are mainly at the province scale and are located in the 
Three Gorges Reservoir in China (Zhou et al. 2018), Hoa 
Binh/Yen Bai Province in Vietnam (Pham et al. 2018), and 
some neighbouring provinces of the Alborz Mountains in 
Iran (Aghdam et al. 2016).

Content analysis

Study area

Information on the study areas, such as the country, loca-
tion (latitude and longitude), number of study areas, and 
spatial extent, was extracted from 1142 publications. How-
ever, some articles fail to provide the location and extent of 
the research areas directly. The latitude and longitude are 
determined in Google Earth based on the location names of 
the research areas described in the articles or the location 
names marked in the location map of the research areas. 

These spatial extents are calculated by the polygon drawn 
by the unknown extent map in GIS and the scale provided in 
the article. A total of 1198 study areas were extracted from 
1142 publications, and the numbers of articles with 1, 2, 3, 
and 4 study areas were 1105, 20, 15, and 2, respectively. 
The 1142 articles in the database include 4 country group-
level, 1 continent-scale (Africa) (Broeckx et al. 2018) and 
5 global-level study areas (Hong et al. 2007a, b; Hong & 
Adler 2008; Lin et al. 2017; Stanley & Kirschbaum, 2017). 
The remaining 1188 study areas in the remaining 1132 
publications were distributed in 72 countries. Based on the 
longitudinal and latitudinal coordinates given in the publica-
tions, the spatial distribution of the study sites is presented 
in Fig. 8. We find that the distribution of study sites has a 
significant geographical bias. The study areas are mainly 
distributed in China (257 sites), India (126 sites), Iran (97 
sites), South Korea (89 sites), and Italy (81 sites), which 
are all located in Asia and Europe. In the first decade of the 
twenty-first century, the hotspots in the study areas were in 
Italy and France in Europe and South Korea and Japan in 
Asia. The study area hotspots shifted to China, India, and 

Fig. 7   Temporal overlay of the keyword co-occurrence map. AHP, analytical hierarchy process; EBF evidential belief function; LiR, likelihood 
ratio; RoF, rotation forest; WLC, weighted linear combination; WoE, weight of evidence
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Iran from 2011 to 2015. In the last 5 years, i.e. from 2016 
to 2020, the hotspots in the study areas were basically the 
same as those in the previous stage, but some African and 
South American countries (e.g. Ethiopia and Brazil) were 
given increasing attention in this field.

After excluding the continental- and global-scale 
assessments, the distribution size of the remaining 
1192 study areas is illustrated in Fig. 9, with a total 
coverage area of 30.77 million km2. The extent of the 
study areas varies from 0.05  km2 to 9.6 million km2. 
The size of the study areas was largest in Asia, particu-
larly from 2011 to 2015. The median size of the study 

areas showed an increasing trend. Based on the size of 
the study area, we divided the study area scale for LS 
assessment into the detailed scale (0 ~ 10 km2), medium 
scale (10 ~ 100  km2), large scale (100 ~ 1000  km2), 
regional scale (1000 ~ 100,000 km2), and national scale 
(> 100,000 km2). The 57 detailed-scale assessments in 
the database mainly focused on small watersheds and 
specific areas in South Korea (11), Italy (9) and China 
(5). The medium-scale LS assessments encompassed 
275 study areas, including small watersheds, basins, val-
leys, towns, and cities in South Korea (62), India (40), 
Italy (34), Turkey (23), and China (21). Large-scale 

Table 4   Temporal distributions of the top 20 terms

Global 2001–2010 2011–2015 2016–2020

Terms N (#) Terms N (#) Terms N (#) Terms N (#)

LR 697 Landslide 100 LR 182 LR 420
FR 415 Hazard 95 Landslide 116 FR 281
Landslide 408 LR 95 Hazard 116 AHP 250
Hazard 404 Area 66 Area 102 Area 194
Area 362 Validation 45 FR 94 Hazard 193
AHP 321 Model 43 ANN 84 Landslide 192
Model 293 Zonation 43 Model 81 SVM 170
ANN 275 FR 40 Turkey 67 Model 169
SVM 213 ANN 39 AHP 54 ANN 152
Remote sensing 170 Remote sensing 39 Remote sensing 53 DT 123
Hazard assessment 166 Hazard assessment 32 Validation 52 Spatial prediction 116
Zonation 156 Prediction 30 Hazard assessment 50 Hazard assessment 84
Validation 149 Lantau-island 29 Zonation 46 RF 78
Turkey 140 Turkey 29 Conditional probability 45 Remote sensing 78
DT 140 Apennines 24 FL 41 Machine learning 78
Prediction 134 IV 23 SVM 41 Neural network 76
Spatial prediction 132 Region 22 IV 33 Prediction 72
Neural network 116 Earthquake 20 Prediction 32 Zonation 67
FL 107 Maps 20 Neural network 30 Bivariate statistical models 62

Fig. 8   The geographical distri-
bution of the study areas
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assessments were the most common, spanning 461 
study areas, including large watersheds and cities in 
China (67), India (63), Turkey (44), Iran (43), Malay-
sia (33), and Italy (23). Regional-scale assessments 
were performed in 371 areas and mainly included large 
watersheds, multiple watersheds, large cities, and prov-
inces in China (150), Iran (40), Vietnam (21) and India 
(20). Finally, national-scale studies focused on 28 areas, 
including country groups, countries, and provinces.

Landslide inventory

A study area in an article might have one or more landslide 
inventories. Most studies (92.74%, 1111 out of 1198 study 
areas) used a single inventory for a given area, whereas the 
other 7.26% either used > 2 landslide inventories or did not 
describe the detailed inventory. Figure 10 shows the geo-
graphic distribution of the number of landslides in the 1101 
single-inventory cases, whereas the remaining 10 landslide 

Fig. 9   Size of the study areas. The solid dots in the scatter chart represent the extent of the entire country. The symbol # indicates the number of 
study sites
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inventories were excluded due to the lack of specific longi-
tudinal and latitudinal coordinates for the national groups, 
Africa, and global scales. A total of 2,048,882 landslides 
occurred at 1111 study sites, and an average of 1843 land-
slides were used in each study area to evaluate susceptibility. 
Huang et al. (2013) and Dumperth et al. (2016) included 
the maximum (634,265) and minimum (1) numbers of land-
slides, respectively, in the evaluations of LS in their study 
areas. Of the 1111 single inventories, 614 (55.27%) included 
1 to 250 landslides, 227 (20.43%) included 251 to 500 land-
slides, and only 16 contained more than 10,000 landslides.

In addition, the different sampling strategies were applied 
to prepare landslide inventory maps in the database. Of the 
1142 articles, 1116 articles (97.72%) had one sampling strat-
egy, 13 articles (1.14%) used two or more sampling strate-
gies, and the remaining articles did not describe the sam-
pling strategy. Through the understanding of different terms 
and principles of various sampling strategies, we identified 
four sampling strategies to determine the landslide bound-
ary, namely, point, polygon, seed cell, and circle. A point-
based sampling strategy was used in 55.43% of the articles, 
which uses the initiation point (5 times), the highest point (5 
times), and the mass (587 times) or scarp (34 times) centroid 
as the landslide location (a single pixel). The polygon-based 
sampling strategy is the second most used, accounting for 
41.77% of the articles. This strategy draws the main scarp 
zone (38 times), the depletion zone (5 times), or the whole 
area composed of accumulation and depletion zones (428 
times) as the landslide boundary. The other sampling strate-
gies were less frequent, with seed cells used in 1.93% of 
articles and circles used in 0.61% of articles. A seed cell-
based sampling strategy was used to represent the possible 
prefailure conditions by adding a buffer around the crown 
and flanks of the present landslides (Suzen & Doyuran 
2004). A similar approach is that the landslide representa-
tive element is extracted on and around the landslide crown, 
which basically is the upper edge of the landslide scarp area, 

the so-called the main scarp upper edge (MSUE) (Clerici 
et al. 2006). Finally, the circle-based sampling strategy uses 
a buffer zone around the highest point or the centroid of the 
scarp/polygon of the landslide as the landslide boundary.

Conditioning factors

A total of 10,980 conditioning factors were involved in 
1142 publications. Overall, 1 to 34 factors were used per 
article, with an average of 9.61 factors. Of the 10,980 
conditioning factors, we identified 430 different factors 
based on the following two main criteria (Reichenbach 
et al. 2018). First, synonymous terms are grouped together, 
such as “precipitation” and “rainfall”. Second, variables 
that have different descriptions but similar meanings are 
grouped together. For example, “slope position” can be 
quantified by the “topographic position index”, so “slope 
position” and “topographic position index” were grouped 
into the class “topographic position index”. Ultimately, we 
distinguished 430 different conditioning factors involved 
in 1142 publications. These factors can be categorised into 
six main groups, namely, topographical factors, geologi-
cal factors, land cover (e.g. soil and forest), hydrological 
factors, anthropogenic factors, and environmental factors 
(Fig. 11). Topographical factors were used most frequently 
and reached 4322 usage counters. Geological, land cover, 
and hydrological factors were used 1861, 1849, and 1752 
times, respectively. The numbers of anthropogenic factors 
sharply increased and were used from 59 to 153 times and 
then to 387 times in the three periods. Likewise, environ-
mental factors sharply increased from 66 to 136 to 395 
times in the three periods. The doughnut analysis reveals 
that the proportions of the topographical, hydrological, 
anthropogenic, and environmental factors present increas-
ing tendencies in the three periods, whereas the propor-
tions of geological factors and land cover have degressive 
tendencies.

Fig. 10   Number of landslides 
per landslide inventory in the 
1101 study areas
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Slope was used most frequently, with 1104 uses in 96.67% 
of all articles, followed by lithology (926, 81.09%), aspect 
(911, 79.77%), elevation (702, 61.47%), land use/land cover 
(699, 61.21%), distance to roads (491, 42.99%), distance to 
faults (472, 41.33%), distance to rivers (429, 37.57%), rain-
fall (384, 33.63%), and curvature (368, 32.22%) (Fig. 11). 
These factors were steadily applied over time in LS assess-
ments. In addition, the soil type, distance to drainages and 
stream power index (SPI) were used 40, 80, and 148 times 

in the 2001–2010, 2010–2015, and 2016–2020 periods, 
respectively.

In addition, the conditioning factors used in different 
study scales were extracted from 1192 study areas, and the 
results are shown in Fig. 12. We found that the commonly 
used factors are differences for the five study scales. Topo-
graphical factors are the most applied at all study scales. 
For the detailed scale (0 ~ 10  km2) and medium scale 
(10 ~ 100 km2), the second most frequently used factor is 

Fig. 11   Conditioning factors. The horizontal bar chart shows the 
count of six factor classes used in the 2001–2010, 2011–2015, and 
2016–2020 periods. The doughnut shows the percentage of the clus-

ters of variables used in these three periods. The vertical bar chart 
shows the count of the top 17 factors used per year. TWI, topographic 
wetness index; NDVI, normalised difference vegetation index
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land cover (e.g. land use/land cover, soil type, soil depth, 
and soil cohesion). However, geological factors are the 
second most applied at the large scale (100 ~ 1000 km2), 
regional scale (1000 ~ 100,000 km2), and national scale 
(> 100,000 km2).

Mapping unit

The selection of the mapping unit, as the smallest indivis-
ible unit, is crucial to the accuracy and practicality of LS 
mapping (Qin et al. 2019). Mapping units were extracted 
from 1142 articles. Most of the articles (98.69%) used a 
single mapping unit, the remaining used two or more map-
ping units, and a total of 1157 mapping units in the database 
(Fig. 13). These mapping units can be divided into five units: 
grid, slope, unique condition, watershed, and other types. 
Grid units were widely adopted in the database, accounting 
for 95.53% of all articles (1091 out of 1142). The range of 
the grid size is from 0.25 m ~ 2 km. The grid sizes of 30 m, 
10 m, 20 m, 25 m, and 5 m were the most commonly used, 
accounting for 26.12%, 21.36%, 13.29%, 11.09%, and 9.90% 
of the 1091 articles, respectively. However, the other map-
ping units were used less frequently, with slope units, unique 
condition units, and watershed units used in 2.80%, 1.66%, 
and 0.61% of the articles, respectively.

Mapping units were produced from digital elevation 
data with different spatial resolutions. We extracted the 
spatial resolution of the digital elevation data used in 1142 
articles for further analysis. Of the 1142 articles, 1096 

articles used a single spatial resolution, 12 articles used 
two or three spatial resolutions, and the remaining did not 
describe the spatial resolution. The range of the resolution 
is from 0.25 m × 0.25 m to 1 km × 1 km, and the resolution 
data of < 30 m × 30 m are used 1007 times. Thirty-metre 
digital elevation data are most frequently applied, with 
26.62% of the 1142 articles, followed by resolutions of 

Fig. 12   Landslide conditioning factors in different size study areas. PGA, peak ground acceleration

Fig. 13   Mapping units used in the 1142 articles
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10 m (19.70%), 20 m (12.35%), 25 m (10.51%), and 5 m 
(10.51%). These resolutions are basically consistent with 
the grid units.

Susceptibility models

Based on the literature statistics, a total of 2220 models were 
used in 1142 articles. A total of 27.88%, 20.36%, 20.81%, 
and 16.04% of the publications used one, two, three, and 
four model types, respectively. Based on the 2220 model 
names as given by the authors and their algorithm princi-
ples, we identified the repeated or combined use of 429 dif-
ferent model types. We reclassified these model types into 
six groups based on an algorithm or model principles as 
follows: qualitative models (28 types), bivariate statistical 
models (39 types), multivariate statistical models (29 types), 
machine learning models (96 types), deterministic models 
(19 types), and hybrid models (218 types). A hybrid model 

is defined as the combination of two or more methods (e.g. 
the combination of machine learning and ensemble learn-
ing) (Huang et al. 2022b). Figure 14 shows the six groups 
of model types and the top 13 model types used from 2001 
to 2020. The results show that bivariate statistical models 
were used most often (562 times), accounting for 25.32% 
of the model use from 2001 to 2020. Machine learning 
models (553 times, 24.91%), multivariate statistical models 
(389 times, 17.52%), hybrid models (331 times, 14.91%), 
and qualitative models (312 times, 14.05%) were the next 
most common, and deterministic models were only used 73 
times (3.29%). The most frequently used models in the three 
periods were multivariate statistical models, bivariate sta-
tistical models, and machine learning models, respectively. 
Increasing attention has been given to hybrid models, which 
increased from 6 times in the first period to 32 times in the 
second period and 293 times in the third period. Similarly, 
machine learning models increased from 42 to 75 times and 

Fig. 14   LS model used in publications from 2001 to 2020
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then to 436 times during the 2001–2010, 2011–2015, and 
2016–2020 periods, respectively.

Among the top 13 model types in the 1142 publications, 
LR, one type of multivariate statistical model, was used 
most frequently, specifically 301 times (26.36%). Bivari-
ate statistical models such as FR (174 times, 15.24%), WoE 
(109 times, 9.54%), and IV/SI (96 times, 8.41%) were fre-
quently used from 2011 to 2020. Machine learning mod-
els such as SVM (121 times, 10.60%) and ANN (94 times, 
8.23%) were more common from 2001 to 2020, and RF 
and DT became increasingly popular in the third period of 
2016–2020. ANFIS, as a hybrid model, was used frequently 
in the 2010–2020 period.

Furthermore, the proportion of different factors and 
the top 10 most-used factors in the five study scales are 
shown in Fig. 15. The results indicated that deterministic 
models (e.g. TRIGRS (Transient Rainfall Infiltration and 
Grid-based Regional Slope-stability) and SINMAP) are 
widely applied, and hybrid models are the least used in 
the detail scale (0 ~ 10 km2). Bivariate statistical mod-
els (e.g. FR, WoE, and IV) and multivariate statistical 
(e.g. LR) models are commonly used at the medium scale 
(10 ~ 100 km2). Machine learning and bivariate statisti-
cal models are used more often in dealing with large 
(100 ~ 1000 km2) and regional (1000 ~ 10,000 km2) scales. 
At the national scale, machine learning and hybrid models 
are frequently applied.

Model performance evaluation

To verify the robustness of the constructed LS models, the 
geospatial data (landslide inventories and conditioning fac-
tors) are usually divided into training and testing datasets or 
training, validation and testing datasets using holdout split, 
k-fold cross-validation, and bootstrap sampling. These three 
datasets have different functions; for example, the training 
dataset is used to model development and model fit perfor-
mance, the validation dataset is used to optimise the param-
eters of the learning algorithms, and the testing dataset is 
used to obtain the model prediction performance. An analy-
sis of the literature database revealed that 57.97% of all arti-
cles divided the input data using a holdout strategy, 1.93% a 
k-fold cross-validation, 0.44% a bootstrap sampling, 0.18% a 
combination of the three sample subdividing strategies, and 
the remaining no divided the data. For the popular holdout 
split, temporal, spatial, and random sampling techniques 
have been commonly applied. Temporal validation denotes 
that the landslide events are divided into training and test-
ing datasets based on time information. When adopting a 
spatial validation, the landslide dataset was geographically 
divided into two region groups. In the random sampling, 
the landslide dataset is segmented based on the proportion 
between the training and testing samplings. Of the 662 arti-
cles that described the model performance validation using 
the holdout strategy, 565, 52, 31, and 14 articles adopted the 

Fig. 15   LS models in different size study areas. GAM, generalised additive model; PSO-RVM, particle swarm optimisation-relevance vector 
machine; BPNN, back propagation neural network
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random selection, temporal selection, spatial selection, and 
other techniques (e.g. the combination of split techniques, 
or Mahalanobis distance), respectively. We found that 563 
articles separated the landslide inventory into two groups 
as training and testing datasets based on a certain ratio by 
means of a random selection technique and only 9 articles 
randomly divided the landslide inventory into training, val-
idation, and testing datasets. Regarding the ratio between 
the training and testing samples, a total of 550 publications 
used one ratio, and 11 publications used two or more ratios, 
with the maximum number being 11 ratios. We rearranged 
the training and testing sample ratios and found that the 
most common training–testing ratio was 70/30 (287 times), 
followed by 80/20 (75 times), 50/50 (67 times), 75/25 (58 
times), 60/40 (20 times), and 90/10 (19 times).

In addition, different metrics were employed in the 
articles to evaluate the model fit and the model prediction 
performance. We found that 33.71% of all articles used 
one metric to measure the model fit and prediction per-
formance, 56.48% used two or more metrics, and 9.81% 
did not use a metric. To assess the model fit performance, 
approximately 40.37% (461 publications) of the 1142 pub-
lications used only one metric, 10.16% (116 publications) 
used two metrics, and 15.50% (177 publications) used more 
than two metrics, with a maximum of 14 metrics (Guz-
zetti et al. 2006). The remaining 388 publications (33.98%) 
did not perform any assessment of the model fit perfor-
mance. A total of 1603 metrics were used for model fit in 

754 publications, which can distinguish 93 unique metrics 
based on the author’s description. According to the purpose 
and previous studies (Reichenbach et al. 2018), these unique 
metrics were arranged into six groups: probability, class 
label, regression, landslide density, signification test, and 
others (Fig. 16a). We found that the metrics of probabil-
ity performance were commonly used in the articles, with 
37.87% of 1603 metrics. The output result of the model is 
a format of probabilities ranging between 0 and 1, and the 
probabilistic outputs can be used as class predictions. The 
success rate curve (35.73% of 1142 articles) is the most 
widely applied metric in classification prediction, followed 
by ROC (17.16%). The model output category value is 
discrete, which is represented as a class label (landslide 
or nonlandslide). The metrics of class label performance 
are the second most used, which include accuracy (9.81%), 
sensitivity (8.67%), specificity (6.04%), precision (5.60%), 
and kappa index (5.17%). Root mean square error (4.47% 
of 1142 articles), − 2Log likelihood (2.19%), Nagelkerke 
R2 (1.93%), Cox and Snell R2 (1.58%), mean square error 
(1.14%), and mean absolute error (0.79%) were commonly 
used regression problem metrics. For the groups of land-
slide density, landslide density/percentage is the most used 
in 10.77% of articles, followed by frequency ratio plots 
(1.40%). In addition, significance test metrics such as the 
chi-squared test (2.98% of 1142 articles) can compare the 
significance difference of the proposed models using the 
training data, which also reveals the model performance.

Fig. 16   The top 22 metrics used for model fit and model prediction. The two donuts illustrate the type of metrics used for model fit (left) and 
model prediction (right), respectively
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Similarly, the results of the metrics adopted to assess 
the model prediction performance revealed that 738 arti-
cles (64.62%) used 1534 metrics to validate model predic-
tion performance, and the remaining (404, 35.38% of all 
articles) did not perform any model verification. We iden-
tified 74 unique metrics, which were also reclassified into 
six classes (Fig. 16b). The results indicated that the most 
common were the predication rate curve (36.69% of 1142 
articles), ROC (18.48%), accuracy (10.68%), landslide 
density/percentage (7.88%), specificity (7.79%), sensitiv-
ity (7.44%), kappa index (5.69%), precision (5.60), and 
root mean square error (4.82%).

Discussion

Popular research topics and development trends

Trend of the study sites

Both the keywords and study site statistical analysis indi-
cated that the variation in the study sites and study scale 
were basically similar from 2001 to 2020; however, the 
focus of the research site has shifted from developed 
countries (South Korea, Italy, and Japan) in the period 
2001–2010 to a few developing and mountainous coun-
tries (China, Iran, India, and Malaysia) in the period 
2011–2020. One potential reason for the shift in the study 
sites may be that landslides occur frequently in mountain-
ous countries. Infrastructure construction in developed 
countries is relatively mature, which indicates that engi-
neering construction is basically completed. However, 
infrastructure construction is ongoing in many developing 
countries. Therefore, LS is needed to guide engineering 
construction and management in developing countries. 
Moreover, these developing countries are increasingly 
focusing on environmental protection and have sufficient 
funding to research and manage the LS field. For exam-
ple, the National Natural Science Foundation of China 
supported the highest number of articles (149), which 
accounted for 13.05% of all 1142 articles. China is at the 
centre of this research field with the greatest number of 
publications and research sites and has launched interna-
tional cooperation with most countries (Figs. 5, 6, and 
8). Many institutions (Figs. 3 and 4), such as the Chinese 
Academy of Sciences, China University of Geosciences 
and Chengdu University of Technology, have specialised 
departments to carry out research on landslide prevention 
and mitigation and have trained many engineering geo-
logical experts, which has promoted the development of 
this field. Certainly, India, and Iran have also carried out 
much research in this field. In addition, the number of LS 

assessments remains low in Africa, South America, and 
Oceania, which reveals a significant geographical bias. 
Therefore, we recommend that researchers devote more 
attention to Africa, South America, and Oceania.

Landslide inventory

Landslide inventory is the basic data used to determine land-
slide susceptibility, hazard, vulnerability, and risk (Jimenez-
Peralvarez et al. 2017). Generally, a complete landslide 
inventory map contains the location, type, volume, activity, 
main causes, and occurrence data of landslides. Landslide 
inventory can fall into archives or geomorphological (e.g. 
historical, event, seasonal, or multitemporal) inventories 
according to the mapping type (Guzzetti et al. 2012). A 
detailed definition of these inventories can be found in Guz-
zetti et al. (2012). Analysis of the literature database reveals 
that 1111 out of 1198 study areas used one inventory, which 
are mainly historical inventories with landslide age not dif-
ferentiated (e.g. Jaafari et al. (2015); Chen et al. (2018b)) or 
event inventories with landslides induced by a single event 
such as an earthquake, rainfall, and snowmelt (e.g. Reichen-
bach et al. (2014); Dou et al. (2020); Ling & Chigira (2020)). 
However, seasonal and multitemporal landslide inventories 
in which landslides are triggered by multiple events over 
longer periods have rarely been analysed in the literature. 
This is because analysing seasonal and multitemporal inven-
tories is difficult and time-consuming, requiring abundant 
resources (Guzzetti et al. 2006; Reichenbach et al. 2018).

(1) Source of landslide inventory  In the literature data-
base, landslide inventories are produced by the following 
techniques: historical reports, field surveys, and remote 
sensing analysis. This finding is basically consistent with 
previous studies (Reichenbach et al. 2018; Zou & Zheng 
2022). Landslide information from historical records and 
literature can be used to prepare an archive inventory, but it 
lacks sufficient data to support regional landslide mapping. 
Therefore, it is more suitable for small-scale inventories 
(< 1:200,000). Through the field investigation of landslide 
characteristics with the assistance of a global positioning 
system and drilling technology, detailed landslide informa-
tion (e.g. type, volume, scarp, accumulation of landslides) 
was delineated on the topographic map. Field surveys 
are the best method for preparing large-scale inventories 
(> 1:25,000). However, they have limitations in mapping a 
large number of landslides or old landslides, especially in 
mountainous areas where access is difficult or even impos-
sible (Choi et al. 2012). For instance, landslides are par-
tially or totally covered by forests, which makes it difficult 
to determine the landslide boundary in the field (Guzzetti 
et al. 2012). Emerging technology based on remote sensing 
can quickly and contactlessly obtain surface displacement 
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information in the area covered by remote sensing images, 
which improves the efficiency and quality of landslide 
identification. In the literature database, the data sources 
of remote sensing technology mainly include aerial photo-
graphs, satellite images, unmanned aerial vehicles (UAVs), 
interferometric synthetic aperture radar (InSAR), light 
detection and ranging (LiDAR), and high-resolution digi-
tal elevation models (DEMs). The manual interpretation of 
aerial photographs and high-resolution satellite images is 
used to identify landslides according to the shape, size, col-
our, tone, texture, and site topography of geomorphic sur-
faces, which is the most used landslide detection technol-
ogy (Suzen & Doyuran 2004; Lee et al. 2018). The visual 
interpretation of aerial photography is intuitive and low cost 
but is usually based on expert experience with uncertainty. 
A new generation of high-resolution remote sensing images, 
such as IKONOS (Youssef et al. 2015), Quickbird (Sharma 
et al. 2011), SPOT 5 (Pradhan & Buchroithner 2010), and 
World View, offers resolutions ranging from 0.5 to 2 m, 
which provides a very powerful tool for the quick map-
ping of regional landslide distributions (Rosi et al. 2018). 
Recently, Google Earth images have been used to draw 
landslides due to their easy availability and high resolution 
(Pourghasemi & Rahmati 2018; Nhu et al. 2020; Pandey 
et al. 2020). UAV technology is not controlled by the terrain 
and can flexibly and conveniently obtain high-precision sur-
face information, which can compensate for the limitation 
of shadows generated by satellite images in alpine gorges. 
The application of InSAR provides a high precision and 
allows the coverage of large areas, which contributes to the 
creation and updating of landslide inventory maps (Rosi 
et al. 2018). We found that differential InSAR (Pareek et al. 
2013), small baseline subset InSAR (Xie et al. 2017), and 
persistent scatter interferometry (Huang et al. 2020b) have 
produced a few successful case studies dealing with land-
slide detection, but these technologies were less common 
in the literature databases. The limitations of InSAR are 
that the quality of the results depends on optimal condi-
tions concerning slope orientation, only slow deformation 
can be detected, and the temporal resolution of historical 
SAR images is limited (Jimenez-Peralvarez et al. 2017). 
LiDAR can penetrate through vegetative cover to capture 
the surface terrain changes and generate a high-resolution 
DEM, although it is expensive; furthermore, it is difficult to 
manipulate the point cloud. More LiDAR-derived products, 
such as shaded relief, slope, and contour line maps, can be 
calculated by a high-resolution DEM in a GIS environment, 
which improves the interpretation of landslides (Hess et al. 
2017). Therefore, many studies have used LiDAR to gener-
ate landslide inventories (e.g. Chen et al. (2013); Jebur et al. 
(2014); Dou et al. (2019)).

With the rapid development of remote sensing and GIS 
technologies, remote sensing data are becoming increasingly 

abundant. The application of remote sensing technology to 
interpret landslides has the following two trends:

	 (i)	 The information source is from a single remote sens-
ing image to multitemporal and multisource images. 
A single image can prepare a historical or an event 
inventory, whereas seasonal and multitemporal 
inventories can be obtained using multiple sets of 
images on different dates (Guzzetti et al. 2012). In 
the literature database, we found that some studies 
have used multisource satellite images to map land-
slides (e.g. Bui et al. (2018); Wu et al. (2020)), but 
new technologies, such as spatial analysis of DEM 
and 3D visualisation of images, are less applied in 
this process.

	 (ii)	 The method to extract landslide information is 
changed from visual interpretation to semiauto-
matic/automatic interpretation (Zou & Zheng 2022). 
Visual interpretation of landslides is still popular in 
the literature database (e.g. Tanoli et al. (2017); Yi 
et al. (2020)), but it is time-consuming and subjec-
tive. The automatic method is based on the change 
in morphometric data (e.g. slope angle, surface 
roughness, semi-variance, and fractal dimension) 
and spectral parameters (e.g. normalised difference 
vegetation index (NDVI), spectral angle, principal or 
independent components) using index thresholding 
(Shou & Yang 2015), change detection methods (Xu 
et al. 2013), and machine or deep learning algorithms 
(Gorsevski et al. 2016) to provide rapid landslide 
inventory. The automatic method has the advantages 
of objectivity and high efficiency. Therefore, we rec-
ommend the application of an automatic method to 
regularly update the landslide inventory, which can 
provide unique information on the spatial and tem-
poral evolution of landslides.

(2) Sampling strategies  An inspection of the literature data-
base reveals that most of the sample strategies represent-
ing landslides are points (55.43%) and polygons (41.77%), 
followed by seed cells (1.93%) and circles (0.61%). This 
indicates that the sample strategies are not consistent in the 
landslide inventory. The first reason is that multiple sources 
provide very heterogenic information about landslides 
(Canavesi et al. 2020). Second, a standard and recognised 
operating procedure is not introduced to prepare landslide 
maps (Guzzetti et al. 2012). Last, identifying the location 
on the hillslope where the factor triggering the landslides 
exceeds the stability threshold and makes the hillslope unsta-
ble is a difficult problem (Regmi et al. 2014). Landslides 
may occur anywhere on hillslopes (e.g. hillslope toe, land-
slide centroid) and then can extend downslope, sidewise, 
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and upslope from the initial location. If a large region has 
abundant landslides, it would be more difficult to determine 
the locations of initiations through remote sensing images or 
field surveys (Wang et al. 2014). However, while the loca-
tions of landslide initiations are not accurately determined, 
a significant uncertainty can be introduced (Regmi et al. 
2014). Therefore, adopting an appropriate sampling tech-
nique is necessary to minimise the uncertainty and generate 
a reliable result (Bordoni et al. 2020).

In the point-based sampling strategy, there seems to be a 
consensus on representing the area of landslides by the pixel 
unit at the centroid locations of landslides. This location is 
easy to obtain in the GIS environment, which only needs to 
convert landslides mapped as polygons into centroids. In 
addition, some studies used data from centroids of the land-
slide scarps or detachment zones and the highest locations of 
landslides (Park & Chi 2008). For polygon sampling, inven-
tories of complete landslide areas (from scarps to accumula-
tion zones) are far more extensive. This may be due to the 
difficulty in dividing the accumulation zones and the deple-
tion zones. In some studies, only the scarps, the depletion 
zones, the detachment zones (Das et al. 2012), or the deposit 
areas (Mahalingam et al. 2016) are analysed to determine LS 
zones. What is the best sampling strategy? Although there 
is no agreement on the sampling strategy, we can develop 
insights from previous studies. For instance, some studies 
(Simon et al. 2017; Zezere et al. 2017; Pourghasemi et al. 
2020) show that the centroid of the landslide rupture zone 
performs best, followed by the landslide centroid and land-
slide polygon in sampling strategies. Under the condition 
that landslides are small in size, a single point per landslide 
located in the centroid of the landslide rupture zone or in 
the landslide centroid can minimise possible heterogeneity 
of inducing factors within the landslide boundary, which is 
sufficient to produce a better prediction result (Zezere et al. 
2017). According to Regmi et al. (2014), when the sizes of 
landslides are large, landslide scarps perform better than 
point sampling in generating reliable results. Similarly, the 
comparative result of the effect of different sampling strate-
gies from Yilmaz (2010) showed that the scarp is better than 
the seed cell and point sampling strategies. In addition, Con-
oscenti et al. (2008) found that LS assessment using scarps 
instead of landslide areas for rotational slides generates bet-
ter prediction results, whereas using areas uphill from crown 
instead of scarps for flow slide landslides can obtain a better 
result. In conclusion, the sampling strategies of landslide 
scarps or rupture zones may obtain a better prediction result 
because they are the most diagnostically unstable landforms.

Therefore, we recommend that landslide scarps or rupture 
zones as far away as possible be used to sample landslide 
data. The selection of sampling strategies can be guided 
by the following conditions: (i) the landslide types, (ii) the 

positional accuracy of landslides; (iii) the scale of the study 
area; and (iv) the limitations of software and hardware.

(3) Sample subdividing strategy  The number of landslides 
in a landslide inventory usually ranges from 1 to 250, with 
the areas of the study sites being the nonlinear correlation 
in the 1142 publications. A total of 60.51% of all articles 
used a sample subdividing strategy to divide the landslide 
dataset into training and testing sets. The different samples 
input into the model have different results, and the quan-
tity of landslide samples available and sample subdividing 
strategy determine the accuracy of the LS mapping. For 
example, Maxwell et al. (2020) summarised that increas-
ing the training sample size tended to improve the model 
accuracy, with the largest improvement at lower sample 
sizes (1 ~ 250); however, this benefit diminishes as the sam-
ple size increases. Random selection is the most frequently 
used sample subdividing strategy. It allows different ratios 
to be easily calculated using Hawth’s analysis tool for Arc-
GIS. A random sample cannot guarantee selecting the best 
subset to train a model. Compared to the whole samples, the 
distribution of the training samples should not change much. 
The inconsistent results are mainly due to the differences in 
the training samples created by a random process, without 
investigating the attributes of the created samples (Sameen 
et al. 2020a). To improve this method, a stratified random 
sample is applied to each data layer. Landslide/nonland-
slide training and testing datasets were constructed by this 
approach to allow all classes of variables to be represented 
with the same proportion in these constructed datasets (Eker 
et al. 2015). This can alleviate the problem that excessive 
amounts of samples would lead to overfitting of the model. 
When the sizes of the available original samples are limited, 
stratified random sampling can augment an existing sample 
to reduce the standard errors of the regional estimates, thus 
improving the accuracy of the results (Stehman et al. 2011). 
However, stratified random sampling is rarely studied in 
the literature database. Some studies attempt to search the 
best representative dataset by adopting other methods, such 
as cross-validation, bootstrap, and Mahalanobis distance 
(Wan 2009; Goetz et al. 2011; Kornejady et al. 2017; Chen 
et al. 2018a). For instance, when samples come from the 
same slide event, multiple points within the same polygon 
could be grouped into the same partition so as not to bias the 
assessment. Cross-validation was used to randomly partition 
the landslide dataset into k subsets. One of the subsets is 
used as testing data, whereas the remaining subsets are used 
to train the model and optimise the parameters. It is con-
sidered the gold standard for machine learning with many 
advantages, such as effectively reducing the randomness of 
the train-test split, better evaluating the modelling methods 
with limited data, and generating a less biased model.
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In the literature database, the commonly used training–
testing ratios are ordered from more to less: 70/30, 80/20, 
50/50, 75/25, 60/40, and 90/10. What is the best ratio? Many 
studies directly choose a ratio without any proper explana-
tion to predict landslides and show that the results are sat-
isfactory (Luo et al. 2019; Akinci et al. 2020). However, 
there is no evidence in these studies that the results can be 
attributed to the subdividing strategy, or the results would 
not be optimised under alternative strategies (Pourghasemi 
et al. 2020). Some studies considered different training/test-
ing ratios for landslide modelling to obtain a better divi-
sion (Mancini et al. 2010; Paulin et al. 2010). For instance, 
Jaafari et al. (2019) and Sahin et al. (2020) compared the 
effect of nine sampling ratios (from 10/90 to 90/10, with 
intervals of 10%) on the accuracy of prediction models 
and found that the best results were achieved with a ratio 
of 70/30, and the lowest performance was achieved with 
a 90/10 ratio. However, Shirzadi et al. (2018) investigated 
four different sample sizes and different raster resolutions 
for preparing LS mapping, and the results revealed that the 
random subspace algorithm obtained the highest prediction 
accuracy with sample ratios of 60/40 and 70/30 and a raster 
resolution of 10 m, whereas the multiboost ensemble algo-
rithm achieved the highest prediction accuracy with ratios of 
80/20 and 90/10 and a raster resolution of 20 m. Moreover, 
Vakhshoori & Zare (2018) considered three ratios (50/50, 
60/40, 70/30) for landslide prediction and found that none 
of the ratios meaningfully reduces/increases the validity of 
the models. Therefore, there is no agreement on which ratio 
produces better results. However, we noticed that a small 
training dataset may not cover the spatial variability of the 
conditioning factors. In contrast, a large training dataset will 
more likely violate the independent observation assumptions 
because of spatial autocorrelation (Heckmann et al. 2014).

Therefore, the selection of the sample subdividing strat-
egy must consider (i) the availability of landslide data, (ii) 
the model type, (iii) the raster resolution, and (iv) the char-
acteristics of the study area. We recommend that when the 
training dataset is limited, cross-validation and bootstrap 
subdividing strategies should be used; and when the train-
ing dataset is large, stratified random sampling should be 
considered.

Conditioning factors and their trends

Of the 476 conditioning factors, the use trends of slope, 
lithology, aspect, elevation, land use/land cover, distance to 
rivers, distance to roads, distance to faults, and rainfall in 
the three periods steadily increased with the number of arti-
cles (Fig. 11). These findings are basically consistent with 
Pourghasemi et al. (2018), Reichenbach et al. (2018), and 
Lee (2019). Topographical factors are the most frequently 

used in the literature database because these parameters 
describing the geometric characteristics of hillslope land-
forms have an important impact on the occurrence of land-
slides and are easily extracted from DEMs in GIS. Max-
well et al. (2020) revealed that incorporating measures of 
lithology, soils, and distance to roads and streams did not 
improve the model performance in comparison to just using 
14 topographical factors, which highlighted the value of 
topographical factors. Therefore, in remote mountainous 
areas, if geological factors are limited, DEM-derived ter-
rain variables should be used to predict landslides in the 
preliminary study. In the literature, the range of the resolu-
tion of the DEM is from 0.25 m × 0.25 m to 1 km × 1 km, 
and the commonly used resolutions are 10–30 m. Digital 
elevation data with a spatial resolution of 30 m are most 
frequently applied in the literature and are generally avail-
able over large spatial extents, such as Advanced Spaceborne 
Thermal Emission and Reflection Radiometer Global Digital 
Elevation Model version 3, NASA Shuttle Radar Topogra-
phy Mission version 3, and Advanced Land Observing Sat-
ellite World 3D-30 m. The resolution of DEMs used for LS 
modelling has increased significantly in recent years, with 
most of the articles that use DEM resolutions better than 
30 m × 30 m. Very high resolution DEMs (< 5 m) derived 
from the LiDAR, InSAR, and UAV techniques are becoming 
popular because they are easy to acquire and provide a high 
level of detail. The source and spatial resolution of DEM 
files directly affect the quality of the final predictive maps. 
For instance, Kaminski (2020) found that a 20-m LiDAR 
DEM obtained a better model accuracy than a 20-m Land 
Parcel Identification System DEM. Some studies (Jaafari 
2018; Arabameri et al. 2019) demonstrated improved preci-
sion of results when high-resolution DEMs were utilised, 
while other studies (Mahalingam & Olsen 2016; Chang et al. 
2019) reported that 30 m DEMs provided better LS map-
ping than their finer counterparts. Due to the scale effects 
of DEM-derived topographic variables, it remains a chal-
lenging task to select an optimal DEM resolution. A coarser 
DEM has a lower accuracy in describing the terrain, and 
the secondary derivatives of DEM (such as slope, aspect, 
and curvature) are highly dependent on resolution. How-
ever, very high-resolution DEMs describe the terrain vari-
ations at the microscale, which are unlikely to be related to 
mesoscale processes that induce landslides (Merghadi et al. 
2020). Therefore, the appropriate choice of DEM is depend-
ent on the availability of data, the study region area, and the 
topographic characteristics of the study region.

Geological factors, such as lithology and distance to 
faults and lineaments, are frequently used in the litera-
ture. Generally, these geological data were produced from 
geological maps with different scales. If the geological 
boundaries determined by the mesoscale and small-scale 
geological maps are inaccurate, it would lead to error 
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in the result. Therefore, field verification of geological 
boundaries is an essential step. The lithology of bedrock is 
usually described in the geological map, while the surface 
sediments are rarely mapped into the lithology. However, 
some rainfall- or earthquake-inducing landslides often 
occur in these surface sediments. Therefore, LS assess-
ment does not consider the surface sediments, resulting in 
the uncertainty for the result.

Land cover mainly includes vegetation-, soil-, and land 
use-related factors. Among them, land use/land cover is 
the most used, which can be obtained from the visual or 
automatic interpretation of satellite images. Land use/land 
cover is a static variable in the short term and a dynamic 
variable in the long term. Reichenbach et al. (2014) eval-
uated and quantified the effect of land use change from 
1954 to 2009 on LS zoning and found that an increase in 
unstable zones over a period of 56 years due to the expan-
sion of bare soil and forested areas was destroyed. NDVI 
quantitatively describes the physical characteristics of the 
vegetation. We found that the application of NDVI rapidly 
increased from 2016 to 2020. This specific trend is due to 
the increased availability of remote sensing-derived products 
(e.g. NASA’s Landsat satellites and ESA’s Sentinel-2 satel-
lites) (Pourghasemi et al. 2018). Many soil-related factors 
(soil type, soil depth, soil cohesion, and internal friction 
angle) are used in the detail scale (0 ~ 10 km2) and medium 
scale (10 ~ 100 km2) because these parameters need to be 
input into the deterministic models. The consistency of soil 
data also affects the use of soil at different study scales. For 
example, in the USA, detailed soil data were generated at 
the county level and, therefore, were not consistent between 
countries.

For hydrological factors, the application of distance to 
rivers, topographic wetness index (TWI), and SPI increased 
rapidly from 2016–2020. These three factors were also cal-
culated by adopting the DEMs and certain algorithms in 
GIS. The river erodes and softens the hillslope toe for a 
long time, thus disturbing the stability of the slopes. When 
using distance to rivers, the distance that the river affects the 
instability of hillslope should be determined.

Recently, the use of environmental factors (e.g. rainfall 
and PGA) has shown an increasing trend. A rainfall map 
was constructed using the kriging spatial interpolation 
method in the GIS environment based on rainfall data 
(Huang et al. 2022a). The accuracy of rainfall depends 
on the number of available weather stations and the size 
of the mapping units. The use of rainfall increases with 
increasing study scale. There may be no weather station 
at the detailed and medium scales, and the rainfall value 
obtained by interpolation cannot describe the change at 
the microscale. However, regional and national scales 
contain many weather stations and usually use mapping 
units with grids larger than 100 m; thus, the change in 

rainfall values on a small scale does not seem important. 
For the same reason, PGA, one of the main indicators of 
an earthquake, is often used in national-scale research. In 
addition, the keyword analysis also indicated that rainfall 
and earthquakes are research hotspots. Rainfall and earth-
quakes are the main triggering factors of landslides. The 
susceptibility mapping of rainfall and earthquake land-
slides has always been a research hotspot (Kamp et al. 
2008; Zhao et al. 2019).

Significantly, input conditioning factors have some key 
problems in susceptibility assessment as follows: (i) The 
scale effects of landslide conditioning factors are due to 
diverse sources of factor data being used at a broad range 
of scales (from 1:5000 to 1:1,000,000). Ideally, the input 
data must have the same resolution and quality, (ii) a lack 
of geographic consistency of the different conditioning fac-
tors, and (iii) more importantly, there is no standard rule 
or global agreement that can be correctly adopted to select 
conditioning factors and number of factors. The selection 
of landslide conditioning factors has a significant impact on 
the performance of final predictive maps. The analysis of the 
literature database found that 430 different factors were iden-
tified in all articles and 1 to 34 factors were used per article. 
However, it is impossible to collect all these factors and to 
apply them in a single LS assessment. In addition, the use 
of a number of conditioning factors in a model increases the 
cost of data collection and the processing time, introduces 
noise, and possibly reduces prediction accuracy (Pradhan 
& Lee 2010b; Zhou et al. 2018). Generally, the selection of 
landslide conditioning factors must take into account (i) the 
availability of data, (ii) the scale of the study area, (iii) the 
characteristics of the study area, (iv) the landslide type, and 
(iv) the genetic mechanisms of landslides (van Westen et al. 
2008). However, this method involves subjective experience 
analysis of experts and is a qualitative method. Recently, a 
quantitative feature selection method (e.g. correlation attrib-
ute evaluation, chi-square attribute evaluation, information 
gain, gain ratio, One-R classifier, Relief-F algorithm, subset 
evaluators, symmetrical uncertainty, and random forest) was 
adopted to rank the weight of the input factors and eliminate 
less important factors (Chen et al. 2018a; Bui et al. 2020; 
Huang et al. 2022b). These techniques can find an effective 
combination of geoenvironmental factors and determine the 
number of effective factors. For instance, Tang et al. (2020) 
used principal component analysis to select the relatively 
important factors, and the results revealed that the model 
accuracy that uses 9 factors with relatively high weights 
was better than that obtained from 11 factors. Therefore, 
we recommend identifying and selecting all conditioning 
factors available for the study area in the preliminary study. 
Then, a quantitative feature selection method can be used to 
eliminate irrelevant or less important factors to obtain highly 
accurate results.
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The advantages and limitations of mapping units

Analysis of the 1142 articles revealed that grid units 
(95.53% of 1142), slope units (2.80%), unique condition 
units (1.66%), and watershed units (0.61%) were the com-
mon types of mapping units. Each unit has certain advan-
tages and limitations. The grid unit subdivides the entire 
area into regular squares of predetermined dimensions and 
then assigns a value to each grid to represent different fac-
tors (Liu et al. 2020). Its data structure is in matrix form, 
which is convenient for storage and calculation. The grid 
unit is by far the most used mapping unit because it is easy 
to subdivide the landscape at all resolutions and geographi-
cal scales (Reichenbach et al. 2018). The resolutions of the 
grid units are from 0.25 to 2 km in the literature, of which 
5 ~ 30 m was the most common. These resolutions often 
coincide with DEM data. Some studies have explored the 
effects of different grid resolutions on the performance of 
landslide modelling (Paulin et al. 2010; Cama et al. 2016; 
Shirzadi et al. 2019). The choice of grid size is an issue. 
Small grids can capture the micromorphological character-
istics of small shallow landslides in great detail but reduce 
the computational efficiency. However, grids that are too 
large smooth the local terrain details, which may be more 
suitable to describe large deep landslides (Reichenbach et al. 
2018). In addition, grid units divide the landscape with a fine 
to very fine resolution, but there is no physical relationship 
between grid units and landslides.

The slope unit divides the land surface into thousands 
of independent slopes by ridge and valley lines, which is 
the basic terrain unit of landslide occurrence. Slope units 
reflect the physical relationships between landslides and 
morphological features and accurately represent the geologi-
cal and geomorphological characteristics of the study area. 
Currently, many slope unit division methods are proposed, 
such as manual division, GIS-based hydrological, and cur-
vature watershed methods (Huang et al. 2021). However, 
there are a few limitations for slope units: (i) The division 
process is complicated, time consuming, and error prone, 
and (ii) the results of different division methods are different 
and subject to great subjective influence. Some studies have 
demonstrated that the assessment result based on the slope 
unit is better than that based on the grid unit (Ba et al. 2018; 
Yu & Chen 2020).

Unique condition units are obtained by overlaying all 
landslide conditioning factors; thus, every unit depends on 
the combination of different properties. The size and total 
number of units are determined by the number of and the 
classification criteria of influencing factors, respectively 
(Guzzetti et al. 1999). This unit reflects geomorphological 
and geological differences. The main advantages of unique 
condition units are their conceptual simplicity and ease of 
numeric computation (Federici et al. 2007). However, it has 

some limitations in LS mapping; for example, the continu-
ous factors must be classified before overlaying, which is 
a subjective procedure. In addition, when intersecting all 
the geo-environmental layers, many small topographic 
units will be generated (Reichenbach et al. 2018), which 
can result in errors in the results. Therefore, a large spatial 
extent (regional and national scales) is not applicable for 
these units.

Watershed units, derived from DEM files in GIS, partition 
the whole region into independent small watershed units 
based on ridge lines. This unit is more suitable for the evalu-
ation of debris flows but less suitable for landslides. It rep-
resents the actual geomorphic features. Compared with grid 
units, the watershed unit can achieve better prediction results 
in debris flow susceptibility mapping (Qin et al. 2019).

Therefore, we suggest selecting appropriate topographic 
units according to the following conditions: landslide type, 
spatial extent of the study area, number and quality of 
factors, and computing power of computer hardware and 
software.

Trend of susceptibility models

The results of the keyword analysis were consistent with 
those of the statistical analysis of the models, which have 
always been the key themes of landslide prediction (Fig. 7). 
Similar to the results of statistical studies by Pourghasemi 
et al. (2018), Reichenbach et al. (2018), and Lee (2019), 
we found that conventional LS models such as the LR, FR, 
SVM, AHP, IV/SI, and ANN were frequently used. Among 
the 429 different models in the 1142 articles, 11 models 
were used more than 30 times, and 286 models were used 
only once. This finding indicates that researchers have a 
largely unjustified and excessive interest in certain models 
but could not reach a consensus on the most suitable and 
efficient techniques or methods for all regions until now 
(Reichenbach et al. 2018; Chen et al. 2020). LS models can 
be qualitative and quantitative or direct and indirect. In this 
study, we divided the models for LS into qualitative models, 
deterministic models, bivariate statistical models, multivari-
ate statistical models, machine learning models, and hybrid 
models. Every susceptibility model has its own advantages 
and disadvantages. The selection of an appropriate model in 
a given region often remains a challenging task.

The qualitative models are characterised by expert opin-
ions and judgements about terrain conditions to determine 
the susceptible levels. The designating weights of factors 
are highly subjective, and the results of qualitative models 
vary depending on the knowledge of experts. AHP is the 
most used quantitative method in the literature database. 
The synthesis ideology of AHP is to compare pairs of deci-
sion factor hierarchies to assign the weights and examine 
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the consistency ratio (Althuwaynee et al. 2014). The merits 
of using AHP in LS assessment are as follows: (i) all types 
of information related to landslides can be included in the 
discussion (Kayastha et al. 2013); (ii) it is well suited to 
make collective judgements in complex research; (iii) it 
does not require a sufficient number of landslides; and (iv) 
it is often useful for studies at large, regional, and national 
scales (Fig. 15).

Deterministic models are used the least in the literature 
database. The proportion of deterministic models is the 
highest at the detailed scale (0 ~ 10 km2), and its proportion 
decreases with the increase in the study scales. These models 
are quite complex and not applicable for large-scale areas. 
The deterministic method is a methodology that combines 
the hydrological model and infinite slope-stability models 
to estimate the potential or relative instability of hillslopes 
(Pradhan & Kim 2016). Hydrological models can analyse 
the pore-water pressure, and infinite slope-stability models 
can compute the safety factors. Therefore, deterministic 
models require a large quantity of geotechnical and hydro-
logical input data, such as cohesion and internal friction 
angle. In the process of obtaining geotechnical and hydro-
logical parameters, uncertainty arises due to the spatial vari-
ability of the surface and complex geological conditions, 
which increases the possibility of obtaining erroneous analy-
sis results (Lee et al. 2020). This also limits its scope of 
application, and it is only applicable when ground condi-
tions are fairly homogenous, landslide types are simple, and 
potential landslide mechanisms are also known (Akgun & 
Erkan 2016). In addition, deterministic methods consider the 
mechanism and process of landslide occurrence and do not 
need landslide inventories. Therefore, deterministic models 
are often used at detailed and medium scales (Fig. 15). In 
the literature, the most frequently used methodologies for 
regional deterministic modelling are SINMAP, TRIGRS, 
and the shallow slope stability model (Yilmaz & Keskin 
2009; Zhuang et al. 2017) (Fig. 15).

Bivariate statistical models are the most used from 2001 
to 2020 because they can effectively analyse the statistical 
relationship between historical landslides and influencing 
factors. The weights of the landslide conditioning factors 
are assigned based on landslide density using different 
algorithms (Shahabi et al. 2013), which are simple to oper-
ate and easy to understand. However, these models have 
shortcomings in that (i) they cannot represent the landslide 
mechanism; (ii) they cannot reflect the relationship between 
factors; (iii) the classification of each landslide conditioning 
factor affects the quality of the LS map; and (iv) landslide 
conditioning factors might be overemphasised regarding 
their proneness to landslide activity. We found that these 
models are most frequently applied to medium-scale and 
large-scale areas, whereas national-scale areas are less 
frequently used (Fig. 15). This is because a large number 

of landslides in medium-scale and large-scale regions can 
objectively analyse the relationship between landslides and 
inducing factors, while there may not be so many landslides 
in national-scale regions. Among the bivariate methods, FR, 
WoE, and IV/SI have been applied widely and efficiently 
in solving the task of interest. FR is the ratio of the area 
where landslides occurred in the total study area and is also 
the ratio of the probabilities of a landslide occurrence to 
a nonoccurrence for a given attribute (Lee 2005; Lee & 
Pradhan 2006). Its calculation is simple and efficient. The 
results of the FR model show almost a high accuracy when 
sufficient and well-distributed landslide data are provided 
(Saadatkhah et al. 2015). WoE is the Bayesian approach in 
a log-linear form using posterior (conditional) probability 
and prior (unconditional) probability. The WoE can directly 
estimate the overall importance of a factor map class and can 
combine the subjective choice of the classified factors by the 
expert with the objective data-driven statistical analysis of 
the GIS (Hussin et al. 2016).

Multivariate statistical methods determine the weights 
of landslide conditioning factors according to the relative 
contribution of each in the presence or absence of histori-
cal landslides within a defined mapping unit. In the litera-
ture, LR is a commonly used multivariate approach. The 
algorithm of LR is used for maximum likelihood estima-
tion after the conversion of the dependent variable into 
logit variable (Suzen & Doyuran 2004). The main advan-
tage of this method is that it has no strict requirements on 
data types, which can be either discrete data or continuous 
data, either normal distribution data or binary classification 
data (Lee et al. 2007). The LR model is very effective and 
reliable for describing problems with variables (e.g. the 
presence or absence of landslides). Different comparative 
studies have shown that LR performs better than bivari-
ate methods (Mahdadi et al. 2018) and qualitative models 
(Shahabi et al. 2014).

In the past 5 years (2016–2020), the use of machine learn-
ing has increased rapidly. As the study scale area increases, 
the use of machine learning also increases. This is mainly 
due to their high ability to handle complex, nonlinear data, 
and predictive accuracy problems. Generally, machine learn-
ing algorithms can be divided into supervised learning and 
unsupervised learning (Chang et al. 2020). Unsupervised 
learning can automatically classify landslide susceptibility 
without given labels (landslide inventory), which helps to 
find hidden structures and relationships among data. How-
ever, due to the lack of a landslide inventory, the model-
ling accuracy of unsupervised learning is difficult to verify. 
Therefore, common unsupervised learning methods, such 
as k-means clustering and self-organisation mapping, are 
less frequently used in the LS literature. Supervised learn-
ing can handle classification problems that rely on learning 
from labelled training data, which usually achieves a more 
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accurate LS map (Liang et al. 2021). The most frequently 
used supervised learning models include SVM, ANN, RF, 
DT, maximum entropy, NB, and logistic model tree in the 
literature database. These techniques have been reported 
to outperform conventional methods since they seem to be 
sufficient for handling nonlinear data with different scales 
and from different types of sources (Aditian et al. 2018). 
In recent years, deep learning, as a new subdiscipline of 
machine learning, has emerged to achieve artificial intel-
ligence. Deep learning is an extension of ANNs, which 
utilise multiple layers of deep neural networks to model 
complex relations among data. Similar to machine learn-
ing, deep learning can also be supervised and unsupervised. 
Compared with traditional models, deep learning can extract 
more complex and advanced hidden features although hier-
archical analysis of features (Xiong et al. 2021), but the 
structure is more complex. In the literature database, con-
volutional neural networks (CNNs) and deep learning neu-
ral networks have been successfully used for LS mapping 
(Bui et al. 2020; Sameen et al. 2020b). CNN is a typical 
supervised deep learning model that automatically learns 
complex nonlinear mapping from raw input to given labels 
or ground truth through a series of convolutional layers (Ji 
et al. 2020). The descriptions, advantages, and drawbacks of 
the main machine learning are listed in Table 5. We found 
that these machine learning-based predictive models are 
sensitive to some issues, such as overfitting, generalisation 
error, training dataset quality, and the model configuration 
parameters. In addition, machine learning models are black 
boxes in nature, and, thus, it is difficult to interpret or iden-
tify the underlying logic.

In the literature database, a total of 218 different hybrid 
models were used 331 times with the fastest growth. This is 
because the combination of two or more models can build a 
new hybrid model, resulting in the diversity of hybrid mod-
els. Hybrid models can take full advantage of each single 
model, overcome the drawback of each single model, and 
improve the analysis precision and the prediction capacity 
of the model. For different purposes, the main hybrid models 
can be divided into three groups. (i) To improve the quality 
of the data, hybrid models were developed by combining 
machine learning with statistical models, i.e. RF combined 
with SI, certainty factor, and index of entropy (Chen et al. 
2018c). (ii) To optimise the parameters of machine learn-
ing, various metaheuristic optimisation algorithms were 
hybridised with machine learning algorithms, such as par-
ticle swarm optimisation-SVM (Yu et al. 2016), genetic 
algorithm-SVM (Niu et al. 2014), and artificial bee colony-
ANN (Hoang et al. 2019). (iii) To solve the overfitting and 
generalisation error, hybrid models that combine ensemble 
learning techniques (e.g. AdaBoost, bagging, boosting, 
dagging, Decorate, MultiBoost, stacking, and random sub-
space) with machine learning algorithms (e.g. SVM, DT, 

and logistic model tree) as base classifiers were proposed 
(Dou et al. 2020; Pham et al. 2020). The latter is the focus of 
current research. Ensemble learning is supervised machine 
learning that generates many diverse base classifiers on a 
training dataset and then combines base classifiers’ deci-
sions together by weighted or unweighted voting to obtain 
the final classification result (Huang et al. 2022b). Ensemble 
learning is mainly proposed from bagging, boosting, and 
stacking classification techniques. Bagging is a homogene-
ous ensemble model using parallel training, which obtains 
multiple training subsets from the original training set by 
resampling. Because each training subset is independent, it 
reduces the variance of the base classifier and boosts gen-
eralisation capabilities. Moreover, each base learner can be 
generated in parallel to improve the operating efficiency. 
Boosting is a homogeneous ensemble model using sequen-
tial training. The training set used by boosting in each train-
ing is unchanged, but each sample in the training set will be 
adjusted according to the last learning result so that the new 
learner can learn from the samples that have been judged 
wrong by the existing learner. This method can significantly 
improve the learning effect of weak learners, and each base 
learner can only be generated sequentially, so the train-
ing efficiency is relatively poor. Stacking, a heterogeneous 
ensemble method using parallel training, trains a model for 
combining all individual learners. Ensemble learning can 
overcome the limitations of the training dataset and improve 
the diversity of base classifiers, resulting in reduced gener-
alisation error. The main disadvantages of ensemble learning 
are that (i) the complexity of the model increases, (ii) the 
parameters require careful tuning, and (iii) the output result 
cannot be interpreted.

Significantly, previous studies have pursued model accu-
racy too much, while its interpretability has not received 
enough attention. Model accuracy is related to model com-
plexity, which in turn is the opposite of model interpret-
ability. Generally, a model with a simple structure has good 
interpretability but poor fitting ability and often low accu-
racy. The model with a complex structure (e.g. CNN, ensem-
ble learning) has a strong fitting ability and high prediction 
performance. However, due to the complex working mecha-
nism and low transparency of the model, its interpretation 
is poor. Based on interpretation principles, interpretability 
methods can be divided into ante hoc interpretability and 
post hoc interpretability (global or local) methods (Carvalho 
et al. 2019). The ante hoc interpretability is the built-in inter-
pretability of the model, which can explain the decision-
making process of the model without additional informa-
tion. In the literature database, the frequently used ante hoc 
interpretability models include NB, decision tree, and rule-
based models. Post hoc interpretability explains the working 
mechanism and decision-making basis of a given trained 
learning model using an explanation method or building a 
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model. Some post hoc interpretability approaches have been 
proposed to explain the contribution of features to predicted 
values, such as Shapley additive explanation and partial 
dependency plots (Zhou et al. 2022). The Shapley additive 
explanation method shows the contribution of each feature to 
the predicted value by calculating the Shapley value of each 
feature in an individual sample and then explains the black 
box model from the global and local levels. Partial depend-
ency plots can show the contribution of one or two features 
to the predicted value of the model and help to determine 
what will happen to the model predictions when many fea-
tures are adjusted. However, we found that these post hoc 
interpretability methods are rarely used in the interpretation 
of landslide prediction models.

The selection of landslide susceptibility models is chang-
ing from simple qualitative and statistical models to complex 
machine learning and hybrid models. The performance of 
different model algorithms varied at different study sites 
(Ghasemain et al. 2020). The choice of the appropriate 
model depends on the fundamental quality of the model 
algorithm, the desired scale of analysis, the landslide inven-
tory used, and the conditioning factors considered (Yilmaz 
2009). For detailed scale research, the results obtained using 
deterministic models to predict shallow landslides may be 
more reliable. More machine learning and hybrid models 
are applied to regional and national study scales. The fac-
tors are more complex and heterogeneous at regional and 
national study scales. Machine learning is a rapidly devel-
oping field with rapid technology iteration. Deep learning 
can effectively extract useful information from big data 
to reveal complex nonlinear relationships between condi-
tioning factors and landslides without requiring additional 
prior knowledge or assumptions. Therefore, deep learning, 
especially methods based on CNNs, may require additional 
research on LS mapping. When landslide samples are insuf-
ficient in a region-scale area, unsupervised and semisuper-
vised deep learning is indispensable. We recommend using 
deep learning and hybrid models to solve the problems of 
machine learning algorithms, which improve model accu-
racy. Machine learning with black box properties cannot 
interpret the statistical regularity between landslides and 
environmental conditions. Therefore, the interpretability of 
machine learning models should also be considered.

Model performance validation analysis

The analysis of keywords in the GIS-based LS research 
showed that the terms “validation”, “prediction” and “spatial 
prediction” are popular. Validation or zonation of the results 
began to be considered in early research from 2001 to 2010 
(Fig. 7). The validation of LS maps is an important task that 
reflects the accuracy of the study and confirms the usability 

of the model (Hong et al. 2017). We found that 112 articles 
in the 1142 publications did not perform the model fit and 
prediction and 404 articles did not validate model predic-
tion performance. LS maps have no practical significance 
without model validation. Six groups of metrics were used in 
the literature database. A single metric only provides limited 
insight into the model performance; therefore, appropriate 
metrics should be selected to comprehensively evaluate the 
model performance based on the advantages and limitations 
of each metric (Reichenbach et al. 2018).

Technically, LS assessment is a classification problem 
with the binary outcome of the presence or absence of a 
landslide (Merghadi et al. 2020). Therefore, the types of 
probability and class label metrics were frequently used to 
measure the model fit and prediction performance. These 
metrics are applicable to classification problems, which were 
calculated from the confusion matrix (Table 6). The differ-
ences between these metrics in model fit and prediction can 
determine whether the model is underfitting or overfitting. 
The success/prediction rate and ROC curves are the most 
used summary metrics to measure model performance using 
a form of class probabilities. A ROC curve is a threshold-
independent curve that exhibits sensitivity against 1-speci-
ficity for many different thresholds of classification scores. 
The area under the ROC curve (AUC) corresponds to the 
integral of an ROC curve. The AUC value can show the 
model success rate and prediction rate by engaging the train-
ing and test datasets, respectively. The success rate curve 
reveals the model fitting rate, which indicates how well the 
LS mapping separates the landslides among its susceptibil-
ity zones (Vakhshoori & Zare 2018). The prediction rate 
curve properly indicates the model performance in the 
prediction of future landslides. The advantage of ROC is 
that it yields a threshold-independent measure of predictive 
ability. A threshold-independent measure requires that the 
classifier generate some sort of scores from which the data-
set can be divided into positively and negatively predicted 
classes, rather than simply providing a static partition (Saito 
& Rehmsmeier 2015). However, class label metrics are 
designed to assess hard classifications at a single probabil-
ity decision threshold (e.g. accuracy, sensitivity, specificity, 
precision, and F-measure). These single threshold metrics 
cannot outline performance ranges with varying thresholds.

In addition, some classification metrics are sensitive to 
class imbalance (i.e. a difference in the relative proportion 
of positive and negative data). Due to the intuitive but incor-
rect interpretation of specificity, the visual interpretability of 
ROC curves can deceive conclusions about the reliability of 
classification performance when applied to imbalanced data 
(nonlandslides outnumbering landslides). In this case, pre-
cision-recall curves can provide an accurate prediction for 
future classification performance because they evaluate the 
fraction of true positives among positive predictions (Saito 
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& Rehmsmeier 2015). Similarly, class label metrics such as 
sensitivity, specificity, precision, and F-measure are suitable 
for imbalanced datasets. However, accuracy is suitable for 
balanced data. This is because in the context of imbalanced 
data, accuracy is misleading when the model is inaccurate 
in predicting negative class labels.

Regression metrics, such as root mean square error, 
mean square error, and mean absolute error, are used to 
measure the training and testing error of the implemented 
models. These metrics are applicable to only regression 
problems. In addition, landslide density calculated by 
the spatial overlay of landslides and different susceptible 
zones was used to compare whether the constructed sus-
ceptibility maps were reliable. The comparison between 
the landslide location obtained from the field survey and 
the landslide susceptibility map can reflect the efficiency 
of the model. At present, field verification is only used as 
an auxiliary metric and is rarely used.

Therefore, we recommend that the following be con-
sidered to evaluate model performance: (i) the case study 
scenario and the type (i.e. classification, regression); (ii) 
the landslide inventory with balanced data or imbalanced 
data; and (iii) use of more metrics to verify and compare 
the reliability of different models and to provide the con-
fidence interval and standard error of the metrics (e.g. 
AUC) to capture the uncertainty inherent in the meas-
ures. In addition, investigators should concentrate on the 
design of novel and more reliable methods and metrics 
for the evaluation of model/algorithm quality, which will 
improve their credibility and practicality.

Challenges ahead and research directions

Although research in GIS-based LS is in the rapid develop-
ment stage, opportunities for future research are still signifi-
cant. Based on key phrase co-occurrence and content analy-
sis, this study identifies several future research opportunities.

Exploring comprehensive factors that induce landslides

Determining the appropriate number and combination of 
conditioning factors according to their corresponding contri-
butions to landslides is still a challenging task (Abdulwahid 
& Pradhan 2017). Currently, there is no universal guideline 
for the selection of conditioning factors because the factors 
involve the specific study site and model. In characteristic 
scenarios, there are differences in landslide failure mecha-
nisms, and the inducing factors of landslides are also differ-
ent. However, certain factors (e.g. underground water, rock 
weathering, and bedding-slope relations) that have a sig-
nificant impact on landslide occurrence are rarely involved 
in model analysis (Huang & Zhao 2018; Huang et  al. 
2020a). Therefore, a more comprehensive factor database 

for different landslide types should be established by deeply 
analysing the mechanism of landslides and exploring the 
controlling factors of landslides in specific areas. Gener-
ally, feature selection methods are adopted to evaluate the 
estimation ability of input factors and eliminate irrelevant or 
partially relevant factors before constructing the LS model.

Distinguishing landslide types

Most of the previous studies did not distinguish the types 
of landslides (e.g. rock falls/avalanches, debris avalanches, 
rockslides, flow slides, and debris flows), but the mecha-
nisms of different landslide types are not the same. Then, the 
conditioning factors considered will inevitably be different. 
Therefore, future research should distinguish the types of 
landslides and adopt effective models for different landslide 
types. For example, rockslides/avalanches, rock falls, and 
debris flow susceptibility are best confirmed using physi-
cally based models; slow-moving slides, flows, and complex 
or compound LS are best ascertained using statistical models 
(Reichenbach et al. 2018).

Research on the uncertainty of multisource data

Landslide factors have diverse sources, and the scale and 
quality of data layers are different, which brings uncertainty 
to landslide modelling. Therefore, to avoid uncertainties 
associated with the input parameters in modelling, multi-
source data fusion analysis is very important.

Optimising and improving machine learning and hybrid 
models

Machine learning and hybrid models are clearly popular 
topics and are also possible directions for future research 
(Fig. 7). However, some limits exist to these methods, which 
are mainly associated with the complexity of the models and 
problems that arise from the effects of the curse of dimen-
sionality and overfitting (Chen et al. 2020). A model that 
better reveals the failure mechanism associated with land-
slides should be deeply explored. Post hoc interpretability 
methods can be used for the interpretation of landslide pre-
diction models. Furthermore, an accurate LS map generated 
using machine learning and hybrid models requires a bal-
ance between satisfactory performance and actual comput-
ing time (Merghadi et al. 2020). However, there are only a 
limited number of studies on using calculation time to evalu-
ate performance level. Therefore, these methods must be 
further improved and optimised so that they operate within 
a reasonable timeframe rather than simply applying models 
to obtain results.
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Establishing a global artificial intelligence LS evaluation 
system

Recent LS studies are stationary, and display assessment 
results that are invariant with time (Reichenbach et  al. 
2018). However, the conditions may change dynamically 
with extreme rainfall, earthquakes, volcanic activities, 
and human actions. Therefore, the landslide inventory will 
change, which results in previous LS maps being outdated. 
In the past, many researchers have conducted repeated stud-
ies at the same sites, which cause a considerable waste of 
human and material resources. In addition, it remains diffi-
cult to conduct LS research in some countries in Africa and 
South America, particularly due to the lack of sufficient and 
adequate landslide information. Accordingly, it is urgent to 
develop a global artificial intelligence LS assessment system 
to predict the risk in adjacent and distant areas. First, it is 
necessary to strengthen global cooperation to build a basic 
database. Then, the landslide inventory can be updated in 
real time through multiphase remote sensing images, mul-
tispectral satellite images, InSAR, LiDAR, or hyperspectral 
data methods or technologies. Later, machine learning and 
deep learning can be used to learn landslide occurrences 
in real time. Finally, according to the characteristics of the 
study area, the appropriate factors and models should be 
selected to intelligently evaluate LS at the local, regional, 
national, and global scales.

Conclusions

In this study, a systematic bibliometric and content analysis 
of the evolution and development of GIS-based LS research 
was performed with VOSviewer based on 1142 articles from 
WoSCC published over the past 20 years. Thematic data 
on the LS, including the landslide inventory, conditioning 
factors, mapping unit, evaluation model, and validation met-
rics, were extracted. The paper determines the topics and/
or hotspots of GIS-based LS, reveals the advantages and 
limitations of common approaches used in thematic data 
of LS, and summarises the development trends, which will 
guide investigators to quickly and fully master this research 
field. The main conclusions are as follows:

(1)	 The number of articles has increased greatly from 5 
to 151 from 2001 to 2020, and they were published in 
183 journals with 2570 authors, 948 institutions, and 
79 countries. The distribution of articles shows clear 
authors, institutions, and geographical clusters with 
high levels of academic activity. Both the top 10 most-
productive authors and institutions contributed more 
than 39% of all articles. The collaboration network 
maps reflect that these authors, institutions, and coun-

tries regularly collaborated with others. The analysis 
of the keyword co-occurrence reveals that the main 
study topics are validation and zonation, conventional 
models, and machine learning and hybrid models in the 
three periods of 2001–2010, 2011–2015, and 2016–
2020, respectively.

(2)	 The distribution of study sites has a significant geo-
graphical bias. Popular study sites are mainly concen-
trated in China, India, Iran, South Korea, and Turkey, 
while the study areas in Africa, South America, and 
Oceania remain few. With the rapid development of 
remote sensing and GIS technologies, the application 
of remote sensing technology to prepare landslide 
inventories has changed from visual interpretation to 
semiautomatic/automatic interpretation. Most of the 
sample strategies representing the landslides are point 
and polygon. The sampling strategies of landslide 
scarps or rupture zones may obtain a better prediction 
result because they are the most diagnostically unsta-
ble landforms. Random selection is the most frequently 
used sample subdividing strategy, and cross-validation 
and bootstrap sampling can solve the limitations of 
small training samples that are not fully used.

(3)	 The scale effects, a lack of geographic consistency, 
and the lack of standards are key problems in landslide 
conditioning factors. We recommend identifying and 
selecting all geoenvironmental factors available for the 
study area and then using feature selection to eliminate 
irrelevant or less important factors. With advances in 
computing technology and artificial intelligence, LS 
models are changing from simple qualitative and sta-
tistical models to complex machine learning and hybrid 
models. A complex model improves model accuracy, 
but its interpretability has not received enough atten-
tion.

(4)	 The keyword co-occurrence and content analysis found 
the following five future research opportunities: explor-
ing the comprehensive factors that induce landslides; 
distinguishing landslide types; researching the uncer-
tainty of multisource data; optimising and improving 
machine learning and integration models; and estab-
lishing a global artificial intelligence LS evaluation 
system.

Finally, the demonstrated conclusions have significant 
potential implications for GIS-based LS, even for landslide 
effects on sustainable environmental development. There-
fore, we recommend that a comprehensive/effective land-
slide database, intelligence models, and effective verification 
are necessary for LS maps at different geographical scales 
in real time, especially for extreme events (e.g. rainstorms, 
earthquakes, and volcanic eruptions). Additionally, we also 
expect that LS maps will be used for some landslide early 
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warning systems at different geographical scales, which will 
realise geohazard prevention and environmental protection 
management for the goal of sustainable social and environ-
mental development.
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