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Abstract
Global warming has constituted a major global problem. Carbon dioxide emissions from the burning of fossil fuels are the 
main cause of global warming. Therefore, carbon dioxide emission forecasting has attracted widespread attention. Aim-
ing at the problem of carbon dioxide emissions forecasting, this paper proposes a new hybrid forecasting model of carbon 
dioxide emissions, which combines the marine predator algorithm (MPA) and multi-kernel support vector regression. For 
further strengthening the prediction accuracy, a novel variant of MPA is proposed, called EGMPA, which introduces the elite 
opposition-based learning strategy and the golden sine algorithm into MPA. Algorithm test results show that EGMPA can 
effectively improve the convergence speed and optimization accuracy. The carbon dioxide emission data of China from 1965 
to 2020 are taken as the research objects. Root-mean-square error (RMSE), mean absolute error (MAE), and mean absolute 
percentage error (MAPE) are used to evaluate the performance of the proposed model. The proposed multi-kernel support 
vector regression model is used to forecast China’s carbon dioxide emissions during the “14th Five-Year Plan” period. The 
results show that the proposed model has RMSE of 37.43 Mt, MAE of 30.63 Mt, and MAPE of 0.32%, which significantly 
improves the prediction accuracy and can accurately and effectively predict China’s carbon dioxide emissions. During the 
“14th Five-Year Plan” period, China’s carbon dioxide emissions will continue to show an increasing trend, but the growth 
rate will slow down significantly.

Keywords  Carbon dioxide emissions · Multi-kernel support vector regression · Marine predator algorithm · Elite 
opposition–based learning strategy · Golden sine algorithm

Introduction

Since the industrial revolution, in order to accelerate the 
global industrialization process, it is necessary to consume a 
large amount of coal and oil, and because of the rapid growth 
of population and deforestation for economic development, 
the greenhouse gases with strong heat absorption such as 
carbon dioxide emitted into the atmosphere by human beings 

are increasing year by year; carbon dioxide emissions are the 
main cause of the greenhouse effect (Shakun et al. 2012). 
Therefore, the greenhouse effect of the atmosphere has 
also increased, causing a series of serious problems such 
as global warming, which has attracted the attention of all 
countries in the world. In order to collectively address the 
challenge of climate change and slow the global warming 
trend, in December 2015, nearly 200 parties jointly adopted 
The Paris Agreement, which sets out action arrangements 
for how the world will address climate change after 2020. 
As a carbon emitter and the world’s second largest economy, 
China’s advocacy on climate change has far-reaching influ-
ence. As a signatory to The Paris Agreement, China’s carbon 
peak in 2030 and carbon neutrality in 2060 is China’s com-
mitment to the world. Therefore, the accurate prediction of 
China’s carbon dioxide emissions has become a research 
hotspot.

There are many prediction models for carbon dioxide 
emissions in China, and the types of prediction models are 
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quite different, and the results obtained are also different. 
Li et al. using a hybrid approach combining the log-mean 
divisor index (LMDI) and decoupling index methods, the 
results suggest that China may struggle to achieve its goal 
of peaking CO2 emissions by 2030 (Li and Qin 2019). 
Zhang et al. conducted a dynamic simulation and projec-
tion of China’s carbon dioxide emissions from a system 
dynamics perspective. The results show that China will be 
able to achieve its emission reduction target by 2030 (Zhang 
et al. 2018). Qiao et al. proposed a hybrid model based on 
the improved lion swarm optimizer and LSSVM for predict-
ing carbon dioxide emissions; the results show that global 
carbon emissions will continue to increase in the next few 
years, and only Japan is likely to achieve carbon emissions 
targets, while other countries, including China, are chal-
lenging to achieve the emissions targets (Qiao et al. 2020). 
Niu et al. proposed a prediction model combining improved 
fireworks algorithm (IFWA) optimization and generalized 
regression neural network (GRNN), and the results showed 
that there is still some pressures to achieve the carbon 
intensity reduction target under the current policy efforts 
in China (Niu et al. 2020). Although there are many models 
for forecasting carbon dioxide emissions in China, the types 
of models are quite different, and the predicted results are 
also different. Therefore, it is of great significance to estab-
lish an accurate and effective model for forecasting carbon 
dioxide emissions in China.

The main objective of this research is to use machine 
learning methods and meta-heuristic algorithms to estab-
lish a scientific and effective model for forecasting China’s 
carbon dioxide emissions and accurately predict China’s 
carbon dioxide emissions in the next five years. The main 
question of this research is how to build an accurate model 
for forecasting China’s carbon dioxide emissions. The moti-
vation of this research is to accurately predict the future 
trend of China’s carbon dioxide emissions. Based on the 
above research goals, research questions, and research moti-
vations, this study combined the multi-kernel support vec-
tor regression model with the improved marine predator 
algorithm (MPA) to establish a forecast model for China’s 
carbon dioxide emissions. To make up for the limitations 
of traditional MPA, this paper integrates the elite opposi-
tion–based learning strategy and the Golden Sine Algorithm 
to improve the traditional MPA. Since carbon dioxide emis-
sion data are usually small sample data, this paper chooses 
multi-kernel support vector regression model as the predic-
tion model of carbon dioxide emission. The multi-kernel 
support vector regression model selects different kernel 
functions for weighted combinations, which effectively 
enhances the learning ability and generalization ability of 
the model and improves the accuracy and stability of the 
prediction model. The main contributions of this paper are 
summarized as follows:

(1)	 A novel variant of MPA-EGMPA is proposed, which 
introduces the elite opposition–based learning strategy 
and the golden sine algorithm into MPA, solving the 
problems of low convergence accuracy and the ten-
dency to fall into local optimum of traditional MPA.

(2)	 A new multi-kernel support vector regression is pro-
posed. Multi-kernel function combines multiple ker-
nel functions to replace single kernel function, which 
improves the learning effect of support vector regres-
sion model effectively, and EGMPA is used to opti-
mize the main parameters of multi-kernel support vec-
tor regression, which solves the problem of parameter 
selection of multi-kernel support vector regression;

(3)	 The hybrid model of EGMPA and multi-kernel support 
vector regression is selected to predict carbon diox-
ide emissions in China. The proposed hybrid model 
is applied to predict China’s carbon dioxide emissions 
during the “14th Five-Year Plan” period to assess 
whether China will be able to achieve its carbon peak 
target by 2030.

The rest of this paper is organized as follows: “Litera-
ture review” is literature review; “Methods” briefly intro-
duces the relevant theories and the hybrid forecasting model 
framework of this paper; “Algorithm test” uses 23 sets of 
benchmark functions to test EGMPA algorithms; “Results 
and discussion” uses the proposed model to forecast China’s 
carbon dioxide emissions; “Conclusions” is the conclusion 
of this paper and future research directions.

Literature review

Meta‑heuristic algorithms

Meta-heuristic algorithms are a method for solving optimal 
solutions to complex optimization problems based on com-
putational intelligence mechanisms. Meta-heuristic algo-
rithms can be divided into three categories: evolutionary 
algorithms, swarm intelligence algorithms, and physics-
based algorithms.

Evolutionary algorithm is mainly through the simulation 
of the survival of the fittest evolutionary law in nature, to 
achieve the overall progress of the population, and finally 
complete the solution of the optimal solution. Evolution-
ary algorithms are mainly represented by genetic algorithm 
(GA) (Holland 1975) and differential evolution (DE) (Storn 
and Price 1997). Genetic algorithm (GA) is a random global 
search optimization method, which simulates the replica-
tion, cross-over, and mutation phenomena occurring in natu-
ral selection and heredity. Differential evolution algorithm 
(DE) is proposed based on genetic algorithm. Later, many 
other famous evolutionary algorithms were derived, such as 
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evolutionary strategy (ES) (Hansen et al. 2003) and bioge-
ography-based optimization (BBO) (Simon 2008).

Swarm intelligence algorithm is an emerging optimiza-
tion method that simulates various group behaviors of social 
animals and uses the information interaction and coopera-
tion among individuals in a group to achieve optimization 
purposes. Particle swarm optimization (PSO) (Eberhart 
and Kennedy 1995) is a typical representative of swarm 
intelligence algorithms, which is a global stochastic search 
algorithm based on swarm intelligence by simulating the 
migration and clustering behavior of birds during forag-
ing. In addition, many intelligent optimization algorithms 
simulate the behavior of other swarms. Artificial bee col-
ony (ABC) (Karaboga and Basturk 2007) is an optimiza-
tion method proposed to mimic the behavior of bees. It only 
requires comparing the quality of problem solutions. Grey 
wolf optimizer (GWO) (Mirjalili et al. 2014) is an optimiza-
tion search method inspired by the hunting activities of grey 
wolves. Whale optimization algorithm (WOA) (Mirjalili and 
Lewis 2016) is proposed based on the behavior of whales 
to round up prey. The local search of the algorithm is real-
ized by the mechanism of shrinking enclosing and spiraling 
updates, and the global search of the algorithm is realized by 
the random learning strategy. Salp swarm algorithm (SSA) 
(Mirjalili et al. 2017) simulates the swarm behavior of the 
salp chain. In each iteration, the leader guides followers to 
move towards food in a chain behavior. In the process of 
movement, leaders explore globally, while followers fully 
explore locally, which greatly reduces the situation of falling 
into local optimum.

The physics-based algorithms are mainly inspired by 
different physical laws in nature. Gravitational search algo-
rithm (GSA) (Rashedi et al. 2009) is a novel optimization 
algorithm based on the laws of gravity and particle interac-
tions in the universe. Multi-verse optimizer (MVO) (Mir-
jalili et al. 2016) is an optimization algorithm based on the 
multiverse theory in physics, which simulates the motion 
behavior of the multiverse population under the joint action 
of white holes, black holes, and wormholes. Sine cosine 
algorithm (SCA) (Mirjalili 2016) uses sine and cosine math-
ematical models to solve the optimization problem. Golden 
sine algorithm (Golden-SA) (Tanyildizi and Demir 2017) 
is inspired by the scanning within the unit circle of the sine 
function, which is similar to the spatial search of the solution 
to be optimized. The algorithm has strong local exploitation 
capabilities.

Marine predator algorithm (MPA) is a new meta-heuristic 
algorithm proposed by Faramarzi et al. in 2020. The main 
inspiration for MPA comes from a wide range of forag-
ing strategies, namely, Lévy and Brownian movements of 
marine predators, and policies for optimal encounter rates 
for biological interactions between predators and prey (Fara-
marzi et al. 2020). MPA has been widely studied by scholars 

for its powerful optimization ability. MPA has been used in 
many practical problems, such as rolling bearing fault diag-
nosis (Wang et al. 2021c), rotor angle stability of power sys-
tems (Yakout et al. 2021), sensor optimization design (Aly 
et al. 2021), and COVID-19 confirmed case prediction (Al-
Qaness et al. 2020). In addition, in view of the disadvantages 
of the traditional MPA, such as slow convergence speed 
and easy to fall into local optimal, scholars have made vari-
ous improvements to it. Zhong et al. combined MPA with 
teaching-based optimization algorithm and incorporated 
mutation and crossover strategies to effectively increase 
predator diversity and avoid premature convergence (Zhong 
et al. 2020). Elaziz et al. introduced the quantum theory to 
MPA and applied it to solve the problem of multi-threshold 
image segmentation (Elaziz et al. 2021). Oszust introduced 
local escaping operator (LEO) to balance the exploration 
and exploitation capabilities of MPA (Oszust 2021). Abdel 
et al. proposed a binary version of MPA to solve the 0-1 
knapsack (KP01) problem (Abdel et al. 2020). Yang et al. 
proposed a multi-strategy MPA containing a chaotic opposi-
tion learning strategy, a neighborhood dimensional learning 
strategy, adaptive inertia weights, and adaptive step control 
factors, and applied it to logging oil formation identifica-
tion (Yang et al. 2021). Wang et al. introduced the location 
update strategy of PSO to make up for the shortcomings of 
MPA in global search (Wang et al. 2021b). Houssein et al. 
introduced opposition learning strategy into MPA to improve 
the convergence speed of MPA (Houssein et al. 2021a, b). 
Aiming at the problems of slow convergence speed, weak 
local search ability, and easy to fall into local optimal solu-
tion of MPA, this paper combines elite opposition-based 
strategy and golden sine algorithm to improve MPA. Firstly, 
elite opposition–based learning strategy is introduced in the 
initialization stage to improve the diversity of the initiali-
zation population, increase the search space, and enhance 
the global search ability of the algorithm. Secondly, gold 
sine algorithm is integrated into the position update mode 
of MPA in phase 3 to enhance the optimization performance 
of MPA.

Carbon dioxide emissions forecast

In recent years, many scholars have proposed different mod-
els to predict carbon dioxide emissions. According to the 
summary of the literature reading, the main carbon dioxide 
emission prediction models mainly include econometric and 
mathematical models, machine learning models and hybrid 
models. For econometrics and mathematical models, Wang 
et al. used a nonlinear grey multivariate model for predic-
tive analysis of China’s carbon dioxide emissions, and the 
proposed model has higher prediction accuracy (Wang and 
Ye 2017). Mga et al. introduced the environmental kuznets 
curve hypothesis and differential information principle in 
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a fractional grey Ricardian model, and the results suggest 
that the USA, China, and Japan will gradually reduce their 
carbon emissions in the future (Gao et al. 2020). Wang et al. 
investigated the drivers of carbon emissions from electricity 
generation in China based on a two-stage LMDI approach 
(Wang et al. 2021a). Song et al. used ST-LMDI model to 
identify potential dynamic trends of China’s carbon emis-
sions under different scenarios(Song et al., 2022b). For 
machine learning models, Abbas et al. proposed a multi-
stage method of integrated clustering, machine learning, and 
dimensionality reduction to predict carbon dioxide emis-
sions based on two important variables, economic growth, 
and energy consumption. The developed multi-stage method 
can accurately predict carbon dioxide emissions (Mardani 
et al. 2020). Lin et al. proposed an improved attention mech-
anism–based long short-term memory (LSTM) neural net-
work (attention-LSTM) to predict the carbon dioxide emis-
sions of different countries or regions (Lin et al. 2021). Sun 
et al. combined PCA and RELM to predict carbon dioxide 
emissions in China (Sun and Sun 2017). In order to make up 
for the shortcomings of a single model, many scholars used 
hybrid models to predict carbon dioxide emissions. Zhou 
et al. used support vector machines and improved particle 
swarm optimization (IPSO) to forecast carbon dioxide emis-
sions in the Chinese power sector (Zhou et al. 2018). Qiao 
et al. proposed a hybrid model based on the improved lion 
swarm optimizer and LSSVM for predicting carbon dioxide 
emissions. (Qiao et al. 2020). Niu et al. proposed a predic-
tion model combining improved fireworks algorithm (IFWA) 
optimization and generalized regression neural network 
(GRNN) (Niu et al. 2020). Wen and Yuan combined ran-
dom forest, PSO, and BP neural network to establish a car-
bon dioxide hybrid prediction model (Wen and Yuan 2020). 
Some scholars have analyzed the impact of COVID-19 on 
air quality in India and the UK, and the results show that 
the blockade measures during the COVID-19 period cannot 
improve air quality in the long run (Shehzad et al. 2021 ; 
Ropkins and Tate 2021).

In addition, many scholars have analyzed and studied the 
factors influencing carbon dioxide emissions. Sangeetha and 
Amudha, Heydari et al. and Lin et al. selected historical data 
of energy sources such as oil, coal, natural gas, and primary 
energy sources to predict carbon dioxide emissions, and con-
cluded that various energy consumptions play a crucial role 
in carbon dioxide emissions. (Sangeetha and Amudha 2018; 
Heydari et al. 2019; Lin et al. 2021). Song et al. investigated 
the characteristics of carbon intensity in various regions of 
China, and energy intensity was the main factor affecting 
the spatial differences and temporal dynamics (Song et al. 
2019). Niu et al. considered seven categories of influencing 
factors for carbon dioxide emissions projections: economy, 
population, economic structure, industrial structure, energy 

intensity, energy mix, and stringency of environmental 
policies (Niu et al. 2020). You et al. investigated the effect 
between coal-related carbon emissions (CCE) and economic 
growth, and showed that activity and energy intensity had 
the greatest effect on CCE (You et al. 2020). Song et al. 
investigated the temporal and spatial differences in per capita 
carbon emissions across Chinese provinces, and energy con-
sumption was the main factor affecting per capita carbon 
emissions. (Song et al. 2022a). From the above literature 
on carbon dioxide emissions, it can be seen that traditional 
econometric models and machine learning models have 
been widely used in carbon dioxide emissions prediction. 
However, a single model may have problems such as poor 
robustness. Therefore, this paper combines the multi-kernel 
support vector regression model with the improved MPA 
algorithm to establish an accurate and effective hybrid model 
for forecasting China’s carbon dioxide emissions.

Methods

Multi‑kernel support vector regression

Support vector regression

Support vector regression (SVR) (Liang and Sun 2003) is 
the application of support vector machine (SVM) (Cortes 
and Vapnik 1995) to regression problems. Given the training 
datasetD = {(x1, y1), (x2, y2), ⋯, (xm, ym)}, SVR is to construct 
the regression function with the following form:

where ω is a coefficient vector, and b is a constant. The 
optimization problem of SVR can be expressed in Eq. (2):

where C is the regularization constant and ℓε is the 
ε-insensitive loss function. By introducing non-negative 
slack variables ξi and 𝜉i , the constraint optimization prob-
lem can be expressed as follows:

Through constructing a Lagrangian function, the optimi-
zation problem can be transformed into the dual problem and 
its solution is given by Eq. (4),

(1)f (x) = �Tx + b

(2)min
�,b

1

2
‖�‖2 + C

m�

i=1

��

�
f
�
xi
�
− yi

�

(3)

min
𝜔,b,𝜉i𝜉i

1

2
‖𝜔‖2 + C

m∑
i=1

�
𝜉i + 𝜉i

�

s.t

⎧
⎪
⎨
⎪
⎩

f
�
xi
�
− yi ≤ 𝜀 + 𝜉i,

yi − f
�
xi
�
≤ 𝜀 + 𝜉i,

𝜉i ≥ 0, 𝜉i ≥ 0, i = 1, 2,⋯m.

5733Environmental Science and Pollution Research  (2023) 30:5730–5748

1 3



where αi and 𝛼̂i are both Lagrange multiplier vectors. The 
solution of Eq. (1) is obtained by solving the dual problem:

Considering the feature mapping form, the correspond-
ing SVR solution can be expressed as:

If φ(xi)Tφ(xj) is written in kernel function form, the 
final decision function can be written as:

Kernel function

Kernel functions have many forms, common kernel func-
tions are the following:

(1)	 Linear kernel

Linear kernel is the simplest kernel function and is 
mainly used for linearly separable cases. However, since 
most problems in practice are nonlinear, nonlinear kernel 
is more commonly used.

(2)	 Polynomial kernel

where d ≥ 1 is the order of the polynomial.

(3)	 RBF kernel
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where σ > 0 is the bandwidth of the RBF kernel function, 
which determines the scope of action of the kernel function.

(4)	 Sigmoid kernel

where tanh is the hyperbolic tangent function, β is the slope, 
and θ is the intercept.

Multi‑kernel support vector regression

In the process of SVR modeling, the selection of kernel 
function is very important. Single kernel cannot achieve 
good learning results, so multi-kernel learning has attracted 
extensive attention. Multi-kernel learning can effectively 
improve the learning effect of the model by weighting mul-
tiple kernel functions together instead of single kernel func-
tions. A multi-kernel function can be expressed as:

where mα is the weight of different kernel functions in multi-
kernel functions, and the sum of the weights is 1. In this 
paper, multi-kernel functions are constructed based on linear 
kernel, RBF kernel, polynomial kernel, and Sigmoid kernel, 
and the multi-kernel functions are used in the multi-kernel 
support vector regression model.

Marine predator algorithm

The marine predator algorithm (MPA) is a novel meta-heuris-
tic optimization algorithm proposed by Afshin Faramarzi et al. 
in 2020, which is inspired by the survival of the fittest theory 
of the marine, where marine predators choose the best foraging 
strategy by choosing between Lévy or Brownian wandering.

According to Darwin’s theory of survival of the fittest, 
top predators in nature are more talented in foraging. There-
fore, an Elite matrix is constructed based on top predators. 
This matrix supervises the search and finding of prey based 
on information about its location.

where �⃗X
I represents the top predator vector, which is repli-

cated n times to construct the Elite matrix. n is the number 
of search agents, and d is the dimension.
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Another matrix with the same dimension as Elite is called 
Prey, and the predator positions are updated based on this 
matrix.

where Xi, j represents the jth dimension of the ith prey.
MPA optimization process is described as follows:

Step 1: Initialization phase.

Similar to most of the meta-heuristic algorithms, MPA 
randomly initializes the prey position in the search space 
and initializes the Prey matrix with Eq. (15):

where Xmax and Xmin is the upper and lower bound of the 
search space, rand is a uniform random vector in the range 
of 0 to 1.

Step 2: MPA optimization phase.

Phase 1: This phase is mainly used for global search. 
When the predator is moving faster than the prey, the 
prey takes a Brownian motion and the predator does not 
move. The mathematical model of this rule is applied 
as:

where RB is a vector containing random numbers based 
on normal distribution representing the Brownian motion. 
P = 0.5 is a constant number. R is a vector of uniform ran-
dom numbers in [0,1]. Iter is the current iteration, while 
Max_Iter is the maximum one.

Phase 2 In this phase, the global search is transformed 
into local search for the current optimal solution. Half 
the population is used for exploitation and the other half 
for exploration. When the predator and prey are at the 
same speed, prey is responsible for exploitation based 
on Lévy motion strategy. Predator is responsible for 
exploration based on Brownian motion strategy. The 
mathematical description of exploitation and explora-
tion is as follows:

(14)Prey =

⎡
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⎢
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⎤
⎥
⎥
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min
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�
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i = 1, 2,⋯ , n

(17)

1

3
Max_Iter < Iter <

2

3
Max_Iter{

stepsizei = RL ⊗
(
Elitei − RL ⊗ Preyi

)

Preyi = Preyi + P ∙ R⊗ stepsizei
i = 1, 2,⋯ , n∕2

where RL is a vector of random numbers based on Lévy 

distribution. CF =

(
1 −

Iter

Max_Iter

)(
2

Iter

Max_Iter

)

 is considered as an 
adaptive parameter to control the step size for predator 
movement.

Phase 3: In this phase, the local search for the cur-
rent optimal solution location is carried out. When the 
predator is slower than the prey, the predator adopts the 
exploitation strategy based on Lévy motion. This phase 
is presented as:

Step 3: FADs’ effect and Eddy formation.

Fish aggregation devices (FADs) or eddy effects usually 
alter the foraging behavior of marine predators, a strategy 
that enables MPAs to overcome premature convergence 
problems and escape local extremes during the search for 
an optimum. Its mathematical description is as follows:

where FADs = 0.2 is the probability of FAD effect on the 
optimization process. U is the binary vector with arrays 
including 0 and 1. r is the uniform random number in [0,1]. 
r1 and r2 subscripts denote random indexes of Prey matrix.

Elite opposition‑based learning strategy

The performance of the meta-heuristic algorithm is affected 
by the quality of the initial solution.

In order to further improve the population diversity of 
MPA, this paper applies the elite opposition-based learning 
strategy to the initial population stage of MPA. The elite 
individual most probably has more useful information than 
other individuals. The opposition solution of current elite 
individuals is generated, and the opposition solution of 
elite individuals is integrated with the current solution, and 
excellent individuals are selected to form a new population, 
which effectively increases the population diversity of MPA, 
improves the quality of population, and avoids the algorithm 
falling into local optimum.

The individual X
e
=

(
X
e,1,Xe,2,⋯ ,X

e,D

)
 corresponding 

to the extreme point of fitness function in algorithm iteration 
is regarded as the elite individual of the population 

(18)

{
stepsizei = RB ⊗

(
RB ⊗ Elitei − Preyi

)

Preyi = Elitei + P ∙ CF ⊗ stepsizei
i = n∕2⋯ , n

(19)

2

3
Max_Iter < Iter < Max_Iter{
stepsizei = RL ⊗

(
RL ⊗ Elitei − Preyi

)

Preyi = Elitei + P ∙ CF ⊗ stepsizei
i = 1,⋯ , n

(20)

Preyi =

{
Preyi + CF

[
X
min

+ R⊗
(
X
max

− X
min

)]
⊗ U

Preyi + [FADs(1 − r) + r]
(
Preyr1 − Preyr2

) ifr ≤ FADs

ifr ≤ FADs
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X
i
=

(
X
i,1,Xi,2,⋯ ,X

i,D

)
 . The elite opposition solution 

X
�

i
=

(
X
�

i,1
,X�

i,2
,⋯ ,X�

i,D

)
 can be defined as:

Where n is the population size, k is the random num-
ber of [0, 1], and lbj and ubj are the dynamic boundary, 
lbj =  min (Xi, j), ubj =  max (Xi, j). If the elite opposition solu-
tion exceeds the given boundary, it can be randomly gener-
ated according to Eq. (22):

Golden sine algorithm

Golden sine algorithm (Golden-SA) is a new meta-heuristic 
algorithm proposed by Tanyildizi et al. in 2017. Its inspira-
tion comes from the spatial search of the solution to the 
problem to be optimized by scanning inside the unit circle of 
sine function. The golden ratio is used to narrow the search 
space to approximate the optimal solution. In the iterative 
process, the golden sine algorithm firstly generates the initial 
positions of N individuals, and updates the positions of each 
individual according to Eq. (23) :

where Xbest(t) is the target position and it is the global opti-
mal position in Gold-SA. R1 ∈ [0, 2π], R2 ∈ [0, π], m1, and m2 
are the coefficients obtained by the golden section method. 
These coefficients effectively narrow the search area and 
guide individuals to the optimal value. The values of a and 
b will change with the iteration of the algorithm; initial 
default values for a and b are considered to be −π and π, 
respectively.

MPA improvements

In order to improve the performance of MPA, this paper 
combines elite opposition–based learning strategy and 
golden sine algorithm to improve MPA. Elite opposi-
tion–based learning strategy can effectively improve 
the population quality of MPA. Firstly, the MPA 

(21)
X�

i,j
= k

(
lbj + ubj

)
− Xe,j, i = 1, 2,⋯ , n;j = 1, 2,⋯D.

(22)X�

i,j
= rand

(
lbj, ubj

)
, if X�

i,j
< lbj or X

�

i,j
> ubj

(23)X(t + 1) = X(t) ∗
|||sin

(
R1

)||| − R2 ∗ sin
(
R1

)
∗ ||m1 ∗ X

best
(t) − m2 ∗ X(t)||

(24)m1 = a ∗ (1 − �) + b ∗ �

(25)m2 = a ∗ � + b ∗ (1 − �)

(26)� =

√
5 − 1

2
= 0.618033

incorporating elite opposition–based learning strat-
egy improves the diversity of the initial population and 
increases the search space; Secondly, in each iteration, 
the elite opposition–based learning strategy can generate 
an opposition solution far from the local extreme point, 
which leads the MPA to jump out of the local extreme 
point and enhances the global search ability of the algo-
rithm. In addition, the elite opposition-based learn-
ing strategy uses the tracking search mode of dynamic 
boundary to locate individuals in the gradually reduced 
search area, which can effectively improve the conver-
gence accuracy and speed of MPA.

In addition, based on retaining the traditional MPA’s posi-
tion update method in phase1 and phase2, the golden sine 
algorithm is used to improve the position update method of 
the MPA in phase3 to enhance the optimization performance 
and accuracy of the algorithm. The improved position update 
method as shown in Eq. (27):

In order to simplify the algorithm and improve the oper-
ating efficiency, according to the research of Xie et al (Xie 
et al. 2019), m1 and m2 are set as constants. This approach 
guarantees that the search ability of the agents will not 
weaken, while increasing the stability of the algorithm. The 
specific formulas of m1 and m2 as shown in Eq.(28) and 
Eq.(29):

Based on the above improvement of MPA, the pseudo-
code of the proposed EGMPA is shown in the Table 1:

Hybrid forecasting model framework

The specific f low of the hybrid prediction model in 
this paper is shown in Fig. 1, which consists of four 
steps: data preprocessing, forecasting model based 
on multi-kernel support vector regression, improved 
marine predator optimization model, and model evalu-
ation criteria.

Step 1: Data preprocessing

To eliminate the adverse effects of large size differences 
in the raw data on the prediction, the raw data were preproc-
essed using normalization and restricted to the range of [0,1].

Step 2: Forecasting Model

(27)Preyi = Preyi ×
|||sin

(
R1

)||| − R2 × sin
(
R1

)
× ||m1 × Elitei − m2 × Preyi

||

(28)m1 = −� + (1 − �) ∗ �

(29)m2 = −� + � ∗ �
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Multi-kernel support vector regression is used as the 
forecasting model of carbon dioxide emissions. Linear ker-
nel, RBF kernel, polynomial kernel, and Sigmoid kernel 
are selected to make a weighted combination of the kernel 
functions, and they are used in the support vector regression 
model;

Step 3: Optimization Model

EGMPA is used to optimize the main parameters of 
multi-kernel support vector regression: penalty factor C, 
kernel function parameters g, and kernel function weight 
ω. The fitness function selected in this paper is the root-
mean-square error (RMSE) between the real value and the 
predicted value.

Step 4: Evaluation Criteria

MAE, RMSE, and MAPE are used as evaluation criteria 
to further evaluate the performance of the model.

Algorithm test

In this paper, 23 benchmark functions including seven uni-
modal, six multimodal, and ten fixed-dimension multimodal 
optimization problems are selected to verify the effective-
ness of the proposed EGMPA. It is compared with eight 
classical meta-heuristics, namely, DE, PSO, CS, MVO, 
SCA, MFO, SSA, and GWO.

Table 1   Pseudo-code of EGMP

Pseudo-code of EGMPA

Initialize algorithm parameters 100_ IterMax , 30N , 5.0P , 2.0FADs .

Randomly initialize the prey matrix ieyPr :

While IterMaxIter _ :

for Ni :

Calculate the fitness function value ifit according to iPrey ;

Apply Elite Opposition-Based Learning to generate the Elite Opposition solution '
iPrey and add it to the population OP.

Calculate the fitness function value of the newly generated population OP;

Select individuals with excellent fitness values as the next generation population;

end for

if 3/_ IterMaxIter then:

Update the prey according to Eq.(16)

else if 3/_23/_ IterMaxIterIterMax then:

if 2/ni then:

Update the prey according to Eq.(17)

else 2/ni

Update the prey according to Eq.(18)

end if

else if 3/_2 IterMaxIter then:

Update the prey according to Golden Sine Algorithm Eq.(27)

end if 

end if

end if

Accomplish memory saving and update Elite 

Applying FADs effect and update based on Eq.(20)

t=t+1

end while
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Each algorithm carries out 30 experiments to ensure fair-
ness. In addition, the maximum iteration number is set to 
500, the dimension is set to 50, and the population size is 
set to 30. The algorithm tests are conducted in Python3.8, 
under Windows 10 system with a 64-bit 2.30 GHz Intel(R) 
Core (TM) i7-10510U and 16.0GB of RAM.

Table 2 shows the performance of nine different meta-
heuristic algorithms on 23 benchmark functions. The con-
vergence curves of the benchmark functions are shown in 
Figs. 2, 3 and 4.

As can be seen from Table 2. and Figs. 2, 3 and 4:

(1)	 EGMPA performs significantly better than other meta-
heuristic algorithms except F6 functions. SSA has the 
best performance on F6 functions. Although EGMPA 
is not the optimal algorithm, it is second only to SSA;

(2)	 For unimodal functions F1–F7, EGMPA shows strong 
optimization ability on other benchmark functions 
except F6;

(3)	 For multimodal functions F8–F13, EGMPA is signifi-
cantly better than other algorithms on all multimodal 
functions, especially on F9 and F11 functions, MPA 
and EGMPA can get the actual optimal solution of the 
function;

(4)	 For fixed-dimension multimodal functions F14–F23, 
almost all algorithms can find the optimal solution of func-
tions F16–F19, but the standard deviation of EGMPA is 
significantly smaller than other algorithms. For F14, F15, 
and F20–F23 functions, the optimal solution obtained by 
EGMPA is closer to the actual optimal solution;

(5)	 It can be seen from the convergence curves, EGMPA 
has a steeper convergence curve and higher conver-
gence accuracy for unimodal functions F1, F2, F4, 
and F7 and multimodal functions F8, F10, F11, and 
F12. For fixed-dimension multimodal functions F15, 
F21, F22, and F23, several meta-heuristic algorithms 
can find the actual optimal solution, but EGMPA has a 
faster convergence speed.

Fig. 1   Hybrid forecasting model framework
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In summary, the convergence speed and convergence 
accuracy of EGMPA are significantly better than those of 
the eight meta-heuristics.

Results and discussion

Data description

In this paper, China’s carbon dioxide emissions from 1965 to 
2020 are used as the research object. According to previous 
studies (Sangeetha and Amudha 2018; Heydari et al. 2019; Lin 
et al. 2021), energy consumption is a major factor in carbon 
dioxide emissions, so in this paper, five important influenc-
ing factors of coal, oil, natural gas, hydroelectricity, and pri-
mary energy are selected to forecast carbon dioxide emissions 
(Table 3). Since historical carbon dioxide emissions affect car-
bon dioxide emissions, historical carbon dioxide emissions 
in China for the first 3 years are also used as input variables 
for prediction to improve the accuracy of prediction. The data 
comes from the “Statistical Review of World Energy 2021 | 
70th edition” (https://​www.​bp.​com/) released by BP in 2021. 
The data from 1965 to 2014 were used as the training set, 
and the data from 2015 to 2020 were used as the test set. The 
relevant descriptive statistical analysis is shown in Table 3. 
Due to the large variation in the size of the selected raw data, 
the normalization method is used in this paper to restrict the 
data to the range of [0,1]. Fig. 5 shows the normalized line 
graph of the five influencing factors and carbon dioxide emis-
sions. It can be seen that the emissions of coal, oil, natural gas, 
hydroelectricity, primary energy, and carbon dioxide emissions 
are increasing year by year. Fig. 6 shows the annual growth 
rate of carbon dioxide emissions in China. It can be seen that 
the annual growth rate of carbon dioxide emissions shows a 
relatively large fluctuation, and even shows a negative growth. 
Since 2005, the annual growth rate of China’s carbon dioxide 
emissions has shown an overall downward trend, which shows 
that China is increasingly concerned about carbon emissions. 
The annual growth rate in 2019 and 2020 continued to decline, 
but its growth rate remained positive, indicating that COVID-
19 has had an impact on China’s carbon dioxide emissions.

where xi is the original data, xmin is the minimum value in 
xi, xmax is the maximum value in xi, and x∗

i
 is the normalized 

data.

Evaluation criteria

In order to evaluate the performance of the carbon dioxide 
prediction model, three commonly used evaluation criteria, 
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Fig. 2   Convergence curves of nine algorithms for unimodal test function (F1, F2, F4, F7)

Fig. 3   Convergence curves of nine algorithms for multimodal test functions (F8, F10, F11, F12)
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including MAE, RMSE, and MAPE, are used, and the calcula-
tion formulas are as follows:

(31)MAE =
1

T

T∑

t=1

||yt − yt
||

(32)RMSE

√√√√ 1

T

T∑

t=1

(
yt − yt

)2

(33)MAPE = 100 ×
1

T

T∑

t=1

|||||

yt − yt

yt

|||||

where T represents the number of samples, yt represents the 
real value of data at time t, and yt represents the predicted 
value of the model at time t.

Forecasting results comparison

Multi‑kernel support vector regression comparison

This paper adopts the support vector regression model suit-
able for small sample modeling as the prediction model of 
carbon dioxide emissions. Meanwhile, four different kernel 
functions, linear kernel, polynomial kernel, RBF kernel, and 
Sigmoid kernel, are weighted and combined to construct 
the multi-kernel support vector model. The main parameters 
of multi-kernel support vector regression including penalty 
factor C, kernel function parameters g, and kernel function 
weight ω were optimized by EGMPA. The maximum num-
ber of iterations of the EGMPA algorithm is set to 100, and 
the number of populations is set to 30. The optimization 
range of penalty factor C and kernel function parameters g 
is set to [0.01,100], and kernel function weight ω are set to 
[0.001,0.999]. Table 4 shows the error analysis of different 
multi-kernel functions on the test set, and Fig. 6 shows the 
prediction results of support vector regression for different 
multi-kernel functions on the test set.

It can be seen from Table 4 and Fig. 7.
RMSE, MAE, and MAPE of EGMPA optimized single 

kernel support vector regression are significantly smaller 

Fig. 4   Convergence curves of nine algorithms for fixed-dimension multimodal test functions (F15, F21, F22, F23)

Table 3   Descriptive statistics of input and output variables

Variable name Unit Min Max Mean Std

Oil Exajoules 0.46 28.5 9.51 8.37
Natural gas 0.04 11.9 2.08 3.04
Coal 4.52 82.49 34.63 27.89
Hydroelectricity 0.19 11.74 3.09 3.53
Primary energy 5.39 145.46 50.48 44.31
CO2 emissions Mt 475.9 9893.5 3896.16 3200.44
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than those of the unoptimized model, and linear kernel has 
the best performance in single kernel support vector regres-
sion. The error of multi-kernel support vector regression is 
obviously smaller than that of single kernel support vector 
regression, which indicates that multi-kernel support vector 
regression can obtain better learning effect. Among the 10 
models, the best model is EGMPA-RBF-Sigmoid, whose 

RMSE is 37.43, MAE is 30.63, and MAPE is 0.32, which is 
obviously better than other models.

This is because the RBF kernel is a typical local ker-
nel with strong learning ability but weak generalization 
ability, while the Sigmoid kernel is a global kernel with 
weak learning ability but strong generalization ability. 
The weighted combination of the two kernel functions 

Fig. 5   Normalized carbon diox-
ide emissions and influencing 
factors

Fig. 6   Annual growth rate of 
carbon dioxide emissions

5743Environmental Science and Pollution Research  (2023) 30:5730–5748

1 3



can meet the requirements of strong learning ability and 
strong generalization ability at the same time, and a better 
learning effect can be obtained. The prediction results of 
different multi-kernel support vector regression on the test 
data show that the EGMPA-RBF-Sigmoid model and the 

EGMPA-Poly-RBF model are closer to the true value than 
the other models, and the difference with the true value is 
smaller.

In summary, the optimized support vector regression of 
EGMPA is better than the unoptimized model. The error 
result of multi-kernel support vector regression is signifi-
cantly smaller than that of single-kernel support vector 
regression. In multi-kernel support vector regression, RBF-
Sigmoid-EGMPA has the best learning ability and gener-
alization ability。

Different model comparison

The prediction model is compared with BPNN, LSTM, 
RNN, and GRU models and used to highlight the advan-
tages of the proposed model in predicting carbon dioxide 
emissions. Table 5 shows the error analysis of different 
models on the test set, and Fig. 8 shows the prediction 
results of different models on the test set.

It can be seen from Table 5 and Fig. 8:
RMSE, MAE, and MAPE of the EGMPA-RBF-Sigmoid 

model were 37.43, 30.63, and 0.32, respectively, which were 
significantly lower than those of other comparable models. 
According to the evaluation criteria, the prediction accuracy 
of the model is ranked from high to low: EGMPA-RBF-Sig-
moid > BPNN > RNN > LSTM > GRU. It can be seen from 
the predicted values of China’s carbon dioxide emissions 

Table 4   Error analysis results of different multi-kernel support vector 
regression models

Note: Bold values in the table represent the best values

Kernel function RMSE MAE MAPE (%)

Linear 93.88 79.59 0.84
RBF 878.03 859.19 8.95
Poly 751.88 728.42 7.58
Sigmoid 1697.99 1692.36 17.68
EGMPA-Linear 93.88 79.59 0.84
EGMPA-RBF 135.64 121.22 1.28
EGMPA-Poly 97.98 79.22 0.83
EGMPA-Sigmoid 130.91 115.84 1.22
EGMPA-Linear-Poly 89.92 74.48 0.78
EGMPA-Linear-RBF 93.88 79.59 0.84
EGMPA-Linear-Sigmoid 87.78 72.26 0.76
EGMPA-Poly-RBF 57.27 46.75 0.49
EGMPA-Poly-Sigmoid 89.95 74.48 0.78
EGMPA-RBF-Sigmoid 37.43 30.63 0.32

Fig. 7   Error analysis results of different multi-kernel support vector regression models

5744 Environmental Science and Pollution Research  (2023) 30:5730–5748

1 3



by different models that the predicted values of EGMPA-
RBF-Sigmoid are closest to the real predicted values, the 
predicted results of GRU and BPNN are significantly higher 
than the real predicted values, while the predicted results of 
LSTM and RNN are lower than the real predicted values.

In summary, the prediction accuracy of EGMPA-RBF-
Sigmoid on carbon dioxide emissions in China is signifi-
cantly higher than that of BPNN, RNN, LSTM, and GRU 
models, which further demonstrates the superiority of the 
proposed model.

China’s carbon dioxide emissions forecast during the 
”14th Five-Year Plan“ period

In this paper, the EGMPA-RBF-Sigmoid model is used to 
forecast China’s carbon dioxide emissions during the “14th 
Five-Year Plan” period (2021-2025). According to the “Ten 
Year Outlook for China’s Energy Revolution (2021–2030),” 
it is expected that during the “14th Five-Year Plan” period, 
the growth rate of primary energy demand will decline 
steadily and slightly, with an average annual growth rate 
of about 2.5%. In 2025, the total energy consumption will 
exceed 5.5 billion tons of standard coal; after hard work, the 
total proportion of clean energy such as non-fossil energy 
and natural gas will exceed 30%; the oil demand will be 
about 700 million tons, accounting for nearly 18%, and the 
proportion of coal will decrease. To less than 50%, accord-
ing to the above policies, the predicted values of influencing 
factors of China’s carbon dioxide emissions during the “14th 
Five-Year Plan” period are determined, as shown in Table 6.

According to the predicted values of the influencing fac-
tors, the EGMPA-RBF-Sigmoid model can be used to pre-
dict the carbon dioxide emissions in China during the “14th 
Five-Year Plan” period. It can be seen from the Fig. 9.

The predicted carbon dioxide emission in 2021 is 9949.14 
Mt, and then increases year by year. The predicted car-
bon dioxide emissions in 2025 will reach 10,258.95 Mt. 
Although China’s carbon dioxide emissions have gradually 
increased, the increase has gradually decreased, indicating 
that China is getting closer to its goal of “Carbon Peak.” The 
above predicted results are consistent with the studies of Niu 
et al. (2020) and Qiao et al. (2019). Niu et al. predicted that 

China’s carbon dioxide emissions will continue to increase 
from 2020 to 2025 under the basic as usual, policy tighten-
ing and market allocation scenarios. Qiao et al. predict that 
China’s carbon dioxide emissions will reach 11521.21 MT 
in 2025.

The “14th Five-Year Plan” is a critical period and a 
window period for the “Carbon Peak” target. In order 
to achieve the “Carbon Peak” by 2030 and the “Carbon 
Neutrality” by 2060, the Chinese government has taken a 
series of measures in different fields to implement energy 
Green and low-carbon transformation action, industrial car-
bon peaking action, transportation green and low-carbon 
action, green and low-carbon technological innovation 
action, etc. China is also continuing to promote the energy 
supply revolution, the energy technology revolution and the 
energy system revolution, and intensify efforts to develop 
green energy.

Carbon dioxide emissions are closely related to economic 
development. Accurately predicting China’s carbon dioxide 
emissions can provide an important basis for future eco-
nomic development. Green and circular development will 
be one of China’s important economic growth drivers in 
the future, as well as an important direction for developing 
emerging industries. At the same time, the accurate predic-
tion of carbon dioxide emissions also has certain guiding 
significance for China’s future low-carbon emission reduc-
tion and economic sustainable development.

In summary, during the “14th Five-Year Plan” period, 
China’s carbon dioxide emissions will continue to grow, but 
the growth rate will slow down significantly, and China is 
approaching the goal of “Carbon Peak.”

Conclusions

In this paper, MPA combining elite opposition-based learn-
ing strategy and golden sine algorithm is proposed to opti-
mize the parameters of the multi-kernel support vector 
regression model, and it is used to predict carbon dioxide 
emissions in China. The following conclusions can be drawn 
from the comparison between the algorithm test and the car-
bon dioxide emissions prediction results in China:

Table 5   Error analysis results of different models

Note: Bold values in the table represent the best values

Model RMSE MAE MAPE (%)

EGMPA-RBF-
Sigmoid

37.43 30.63 0.32

BPNN 212.34 187.13 1.93
LSTM 519.08 515.24 5.41
RNN 433.72 372.34 3.85
GRU​ 553.07 549.36 5.76

Table 6   Predicted values of influencing factors

Influencing factors 2021 2022 2023 2024 2025

Primary energy 149.10 152.82 156.64 160.56 164.57
Coal 74.55 76.41 78.32 80.28 82.29
Natural gas 22.36 22.92 23.50 24.08 24.69
Oil 26.84 27.51 28.20 28.90 29.62
Hydroelectricity 22.36 22.92 23.50 24.08 24.69
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(1)	 Compared with the other eight meta-heuristic algorithms, 
EGMPA, which combines elite opposition-based learn-
ing strategy and golden sine algorithm, has stronger global 
search ability, faster convergence speed and higher accuracy;

(2)	 Based on the prediction results of multi-kernel vector 
regression models with different kernel functions, 
it can be seen that RMSE, MAE, and MAPE of sin-
gle-kernel support vector regression after EGMPA 

Fig. 8   Error analysis results of different models

Fig. 9   Forecast results of China’s carbon dioxide emissions during the “14th Five-Year Plan” period
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optimization are significantly smaller than those 
of the unoptimized model, and the error of multi-
kernel support vector regression model is signifi-
cantly smaller than that of single-kernel support vec-
tor regression model. It shows that the multi-kernel 
support vector regression model can obtain a better 
learning effect;

(3)	 Among the 10 different kernel support vector 
regression models, the EGMPA-RBF-Sigmoid 
model has the best performance, which is because 
RBF kernel is a classical local kernel, while Sig-
moid kernel is a global kernel. The weighted com-
bination of the two kernels can simultaneously 
meet the requirements of strong learning ability and 
strong generalization ability of kernel function, get 
better learning results;

(4)	 The EGMPA-RBF-Sigmoid model is superior to 
BPNN, LSTM, RNN, and GRU in RMSE, MAE, and 
MAPE, which further demonstrates the accuracy and 
effectiveness of the proposed model in carbon dioxide 
emissions prediction;

(5)	 The EGMPA-RBF-Sigmoid model, which has the high-
est prediction accuracy, is used to forecast China’s car-
bon dioxide emissions during the “14th Five-Year Plan” 
period. According to the prediction results, China’s car-
bon dioxide emissions will continue to increase during 
the “14th Five-year Plan” period, but the growth rate 
will significantly slow down, indicating that China is 
gradually approaching the goal of “Carbon Peak.”

In the future, the carbon dioxide emission prediction 
model constructed in this paper can be used in more coun-
tries and provide a forecasting tool for national policy mak-
ers and relevant researchers. At the same time, more fac-
tors, such as economic factors, social factors, and energy 
prices, can be added in future studies to explore the dynamic 
changes of carbon dioxide emissions.
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