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Abstract
Drought is a harmful natural disaster with various negative effects on many aspects of life. In this research, short-term 
meteorological droughts were predicted with hybrid machine learning models using monthly precipitation data (1960–2020 
period) of Sakarya Meteorological Station, located in the northwest of Turkey. Standardized precipitation index (SPI), 
depending only on precipitation data, was used as the drought index, and 1-, 3-, and 6-month time scales for short-term 
droughts were considered. In the prediction models, drought index was predicted at t + 1 output variable by using t, t − 1, 
t − 2, and t − 3 input variables. Artificial neural networks (ANNs), adaptive neuro-fuzzy inference system (ANFIS), Gauss-
ian process regression (GPR), support vector machine regression (SVMR), k-nearest neighbors (KNN) algorithms were 
employed as stand-alone machine learning methods. Variation mode decomposition (VMD), discrete wavelet transform 
(DWT), and empirical mode decomposition (EMD) were utilized as pre-processing techniques to create hybrid models. 
Six different performance criteria were used to assess model performance. The hybrid models used together with the pre-
processing techniques were found to be more successful than the stand-alone models. Hybrid VMD-GPR model yielded 
the best results (NSE = 0.9345, OI = 0.9438, R2 = 0.9367) for 1-month time scale, hybrid VMD-GPR model (NSE = 0.9528, 
OI = 0.9559, R2 = 0.9565) for 3-month time scale, and hybrid DWT-ANN model (NSE = 0.9398, OI = 0.9483, R2 = 0.9450) 
for 6-month time scale. Considering the entire performance criteria, it was determined that the decomposition success of 
VMD was higher than DWT and EMD.
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Introduction

Droughts have recently been encountered in many parts and 
different climate zones of the world. Droughts are classified 
as common and recurrent natural disasters. A clear definition 
of drought was made at the United Nations Combat Deserti-
fication Symposium held in Italy in 1997. It was defined as 
“a natural event that causes hydrological balance to be dis-
rupted and water and soil resources to be adversely affected 

due to precipitation falling significantly below the recorded 
normal levels” (Yu et al. 2022). Drought is classified by 
researchers based on several different criteria. Three differ-
ent types of droughts are generally used in the literature: 
meteorological, agricultural, and hydrological droughts. 
In some sources, socio-economic drought was also men-
tioned. Lack of precipitation is defined as “meteorological 
drought,” decrease/lack of surface or ground water is defined 
as “hydrological drought,” restriction of agricultural produc-
tion due to lack of precipitation and surface or ground water 
is defined as “agricultural drought,” and finally, lack of water 
that affects the production and consumption activities of the 
society is defined as “socio-economic drought.” Besides 
these drought types, various indices have been developed 
by researchers to designate the frequency, severity, duration, 
and geographic distribution of droughts. Drought indices 
such as the “standardized precipitation index” (SPI) (McKee 
et al. 1993), “standardized precipitation evapotranspiration 
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index” (SPEI) (Vicente-Serrano et al. 2010), and “Palmer 
drought severity index” (PDSI) (Palmer 1965) have exten-
sively been used for monitoring meteorological droughts 
over the world (Salimi et al. 2021). Current and future trends 
of drought should be analyzed reliably, and realistic policies 
should be developed accordingly. In this sense, it becomes 
clear how important the precipitation and drought predic-
tions are. Especially in recent years, artificial intelligence 
techniques have become popular tools to be used in drought 
prediction studies. Mishra et al. (2007) proposed a hybrid 
version of a linear stochastic model and a nonlinear neural 
network model for drought prediction in Kansabati River 
Basin in India. This hybrid model included autoregressive 
integrated moving average (ARIMA), artificial neural net-
work (ANN), time series, and complex autocorrelation struc-
tures. Performance criteria revealed that this hybrid model 
predicted droughts more accurately than both the stochastic 
model and the artificial neural network (Mishra et al. 2007). 
Belayneh et al. (2016) created five different models to pre-
dict long-term drought incidences in the Awash River Basin 
of Ethiopia. Five models included conventional stochastic 
model (ARIMA), ANN, and SVM with wavelet transform. 
Hybrid versions with wavelet transform were superior to 
other stand-alone models in drought predictions (Belayneh 
et al. 2016). Başakın et al. (2019) tried to predict the future 
Palmer drought severity index values using machine learning 
(ML) algorithm from 116 years of precipitation data of Kay-
seri Region in Turkey. The accuracy of predictions made by 
SVM and K-nearest neighbors (KNN) algorithms was meas-
ured statistically. ML technologies contributed significantly 
to the solution of hydrological problems (Başakın et al. 
2019). Kaur and Sood (2020) stated that there was a need to 
establish an automatic system that works globally because 
the current drought indices were not universal. Therefore, 
a framework model has been created for the evaluation of 
drought-causing parameters with the use of ANN, ANN 
optimized with genetic algorithm (GA), and deep neural net-
works (DNN) capabilities. Support vector regression (SVR) 
method was used to predict drought incidences in three dif-
ferent climate zones and three different time frames. SVR 
model showed a high performance in terms of accuracy, 
sensitivity, and originality (Kaur and Sood 2020). Fadaei-
Kermani and Ghaeini-Hessaroeyeh (2020) proposed a new 
strategy based on fuzzy-KNN model to deal with drought 
monitoring. A method was presented to anticipate the most 
likely drought situations using the standardized precipitation 
index and the fuzzy-KNN methodology. The model was used 
to monitor droughts in Kerman, located in the southeast of 
Iran. In recent years, relevant area has experienced severe 
droughts and rainfall deficits (Fadaei-Kermani and Ghaeini-
Hessaroeyeh 2020). Özger et al. (2020) used pre-processing 
techniques (empirical mode decomposition (EMD) and 
wavelet transform (WD)) to predict 1-, 3-, and 6-month 

self-calibrated Palmer drought severity index (sc-PDSI) val-
ues of Adana and Antalya provinces of Turkey using stand-
alone M5 model tree, adaptive neuro-fuzzy inference system 
(ANFIS), and support vector machines (SVM) methods. WD 
predictions were more accurate than EMD forecasts, and 
selection of proper wavelet type had a substantial impact on 
the results (Özger et al. 2020).

This study focused on prediction of short-term meteoro-
logical droughts in Sakarya Meteorological Station located 
in the northwest of Turkey by using SPI drought values at 
1-, 3-, and 6-month time scales calculated from monthly 
precipitation data of 1960–2020 period with the use of 
hybrid prediction models. Five different ML methods to be 
used in stand-alone prediction models were ANN, ANFIS, 
GPR, SVM, and KNN. Besides these stand-alone models, 
three different pre-processing techniques (DWT, EMD, and 
VMD) were used. Fifteen hybrid versions were created by 
using three pre-processing techniques together with five 
stand-alone ML methods. Prediction performance of the 
stand-alone and hybrid versions was compared with each 
other. The effects of pre-processing techniques on prediction 
models were discussed extensively. This is the first study in 
which DWT, EMD, and VMD were considered together as 
a pre-processing technique in drought prediction research.

Materials and methods

Study area and meteorological data

In this study, SPI values calculated from the monthly pre-
cipitation data recorded between 1960 and 2020 of Sakarya 
Meteorology Station located in the northwest of Turkey were 
used. The station is located at latitude 40°76′ and longitude 
30°39′, and its geographic location is shown in Fig. 1. Black 
Sea climate with hot summers and warm winters is domi-
nant in Sakarya region. Precipitation is encountered in all 
seasons. The coldest month is January is the coldest month, 
and July is the hottest month. The annual average tempera-
ture is 14.6 °C, and the monthly average precipitation is 
71.10 mm. The highest daily total precipitation (127.7 mm) 
was measured on 26 June 1999 (Republic of Turkey 2022). 
Change in annual total precipitation from 1960 to 2020 is 
presented in Fig. 2.

The standardized precipitation index

SPI, proposed by McKee et al. (1993), calculates the mete-
orological drought index based only on the precipitation 
parameter. With the use of SPI, arid or humid conditions 
and anomalies can be determined at a certain time scale 
anywhere in the world from precipitation data records. For 
each time scale, a functional and quantitative description 
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of drought can be constructed using the SPI as the drought 
index. It was initially developed according to the Gamma 
distribution, but later, it was found to be suitable for the 
normal distribution. It is calculated with the use of Eq. 1:

where xi represents precipitation value for ith time, x rep-
resents average of precipitation values, and σ represents 
standard deviation (McKee et al. 1993). The advantages of 

(1)SPI =
xi − x

σ

SPI are as follows: it depends only on precipitation; it is 
easy to determine the beginning and end of meteorological 
drought; SPI is only about probability; it is very practical 
and easy to calculate; SPI provides early drought warning 
for different time scales; it is less complex than the Palmer 
drought index (PDI), since it conforms to the normal distri-
bution; and the humid period can be followed as well as the 
dry period (Sevinc and Sen 2003). The classification of SPI 
accepted in the literature is provided in Table 1.

Calculation and classification of SPI values are related to 
probability distribution functions. It was initially developed 

Fig. 1  Study area

Fig. 2  Annual total precipitation 
from 1960 to 2020 for Sakarya 
Meteorology Station
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according to the gamma distribution, but later it was found 
to be suitable for the normal distribution. The scale, shape, 
and precipitation parameters of the gamma function are found 
for each station and time scale. Following the prediction of 
gamma function, the total likelihood function is calculated. 
Then, the SPI drought values are calculated by transform-
ing the total likelihood distribution into the standard normal 
distribution. This probability function, which fits the normal 
distribution, is converted to a normal random SPI with a mean 
of zero and a variance of one. The normal random SPI value 
here indicates the Z-score, which can take a positive or nega-
tive value above or below the mean.

Stand‑alone models

Artificial neural networks (ANNs)

ANNs imitate nerve cells, the smallest processing unit of the 
brain, the center of human nervous system, and enable com-
puters to gain the ability of human learning. ANNs have the 
ability to learn and assist the concept of artificial intelligence. 
ANNs make generalization through self-training with input 
parameters presented to it and, following this generalization, 
generate an output parameter against the presented input 
parameters (Citakoglu 2017). ANNs are comparable to neu-
rons of the human brain in that they are parallel computing 
systems. Activation (transfer) function, weights, and nodes are 
three aspects that define them. Linear, logistic, and tangent 
activation functions are common in engineering applications. 
To get an output, each neuron multiplies each input by its con-
nectivity weight, adds the products, and then transfers the sum 
through a transfer function. The transfer function is commonly 
a sigmoid function, which is a differentiable, constantly grow-
ing S-shaped curve. The output function (yi) has a range of 0 
to 1, but the inputs can have an infinite range of values. The yi 
from the jth neuron in a layer is calculated using the threshold 
function:

(2)yi = f
��

wji.xi

�
=

1

1 + e−(
∑

wji.xi)

where xi is the value of the ith neuron in the previous layer, 
wji is the weight of relationship connecting the jth neuron in 
a layer to the ith neuron in previous layer, and f() is a transfer 
function, which is the rule for mapping the neuron’s summed 
input to its output and can be used to introduce nonlinearity 
into the network design if chosen correctly (Haykin 1998).

Adaptive neuro‑fuzzy inference system

ANFIS is a combined method of artificial neural networks 
and fuzzy logic. It was developed by Jang in the 1990s. 
ANFIS is based on Takagi–Sugeno-type fuzzy inference 
system, which is used to predict chaotic time series through 
nonlinear functions. By identifying the input structure, 
ANFIS exploits the learning capacity of ANNs to describe 
the input–output relationship and builds fuzzy rules. System 
results are acquired with the use of thinking and reason-
ing ability fuzzy logic. In this method, membership func-
tions and fuzzy rules created as “if–then” are taken into 
account while finding output values against the input values 
presented to the adaptive network. The learning algorithm 
used by ANFIS to optimize the input and output values is a 
hybrid learning algorithm that combines the least-squares 
approach and the backpropagation learning algorithm (Jang 
1993; Citakoglu 2015).

The Takagi–Sugeno-type if–then fuzzy rule-based ANFIS 
structure with x and y inputs and z outputs is mathematically 
shown as follows:

where x and y indicate the inputs, Ai and Bi symbolize the 
fuzzy sets, fi denotes the outputs inside the fuzzy region 
denoted by the fuzzy rule, and pi, qi, and ri denote the design 
parameters discovered during the training phase. Six lay-
ers of ANFIS model required to realize these two rules are 
briefly explained below:

Layer 1: this is the input layer, which just fixes the system 
input variable.

Layer 2: the is the fuzzification layer, used to define the 
membership grades of each input set using the fuzzy mem-
bership 

(
�Ai

(x)
)
 function as follows:

where the parameters 
{
�i, ci

}
  make up a premise parameter 

set, �Ai
(x) is the fuzzy membership function expressed at the 

ith fuzzy set Ai , and x1 is the ith the input.

(3)
Rule 1 = If

(
x is A1

)
and

(
y is B1

)
Then

(
f1 = p1x + q1y + r1

)

(4)
Rule 2 = If

(
x is A2

)
and

(
y is B2

)
Then

(
f2 = p2x + q2y + r2

)

(5)�Ai
(x) = exp

[
−
1

2

(
x1 − ci

�i

)2
]

Table 1  The classification of SPI

Drought category SPI

Extremely wet  > 2
Very wet 1.5–1.99
Moderately wet 1–1.49
Near normal  − 0.99–0.99
Moderately dry  − 1 to − 1.49
Severely dry  − 1.5 to − 1.99
Extremely dry  − 2 and less
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Layer 3: this is the rule layer, output nodes are the rule’s 
firing strength, which is stated as the product of membership 
grades in the following way:

Layer 4: this layer  (wi) contains normalized firing strengths. 
The output of the ith node equals the ratio of the ith rule’s fir-
ing strength to the sum of all rule’s firing strengths, as follows:

where w1 is the first rule, w2 is the second rule, w3 is the third 
rule, and w4 is the fourth rule.

Layer 5: the ith rule’s weighted output value is computed 
as follows in this layer:

where {p, q, r} is a set of resultant parameters. They are 
determined by using least-squares method, x1 and x2 are 
inputs.

Layer 6: this is the summation layer. This layer calculates 
the overall output by summing all of the incoming signals as 
described as follows:

Gaussian process regression (GPR)

GPR is an ML method that combines a set of random vari-
ables in which several variables have a multivariate Gaussian 
distribution. The GPR model, in which adjoining observations 
transmit information to each other, has been used frequently 
in prediction studies in recent years. The GPR is based on the 
probability theorem, which can make predictions on unknown 
input data and provide prediction precision, which greatly 
increases the significance of predictions (Sihag et al. 2018; 
Citakoglu 2021). Assuming certain xi and yi from a particular 
process and yi = f. (xi), GPR’s mean (xi) and covariance func-
tion k(xi, xj) are therefore entirely specified and distributed over 
the function f(xi) as follows:

A vector of parameter θ = [θ1, …,θz] is usually used in 
covariance functions. The simplest way to optimize these 
parameters of a data set w = (x, y) is to maximize the log-mar-
ginal likelihood log log p(y | x):

(6)wi = �Ai

(
x1
)
× �Bi

(
x2
)

(7)wi =
w1

w1 + w2 + w3 + w4

(8)Ni = wifi = wi

(
pix1 + qix2 + ri

)

(9)y =
∑
i

wfi

(10)f (xi) ∼ GP
(
�
(
xi
)
, k�

(
xi, xj

))
.

(11)
� = arg max(−

1

2
yT (K� + �2I)−1y −

1

2
log(

|||K� + �2I
||| −

N

2
log(2�))

where x = [x1, …,xN]T and y = [y1, …,yN]T are vectors with 
N observed data with Gaussian noise of variance σ2, Kθ = kθ 
(x, x) is a N × N covariance matrix of the training data set, 
and I is a N × N identity matrix.

GPR model discovers the predictive distribution of the 
related output y* based on the data set w and a fresh input 
x*. The Gaussian description of the predictive distribution 
of y* over w is

with mean μ∗(x∗) and covariance σ.2∗(x∗) given by Ras-
mussen and Williams (2006)

where k∗  = [k(x1, x∗), …, k(xN, x∗)]T is an N × 1 covariance 
vector between the test and training data sets and k∗∗  = k(x∗, 
x∗) is the autocovariance of test data set. The user must 
choose a suitable covariance function to obtain the predic-
tive mean and covariance. Further details on GPR can be 
found in Rasmussen and Williams (2006).

Support vector machines

SVM, created by Cortes and Vapnik in 1995, is an ML tech-
nology based on structural risk minimization (Cortes and 
Vapnik 1995). SVM models are classified into two catego-
ries: (a) support vector regression models and (b) support 
vector machine classifier models. While the former one is 
used to address data classification and prediction issues, the 
later one is used to tackle prediction problems. The goal 
of regression is to find a hyperplane that fits the provided 
data. The inaccuracy of each location on this hyperplane 
is determined by its distance from any other point on the 
hyperplane. The least-squares approach is the best method 
for linear regression. However, when dealing with regression 
problems, using the least-squares estimator in the presence 
of outlier data may be impractical; as a result, the proces-
sor will perform poorly. Then, a robust estimator that is not 
sensitive to modest model modifications should be built. In 
fact, the following is how a penalty function (ε) is defined:

The training data sets are S = {(x1, y1), (x2, y2), …, (xn, 
yn)}, and the class of the function is as f(x) = {wTx + b, w ∈ R, 
b ∈ R}. If the data differ from the value of, a deficiency vari-
able must have been created based on the deviation value. 
The minimization is specifically defined according to the 
penalty function:

(12)P(y∗ | (x, y), x∗) = N(μ∗
(
x∗
)
, σ2

∗
(x∗))

(13)μ∗
(
x∗
)
= kT

∗
(K� + �2I)−1y

(14)�2

∗

(
x∗
)
= k∗∗ − kT

∗
(K� + �2I)−1k∗

(15)Lε(x, y, f )

{
0, if |y − f(x)| ≤ ε

|y− f(x)| − �otherwise
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where ||w||2 is the norm of weight vector and ξi and ξ∗
i
 are 

auxiliary deficiency variables and C is the coefficient of 
complexity equilibrium between the machine and the num-
ber of indivisible points achieved by trial and error (Kisi 
and Cimen 2011).

K‑nearest neighbors

KNN is a non-parametric ML method for classification and 
regression issues. The KNN algorithm is largely based on the 
data mining technique and is thus particularly successful in 
classification problems. This model is fed from a training set 
and uses this training set to categorize objects. It classifies an 
unknown sample as per the known classification of its neigh-
bors (Fadaei-Kermani et al. 2017). In general, to evaluate any 
methods, there are three important aspects: ease of outputs 
interpretation, time of calculation, and power of prediction. 
The KNN classification output is an object, which is catego-
rized by most of its neighbors. The k is a positive integer, 
which is typically small; if k = 1, then that object is simply allo-
cated to its nearest neighbor. Selecting the number of KNN has 
a large impact on the quality of the model. Prediction errors 
increase as the k number decreases. On the other hand, too 
many KNN can lead to modeling results with the so-called 
error of overfitting (Kutyłowska 2018).

Developing a method and relation to determine the distance 
between the training data and the testing data is the first step 
in using this model, and the distance between the training data 
and the testing data is commonly calculated using Euclidean 
distance:

where x is the new point and p is the learning example. After 
Euclidean distance is determined, the data are arranged 
in ascending order relative to the sample data, based on 
minimum distance and maximum distance. The next step 
is to find the number of neighbors (k). The efficiency of 
this method is significantly dependent on the quality of the 
selection of the closest sample on the reference data (Akbar 
Jalilzadnezamabad 2019).

Pre‑processing techniques

Discrete wavelet transform (DWT)

Wavelet transform (WT) is a pre-processing technique 
used to determine the periodic and characteristic structure 

(16)Minimize
1

2
��w��2 + C

N�
i=1

�
ξi + ξ∗

i

�
Subject to

⎧⎪⎪⎨⎪⎪⎩

f (x) − yi ≤ � + �i

f (x) − yi ≤ � + ξ∗
i

�i, ξ∗
i
≥ 0

i = 1, 2, 3.., n

(17)D(x, p) =

√
(x − p)2

of data. WT is a mathematical operation that decomposes a 
signal into a set of fundamental functions, or wavelets, for 
a more concise description of the original data set without 
losing their features. WT is largely based on the Fourier 
transform that transports the series from the time domain 
to the frequency domain. Unlike the Fourier transform, the 
WT allows the user to calculate both the signal’s low- and 
high-frequency components at each time interval (Khan-
mohammadi et al. 2022). Wavelets are the most important 
parameters WT, and Morlet, Haar, Coiflets, Mexican hat 
type, and Daubechies wavelets are the main wavelets com-
monly used in wavelet analysis. For a function to be a 
wavelet, the mean value should be zero, and its duration 
should be limited. Therefore, the main wavelet must sat-
isfy these two conditions:

Whole scale range and too large stack of data increase 
the processing time. By overlapping wavelets, to reduce 
the intensity of information with certain scale groups of 
the conversion process, discrete wavelet transform (DWT) 
application has been developed. DWT, also known as Mal-
lat algorithm, by simplified decomposition application, 
reduces transaction volume and at the same time provides 
the necessary steps. The most used scale step is the binary 
scale and the time step. A fixed scale value is set as a0. The 
position of the wave on the time axis is given by b0. When 
the values 2 and 1 are chosen in that order, the wavelet 
equation is

In case of DWT, the time series size N = 2 M must be 
equal to two times. M is the number of steps of the x(t) 
series. Therefore, for the current time series conversion 
where its dose not have the appropriate size, it can be 
expanded into an x(t) series if necessary:

The largest wavelet scale is obtained at  2 M, with a total 
conversion step of M is 1 < m < M, and a single conversion 
coefficient is obtained by multiplying the whole series by 
the largest wavelet scale. In the following steps, the wavelet 
width for each shrinking m value is reduced by half, and the 
number that represents the series is doubled. Signal subject 

(18)
∫

+∞

−∞

ψ(x)dx = 0

(19)
∫

+∞

−∞

ψ2(x)dx = 1

(20)Ψa,b(x) =
1√
am
0

Ψ

�
x − a0b0n

am
0

�
=

1√
2m

Ψ(2mx − n)

(21)DWT(x) =
1√
2m

�N−1

t=0
X(t)Ψ(2mx − n)

Environmental Science and Pollution Research (2022) 29:75487–7551175492



1 3

to DWT without any loss can be divided into approximate 
(A) and detail (D) components. While the approximate signal 
(A) represents low frequency, the detail signal (D) represents 
high frequency. The approximate signal (A) is obtained as 
output in each step, and in the next step, it is considered as 
an input signal, and it is divided into approximate and detail 
components. This procedure is repeated until the required 
resolution is achieved. The following equations represent the 
sequential decomposition process with DWT:

In the final step, the original initial signal is first passed 
through a high-pass filter and then a low-pass filter. Outputs 
(y) are the approximate (from the low-pass filter) and detail 
signals (from the high-pass filter). Conversion coefficients 
for high-pass filter h(k) and low-pass filter l(k) are obtained 
by convolution of the signal with filters. Mathematically, this 
process is expressed as

Empirical mode decomposition

EMD is a signal decomposition approach described by 
Huang et al. (1998) that entirely empirically and data adap-
tively decomposes a time series signal into multiple oscil-
latory modes with particular periodicity. EMD decomposes 
any given data into intrinsic mode functions (IMF), which 
are simple oscillations as using shifting process (Huang et al. 
1998). The following phases make up the sifting portion of 
the IMF algorithm:

 i. Local maximum and lowest values of the data set are 
determined.

 ii. The upper (xupper(n)) and lower (xlower(n)) envelopes 
are created by combining the local maximum and 
minimum values.

 iii. Average of the upper and lower envelopes is calculated 
as follows:

(22)x(t) = A1 + D1

(23)x(t) = A2 + D2 + D1

(24)x(t) = An +

n∑
i=1

Di

(25)yhigh =
∑N−1

t=0
X(t)h(2k − t)

(26)ylow =
∑N−1

t=0
X(t)l(2k − t)

(27)a(n) =
xupper(n) + xlower(n)

2

 iv. The original data set is deducted from the estimated 
mean value:

 v. If h(n) meets the criteria for becoming an IMF, the 
IMF will be φ(n) = h(n). If not, go back to the first 
step and continue the process until the prerequisites 
are met.

This method is repeated until a specific number of IMF 
has been obtained. The residual is the data set that remains 
after the decomposition process is completed. As a result, 
the data set is divided into two components: IMFs and 
residuals (Kisi et al. 2014; Özger et al. 2020; Latifoğlu 
2022).

Variational mode decomposition (VMD)

VMD is a non-recursive and adaptive time–frequency 
analysis method created by Dragomiretskiy and Zosso 
(2014). VMD is a multiple adaptive band generaliza-
tion of the original Wiener filter. By decomposing a 
one-dimensional input signal into a defined number 
of modes, the VMD approach addresses mode decom-
position as an optimization issue. By adding up the K 
number of decomposition modes, the signal is entirely 
replicated:

where K is the total number of modes; k is the index of 
modes; uk(t) is the ktℎ mode, and it is an amplitude-mod-
ulated-frequency-modulated signal with the following 
formula:

where Ak(t) and φk(t) are the time-dependent envelope and 
the phase of the kth mode, respectively. The corresponding 
instantaneous frequency (t) of the kth mode is non-negative 
and needs to change gradually according to the phase. It 
could be calculated using the following formula:

Decomposition of time series can be stated as a constrained 
variational problem with the following objective function:

(28)h(n) = x(n) − a(n)

(29)H(t) =
∑K

k=1
uk(t)

(30)uk(t) = Ak(t) cos
(
�k(t)

)

(31)�k(t) =
��k(t)

�t

(32)

min�
uk
�
{�k}

�
K�
k=1

‖�t
�
(�t +

j

�t
) ∗ uk(t)

�
e−j�kt‖

2

2

�
, s.t.

K�
k=1

ut = H(t)
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where {uk} = {u1, …, uK} and {ϖk} = {ϖ1, …, ϖK} are 
the sets of all modes and their related center frequencies; 
δ(t) is the Dirac function; * represents the convolution; and 
j = 

√
−1 . Detailed theoretical information about VMD can 

be found in Dragomiretskiy and Zosso (2014).

Comparison of model performances

Six different criteria were used to compare model perfor-
mances in the prediction of SPI values: mean square error 
(MSE), root mean square error (RMSE), mean absolute error 
(MAE), Nash–Sutcliffe efficiency (NSE), overall index of 
model performance (OI), and determination coefficient (R2). 
MSE, RMSE, and MAE values close to 0 and R2 value close to 
1 indicate that the predicted value converged strongly to the 
original data. The NSE takes values between − ∞ and 1. NSE 
values of < 1 are ideal, as this indicates a 100% success rate. 
Low prediction success is indicated by NSE values of between 
0.3 and 0.5, acceptable prediction success is indicated by NSE 
values of between 0.5 and 0.7, great prediction success is indi-
cated by NSE values of between 0.7 and 0.9, and outstanding 
prediction success is indicated by NSE values of between 0.9 
and 1 (Nash and Sutcliffe 1970). The normalized root mean 
square error and model efficiency indicators are combined in 
the OI criterion. OI can take the following values: + 1, with 
1 indicating a perfect model that predicts the same values as 
the measured ones (Citakoglu 2015). All these performance 
measures are calculated with the following equations:

(33)MSE =
1

N

N∑
n=1

(
SPIp − SPIc)

2

(34)RMSE =

√√√√ 1

N

N∑
n=1

(
SPIp − SPIc)

2

where N is the number of data in the available series, SPIp 
is the prediction value obtained from the models, and SPIc 
is the drought value calculated from monthly precipitation 
data. SPIp and SPIc are the averages of predicted and cal-
culated values; SPIcmax and SPIcmin are the minimum and 
maximum values of the calculated series.

Model development

Models were developed in this study to predict short-term 
meteorological droughts of the Sakarya Meteorological 
Station, located in the northwest of Turkey, with the use 
of monthly precipitation data of 1960 − 2020 period and 
hybrid ML methods. Initially, drought index (SPI) values 
were calculated from precipitation data. SPI drought values 
were calculated with the use of Drought Indices Calculator 
(DrinC) software (Tigkas et al. 2015). In present predic-
tion models, different lag times (t, t − 1, t − 2, t − 3… etc.) 
of SPI drought values for 1-, 3-, and 6-month time scales 

(35)MAE =
1

N

N∑
n=1

|||SPIp − SPIc
|||

(36)NSE = 1 −

�∑N

n=1

�
SPIc − SPIp)

2

∑N

n=1

�
SPIc − SPIc)

2

�

(37)

OI =
1

2

�
2 −

RMSE

SPIcmax − SPIcmin
−

∑N

n=1
(SPIc − SPIp)

2

∑N

n=1
(SPIc − SPIc)

2

�

(38)R2 = 1 −

�∑N

n=1

�
SPIc − SPIp)

2

∑N

n=1
(SPIp − SPIp)

2

�

Table 2  Preliminary test results Test statistics values H0 hypothesis

Standard normal homogeneity test t = 10.500 Rejection Homogeneity
Mann–Whitney test q = 0.158 Rejection Homogeneity
Phillips–Perron test q =  − 10.657 Rejection Stationarity
Augmented Dickey–Fuller test q =  − 9.268 Rejection Stationarity
Von Neumann’s test Q = 1.797 Acceptance Independence

Table 3  Statistical parameters 
of SPI drought time series

Mean value Minimum value Maximum value Standard 
deviation

Coefficient 
of skewness

Coefficient 
of kurtosis

1-month SPI 0.00  − 3.92 2.83 0.99  − 0.42 0.41
3-month SPI 0.00  − 3.17 3.14 1.00 0.07 0.35
6-month SPI 0.00  − 3.70 3.69 1.01  − 0.16 2.23
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were considered as input variables and t + 1 lag time as out-
put variable. Model success is designated by the relation-
ships between the lag times and optimum number of input 
variables. Autocorrelation was applied to input variables to 
reveal relationship between lag times and input variables. 
Autocorrelation conceptually refers to the cooperation rela-
tionship between the value of a series in any period and the 
value of the previous or next period (Başakın et al. 2022). 
To determine whether there is autocorrelation in SPI drought 
time series, the codes of the graphic method in MATLAB 
2021b software were used. After examining the presence of 
autocorrelation, the original drought data were divided into 
sub-series with DWT to determine the optimum input vari-
able, and these sub-series were used as input data as train-
ing and test data in the ANFIS prediction model. DWT can 
comprehensively decompose data on a time scale, has a wide 
variety of wavelet families and band levels, and is more com-
monly used in the literature as compared to EMD and VMD. 
Many different wavelet families and their versions are used 
in the process of decomposing time series into sub-series 
with wavelet transform. It is difficult to make a definite opin-
ion regarding the decomposition performance of wavelet 
families. Compared to most studies in the literature, in this 
study, analyses were made by diversifying both the wavelet 
family, the band level, and the input variables. The aim here 
is to evaluate the optimum input variable more comprehen-
sively and accordingly to increase the performance of the 
prediction models. The reason why the ANFIS method is 
considered together with the DWT is that the ANFIS method 
makes fast analyses. In this study, Haar, symlets (sym3), 
coiflets (coif2), biorthogonal (bior1.3), reverse biorthogonal 
(rbio1.3), discrete approximation of Meyer (dmey), Fejer-
Korovkin (fk4), and Daubechies (db40) wavelet families 
were taken into consideration. In addition, 3, 4, 5, 6, and 7 
wavelet band levels and five lag times (t, t − 1, t − 2, t − 3, t 
– 4, and t − 5 input variables) were used. The decomposition 
process with DWT was completed using the codes in MAT-
LAB 2021b software. Of the input data divided into sub-
series, 75% (1960 − 2005) was used as training data and 25% 
(2006 − 2020) as test data. In the ANFIS prediction model, 
Gaussian (gaussmf), and triangular (triangular-trimf) func-
tions were used as membership functions of the network, and 
constant and linear functions were used as output functions. 
Predictions were obtained with iterations of between 1 and 
10 by changing the number of two − three memberships in 
four different combinations. The input variable that gave the 
best results in the DWT-ANFIS hybrid prediction model was 
also used in all hybrid versions. In addition, the wavelet fam-
ily and wavelet band levels to be used in the hybrid versions 
with DWT were also determined at this stage.

a) 1-month 

b) 3-month 

c) 6-month 

Fig. 3  Autocorrelation plots of SPI drought indices: a 1-month, b 
3-month, c 6-month

▸
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Following the determination of optimum input variable 
with the DWT-ANFIS model, the original SPI drought time 
series were pre-processed using EMD and VMD techniques. 
The original drought series were divided into four sub-series 
(2D, 3D, 4D, 5D) in both methods using the codes in MAT-
LAB 2021b software. The internal mode function (IMF) 
and residual components specific to these techniques were 

obtained in each sub-series. These components were used 
as input data in the ANFIS prediction model as in DWT in 
order to determine the optimum EMD and VMD band levels.

Sub-series obtained with DWT, EMD, and VMD were 
included as input data to five different ML methods (ANFIS, 
ANN, SVMR, KNN, GPR) as training and test data. In addi-
tion, stand-alone prediction models were created using these 

Table 4  Comparison of DWT-
ANFIS hybrid model results for 
1-month time scale

Train Test

Wavelet family Wavelet 
band levels

R2 RMSE R2 RMSE Rank

Haar 3 0.2987 0.9678 0.5102 0.6891 8
4 0.3001 0.9944 0.5090 0.6925
5 0.3028 1.0107 0.5098 0.6914
6 0.2998 1.0244 0.5066 0.6968
7 0.3009 1.0345 0.5067 0.6948

Symlets (sym3) 3 0.7763 0.4684 0.7487 0.4947 5
4 0.7768 0.4680 0.7600 0.4833
5 0.7768 0.4679 0.7663 0.4770
6 0.7769 0.4678 0.7640 0.4795
7 0.7769 0.4678 0.7614 0.4819

Coiflets (coif2) 3 0.8202 0.4200 0.7468 0.5008 4
4 0.8213 0.4188 0.7753 0.4759
5 0.8215 0.4186 0.7789 0.4691
6 0.8215 0.4187 0.7781 0.4709
7 0.8214 0.4187 0.7779 0.4667

Biorthogonal (bior1.3) 3 0.7081 0.5368 0.6944 0.5527 7
4 0.7085 0.5362 0.6914 0.5553
5 0.7090 0.5358 0.6889 0.5617
6 0.7089 0.5359 0.6914 0.5592
7 0.7088 0.5360 0.6899 0.5617

Reverse biorthogonal (rbio1.3) 3 0.3530 0.9986 0.6946 0.5462 6
4 0.3589 1.0303 0.6934 0.5475
5 0.3664 1.0276 0.6954 0.5451
6 0.3662 1.0280 0.6914 0.5497
7 0.3651 1.0233 0.6913 0.5500

Discrete approximation of Meyer (dmey) 3 0.5799 0.9927 0.8537 0.3796 1
4 0.5917 1.0261 0.8534 0.3798
5 0.5817 1.0533 0.8533 0.3799
6 0.5832 1.0711 0.8533 0.3799
7 0.5881 1.0790 0.8531 0.3800

Fejer-Korovkin (fk4) 3 0.5654 0.9940 0.8368 0.4013 2
4 0.5789 1.0282 0.8411 0.3965
5 0.5761 1.0526 0.8420 0.3959
6 0.5786 1.0676 0.8418 0.3959
7 0.5744 1.0770 0.8417 0.3965

Daubechies (db40) 3 0.5715 0.9870 0.8301 0.4067 3
4 0.5767 1.0020 0.8310 0.4050
5 0.5744 0.9912 0.8309 0.4050
6 0.5701 0.9846 0.8313 0.4046
7 0.5702 0.9846 0.8310 0.4051
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ML methods without pre-processing the original drought 
data. A total of twenty prediction models, fifteen of which 
are hybrid prediction models and five of which are stand-
alone prediction models, were created, and the results of all 
these models were compared with each other.

In this study, the prediction model of the multi-layered 
ANN method was used. Levenberg–Marquardt method, 
which has been widely used in recent years and based on 
the standard numerical optimization technique, was used 
as a learning algorithm. Tansig and logsig were used as 
input functions, and tansig, logsig, and purelin functions 
were used as output functions. Predictions were obtained 
with THE number of one-ten neurons and with itera-
tions varying between one-two hundred in six different 
combinations.

In SVMR method, a prediction model was developed by 
using kernel functions. The kernel functions used included 
Gaussian, polynomial, rbf, and linear. Gamma (γ), epsilon 
(ε), and penalty (c) parameters were obtained by trial and 
error. Predictions were obtained with true standardization 
and iterations varying between one-fifty.

In GPR method, a prediction model was created by 
using both kernel functions and radial basis function 
(RBF) to increase model performance. As kernel functions, 
ardmatern32, ardexponential, ardrationalquadratic, ard-
matern52, ardsquaredexponential, matern32, exponential, 
matern52, squaredexponential, and rationalquadratic func-
tions were used. Constant, nonlinear, and pure-quadratic 
functions were used as RBF functions. In GPR model, beta 
(β) and sigma (σ) parameters were calculated using the fully 

Table 5  Comparison of EMD-
ANFIS hybrid model results

Train Test

Model Time scale Inputs Output EMD 
band 
levels

R2 RMSE R2 RMSE

EMD-ANFIS 1-month t, t − 1, t − 2, t − 3 t + 1 2 0.940 0.447 0.882 0.582
3 0.939 0.486 0.880 0.604
4 0.939 0.507 0.880 0.605
5 0.939 0.523 0.880 0.605

3-month t, t − 1, t − 2, t − 3 t + 1 2 0.945 0.411 0.896 0.709
3 0.943 0.468 0.899 0.749
4 0.942 0.501 0.900 0.740
5 0.942 0.559 0.900 0.743

6-month t, t − 1, t − 2, t − 3 t + 1 2 0.935 0.406 0.942 0.703
3 0.936 0.442 0.940 0.662
4 0.938 0.484 0.941 0.657
5 0.937 0.500 0.940 0.661

Table 6  Comparison of VMD-
ANFIS hybrid model results

Train Test

Model Time scale Inputs Output VMD 
band 
levels

R2 RMSE R2 RMSE

VMD-ANFIS 1-month t, t − 1, t − 2, t – 3 t + 1 2 0.379 0.967 0.607 0.644
3 0.464 1.012 0.722 0.531
4 0.627 0.982 0.857 0.377
5 0.703 1.029 0.936 0.255

3-month t, t − 1, t − 2, t − 3 t + 1 2 0.572 0.907 0.442 0.964
3 0.509 0.963 0.510 0.830
4 0.628 0.967 0.826 0.469
5 0.673 0.955 0.932 0.295

6-month t, t − 1, t − 2, t − 3 t + 1 2 0.462 0.878 0.346 1.070
3 0.558 0.851 0.489 1.224
4 0.661 0.904 0.846 0.514
5 0.721 0.971 0.947 1.197
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Table 7  Performance comparison of models for 1-month time scale

Train Test

Models MSE RMSE NSE OI MAE R2 MSE RMSE NSE OI MAE R2

ANFIS 0.889 0.943 0.093 0.477 0.729 0.122 1.566 1.252 -0.628 0.069 0.921 0.002
DWT-ANFIS 0.986 0.993  − 0.005 0.604 0.764 0.580 0.145 0.380 0.850 0.889 0.298 0.854
EMD-ANFIS 0.200 0.447 0.796 0.830 0.317 0.940 0.325 0.571 0.662 0.778 0.456 0.881
VMD-ANFIS 1.058 1.029  − 0.080 0.709 0.830 0.703 0.064 0.254 0.933 0.943 0.204 0.935
ANN 0.926 0.962 0.055 0.456 0.755 0.055 1.220 1.105 -0.268 0.263 0.876 0.164
DWT-ANN 0.115 0.339 0.880 0.920 0.267 0.883 0.148 0.385 0.846 0.887 0.301 0.851
EMD-ANN 0.359 0.599 0.634 0.769 0.463 0.881 0.341 0.584 0.646 0.768 0.471 0.880
VMD-ANN 0.849 0.922 0.133 0.488 0.724 0.980 0.819 0.905 0.149 0.490 0.735 0.983
GPR 0.935 0.967 0.046 0.451 0.763 0.094 1.013 1.007 -0.053 0.380 0.809 0.054
DWT-GPR 0.135 0.367 0.863 0.892 0.291 0.863 0.143 0.378 0.852 0.891 0.297 0.861
EMD-GPR 0.360 0.600 0.633 0.765 0.461 0.881 0.348 0.590 0.638 0.764 0.474 0.879
VMD-GPR 0.065 0.255 0.933 0.941 0.201 0.934 0.063 0.251 0.935 0.944 0.205 0.937
SVMR 0.964 0.982 0.016 0.435 0.757 0.021 1.247 1.117 -0.296 0.248 0.870 0.293
DWT-SVMR 0.132 0.364 0.865 0.940 0.283 0.869 0.217 0.466 0.774 0.844 0.347 0.780
EMD-SVMR 0.372 0.610 0.620 0.769 0.470 0.878 0.344 0.586 0.643 0.767 0.471 0.875
VMD-SVMR 0.065 0.255 0.934 0.946 0.199 0.934 0.079 0.282 0.918 0.933 0.227 0.921
KNN 1.472 1.213  − 0.502 0.159 0.908 0.003 1.966 1.402 -1.043 -0.153 1.070 0.035
DWT-KNN 0.741 0.861 0.245 0.516 0.753 0.823 0.771 0.878 0.199 0.518 0.789 0.825
EMD-KNN 0.414 0.643 0.578 0.777 0.478 0.879 0.309 0.556 0.679 0.788 0.434 0.891
VMD-KNN 0.573 0.757 0.415 0.574 0.689 0.898 0.690 0.830 0.283 0.564 0.764 0.883

Table 8  Performance comparison of models for 3-month time scale

Train Test

Models MSE RMSE NSE OI MAE R2 MSE RMSE NSE OI MAE R2

ANFIS 0.834 0.913 0.110 0.479 0.728 0.153 1.999 1.414 -0.621 0.069 1.034 0.080
DWT-ANFIS 0.848 0.921 0.090 0.660 0.721 0.640 0.158 0.398 0.872 0.902 0.315 0.875
EMD-ANFIS 0.169 0.411 0.820 0.777 0.291 0.945 0.502 0.708 0.593 0.736 0.528 0.896
VMD-ANFIS 0.912 0.955 0.026 0.678 0.766 0.673 0.087 0.294 0.930 0.940 0.224 0.932
ANN 0.740 0.860 0.211 0.534 0.658 0.211 1.134 1.065 0.081 0.450 0.893 0.136
DWT-ANN 0.128 0.357 0.863 0.917 0.282 0.895 0.153 0.391 0.876 0.905 0.315 0.884
EMD-ANN 0.259 0.509 0.723 0.763 0.395 0.890 0.400 0.633 0.676 0.784 0.505 0.914
VMD-ANN 0.127 0.356 0.865 0.903 0.297 0.941 0.118 0.344 0.904 0.923 0.277 0.961
GPR 0.921 0.960 0.018 0.429 0.758 0.018 1.325 1.151 -0.074 0.365 0.916 0.034
DWT-GPR 0.135 0.367 0.863 0.890 0.291 0.863 0.155 0.394 0.874 0.904 0.322 0.876
EMD-GPR 0.262 0.512 0.720 0.764 0.395 0.889 0.404 0.636 0.672 0.782 0.506 0.911
VMD-GPR 0.062 0.249 0.934 0.941 0.193 0.942 0.058 0.241 0.953 0.956 0.196 0.957
SVMR 0.671 0.819 0.284 0.574 0.579 0.301 1.239 1.113 -0.005 0.403 0.865 0.020
DWT-SVMR 0.110 0.332 0.882 0.981 0.255 0.883 0.337 0.580 0.727 0.814 0.459 0.733
EMD-SVMR 0.268 0.518 0.714 0.827 0.394 0.887 0.221 0.470 0.821 0.871 0.349 0.934
VMD-SVMR 0.052 0.229 0.944 0.970 0.180 0.954 0.179 0.423 0.855 0.891 0.327 0.876
KNN 3.635 1.907 -2.894 -1.106 1.313 0.131 3.773 1.942 -2.059 -0.695 1.415 0.063
DWT-KNN 1.408 1.187 -0.512 0.146 1.083 0.757 1.868 1.367 -0.514 0.127 1.217 0.657
EMD-KNN 0.331 0.575 0.647 0.774 0.452 0.901 0.351 0.593 0.715 0.807 0.491 0.940
VMD-KNN 0.797 0.893 0.149 0.476 0.831 0.900 1.189 1.090 0.036 0.426 0.995 0.805
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independent conditional approximation method. Predictions 
were obtained with true standardization and iterations vary-
ing between one–one hundred.

In KNN method, the K-nearest neighbor’s algorithm was 
used as the learning algorithm. The prediction model was 
developed using K-d tree functions and exhaustive functions. 
Euclidean, cityblock, Minkowski, and Chebyshev functions 
were used as K-d tree functions, and Spearman, Jaccard, 
Mahalanobis, correlation, Hamming, cosine, and seuclidean 
functions were used as exhaustive functions. The k coef-
ficient, which shows the neighborhood relationship, was 
determined by trial and error, and predictions were obtained 
with correct standardizations.

The accuracy of the prediction models used in the study 
was evaluated according to MSE, RMSE, MAE, NSE, OI, 
and R2 performance criteria. Besides these criteria, Taylor 
diagrams, in which the statistical values of standard devia-
tion, correlation, and centered root mean square difference 
(RMSD) can be evaluated simultaneously, were used, and 
the model results were compared. Radar charts showing all 
performance criteria together were used to more easily com-
pare the errors of five hybrid prediction models that yielded 
the best results. Scatter plots of the stand-alone models and 
the hybrid methods that yielded the best results were also 
created. In addition, boxplot charts that provide statistical 
comparison of the errors of the models were also used.

Results and discussion

Before being use in drought analysis, present raw data sup-
plied by the Turkish State Meteorological Service (MGM) 
were subjected to homogeneity, independence, autocor-
relation, and stationary tests. Standard normal homoge-
neity test, Mann–Whitney test, autocorrelation test, Phil-
lips–Perron test stationary test, augmented Dickey–Fuller 
test, and Von Neumann’s independence tests were used 
to check the homogeneity, stationarity, and independence 
of the precipitation data. The details of all the tests used 
in the preliminary phase can be accessed from Haktanir 
and Citakoglu (2014, 2015), Yagbasan et al. (2020), Cita-
koglu and Minarecioglu (2021), and Demir (2022a). Test 
results revealed that precipitation data of Sakarya station 
was homogeneous, independent, and stationary (Table 2).

SPI drought values for 1-, 3-, and 6-month time scales 
were calculated separately in the DrinC software using the 
monthly precipitation values of the station between the 
years 1960 and 2020. Statistical parameters of the calcu-
lated SPI drought time series are given in Table 3.

The means for 1-, 3-, and 6-month SPI drought values 
were found to be zero, and the standard deviations were 
around one. This is because the SPI conformed to standard 
normal distribution with a mean of zero and a variance of 
one. The kurtosis coefficient of the SPI drought values on 

Table 9  Performance comparison of models for 6-month time scale

Train Test

Models MSE RMSE NSE OI MAE R2 MSE RMSE NSE OI MAE R2

ANFIS 0.701 0.837 0.082 0.462 0.643 0.121 3.235 1.799  − 0.920  − 0.082 1.348 0.016
DWT-ANFIS 0.761 0.872 0.000 0.643 0.697 0.637 0.109 0.330 0.935 0.945 0.276 0.937
EMD-ANFIS 0.165 0.406 0.785 0.800 0.270 0.935 0.493 0.702 0.707 0.806 0.535 0.942
VMD-ANFIS 0.942 0.971  − 0.235 0.376 0.819 0.721 1.432 1.197 0.150 0.494 0.936 0.947
ANN 0.557 0.747 0.257 0.558 0.555 0.257 2.240 1.497  − 0.329 0.234 1.119 0.113
DWT-ANN 0.107 0.327 0.860 0.867 0.253 0.864 0.102 0.319 0.940 0.948 0.256 0.945
EMD-ANN 0.238 0.488 0.688 0.738 0.376 0.884 0.565 0.752 0.665 0.781 0.571 0.936
VMD-ANN 0.098 0.314 0.871 0.906 0.244 0.874 0.238 0.487 0.859 0.897 0.387 0.865
GPR 0.691 0.831 0.078 0.461 0.655 0.200 1.665 1.290 0.012 0.419 0.940 0.020
DWT-GPR 0.085 0.291 0.888 0.899 0.233 0.890 0.114 0.338 0.932 0.943 0.291 0.934
EMD-GPR 0.243 0.493 0.681 0.725 0.381 0.889 0.641 0.801 0.620 0.756 0.597 0.926
VMD-GPR 0.069 0.262 0.910 0.922 0.209 0.910 0.158 0.398 0.906 0.926 0.324 0.914
SVMR 0.449 0.670 0.401 0.638 0.415 0.420 1.636 1.279 0.030 0.428 0.923 0.035
DWT-SVMR 0.099 0.315 0.870 0.899 0.250 0.870 0.374 0.611 0.778 0.848 0.482 0.821
EMD-SVMR 0.228 0.478 0.701 0.848 0.359 0.890 0.153 0.391 0.909 0.928 0.296 0.974
VMD-SVMR 0.053 0.230 0.931 0.943 0.189 0.933 0.256 0.506 0.848 0.890 0.400 0.881
KNN 1.909 1.382  − 1.476  − 0.368 1.079 0.040 2.934 1.713  − 0.741 0.014 1.387 0.041
DWT-KNN 0.774 0.880  − 0.018 0.594 0.781 0.785 1.212 1.101 0.281 0.566 0.932 0.748
EMD-KNN 0.303 0.550 0.604 0.821 0.450 0.913 0.342 0.585 0.797 0.859 0.515 0.954
VMD-KNN 1.108 1.053  − 0.452 0.473 0.979 0.804 1.563 1.250 0.072 0.452 1.120 0.769
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a 6-month time scale was found to be 2.23. According to 
this parameter, some deviation from the normal distribu-
tion was observed only in this time period. The lowest 
SPI drought value was calculated as − 3.92 for 1-month 
time scale, and the highest SPI drought value was 3.69 for 
6-month time scale.

Autocorrelation functions were calculated for 20 lag 
times, and their plots were created. Autocorrelation plots 

of SPI drought time series for 1-, 3-, and 6-month time 
scales are presented in Fig. 3.

There was no autocorrelation in the series until 
the 20th lag time for each time scale. All the lag 
times considered were within the confidence inter-
val limits. The 10th, 12th, and 14th lag times in the 
SPI autocorrelation plot of the only 1-month time 
scale came close to the confidence interval limits. 

Fig. 4  Scatter plots of calcu-
lated and predicted SPI values 
for 1-month time scale
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Autocorrelation plots revealed that the times up to 
the 20th lag time in all time scales could be used as 
input variables in prediction models. Comparison of 
the results with the use of R2 and RMSE performance 
criteria for 1-month time scale in DWT-ANFIS hybrid 
model are provided in Table 4.

As can be seen in Table 4, according to R2 and RMSE for 
1-month DWT-ANFIS hybrid model, dmey wavelet family 
yielded the best prediction results. The results of fk4 and 
db40 wavelet families were quite close to the results of dmey. 
When the results of the dmey wavelet family were evaluated 
within themselves, the 3rd wavelet band level and the 3rd 
lag time (t, t − 1, t − 2, t − 3 input variables) yielded the best 
results. These analyses were performed for all 1-, 3-, and 
6-month time scales. In all time scales, dmey wavelet fam-
ily and the 3rd lag time (t, t − 1, t − 2, t − 3 input variables) 
yielded the best results. In addition, the 3rd wavelet band 
level for 1- and 3-month time scales and the 4th wavelet 
band level for 6-month time scale yielded the best prediction 
results. According to the results obtained from this model, in 
all hybrid models created with DWT, dmey was used as the 
wavelet family; the 3rd band level for 1- and 3-month time 

scales and the 4th band level for 6-month time scale were 
used as the wavelet band levels. In addition, t, t − 1, t − 2, and 
t − 3 were taken as the optimum lag times (input variables) 
in all hybrid models considered in this study.

Following the identification of the best wavelet family, 
wavelet band level and optimum input variable with the 
DWT-ANFIS hybrid model, EMD-ANFIS, and VMD-
ANFIS hybrid prediction models were created. Comparison 
of the results obtained with these models according to R2 and 
RMSE performance criteria is given in Table 5 and Table 6.

As can be seen in Tables 5 and 6, based on the test per-
formances of the models, the 2nd band level yielded the 
best decomposition performance in all time scales in the 
EMD-ANFIS hybrid model; the 5th band level for 1- and 
3-month time scales and the 4th band level for 6-month time 
scale yielded the best decomposition performance in the 
VMD-ANFIS hybrid model. Therefore, IMF and residual 
components decomposed to the 2nd band level in all EMD 
hybrid prediction models, and the 4th and 5th band levels in 
the VMD hybrid prediction models were used in this study. 
These components were used as input data and training and 
test data in each ML method.

Fig. 4  (continued)
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As can be seen in Tables 7, 8, and 9, the prediction 
performances of the test data were quite low in all stand-
alone models that were not subjected to pre-processing 
techniques. The prediction success of hybrid models 
created by incorporating DWT, EMD, and VMD pre-
processing techniques into these models has increased 
significantly. When the methods were evaluated within 

Fig. 5  Scatter plots of calcu-
lated and predicted SPI values 
for 3-month time scale

Following the completion of pre-processing tech-
niques, prediction processes were completed by using 
all the stand-alone and hybrid prediction models. Com-
parison of the prediction results of the training and test 
data obtained from the models according to MSE, RMSE, 
MAE, NSE, OI, and R2 performance criteria are given in 
Tables 7, 8, and 9.
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themselves, for 1-month time scale, VMD-ANFIS hybrid 
model in ANFIS models, DWT-ANN hybrid model in 
ANN models, VMD-GPR hybrid model in GPR models, 
VMD-SVMR hybrid model in SVMR models, and EMD-
KNN hybrid model in KNN models yielded the best 
results. For 3-month time scale, VMD-ANFIS hybrid 
model in ANFIS models, VMD-ANN hybrid model in 
ANN models, VMD-GPR hybrid model in GPR models, 
VMD-SVMR hybrid model in SVMR models, and EMD-
KNN hybrid model in KNN models yielded the best 
results. For 6-month time scale. DWT-ANFIS hybrid 
model in ANFIS models, DWT-ANN hybrid model in 
ANN models, DWT-GPR hybrid model in GPR mod-
els, EMD-SVMR hybrid model in SVMR models, and 
EMD-KNN hybrid model in KNN models yielded the 

best results. When all hybrid models were examined, 
according to the best results of each method, ANFIS and 
GPR methods for 1-month and 3-month time scales were 
compatible with VMD pre-processing method, while 
these methods were compatible with DWT pre-process-
ing method for 6-month time scale. While the SVMR 
method was compatible with the VMD pre-processing 
method for 1-month and 3-month time scales, it was 
found to be compatible with the EMD pre-processing 
method for 6-month time scale. In ANFIS, GPR, and 
SVMR methods, it was seen that pre-processing method 
changed with the growth of time scales. It was deter-
mined that the KNN method was compatible with the 
EMD pre-processing method for all time scales.

Fig. 5  (continued)
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When all the hybrid models in Tables 7, 8, and 9 were 
examined, it was understood that all the hybrid methods 
obtained by the KNN method according to the perfor-
mance criteria were considerably weaker than the other 
hybrid methods. In general, DWT-KNN and VMD-KNN 
hybrid models yielded higher MSE, RMSE, and MAE val-
ues than the stand-alone models for all time scales. As can 
be understood from these results, it was seen that hybrid 

KNN models obtained by DWT and VMD pre-processing 
methods did not yield predictions as effectively as the 
other hybrid models. According to the performance crite-
ria, the EMD-KNN model was a slightly more successful 
hybrid model.

As can be seen in Tables 7, 8, and 9, the model results 
of the test data yielded better results than the training data 
in six models out of twenty models belonging to each time 

Fig. 6  Scatter plots of calcu-
lated and predicted SPI values 
for 6-month time scale
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scale. However, in many prediction studies with machine 
learning, the performance of training data generally yielded 
superior results than the test data. In this study, most of the 
models in which the test data were superior to the training 
data were hybrid models using VMD. This is because the 
VMD pre-processing technique removed the boundary effect 
(Zuo et al. 2020; Purohit et al. 2021; Latifoğlu 2022).

As seen in Table 7, although the VMD-ANFIS and 
VMD-GPR models yielded close results for 1-month time 
scale, VMD-GPR was chosen as the best hybrid model 
because it had the lowest MSE and RMSE and high NSE, 
OI, and R2 values. The MSE, RMSE, NSE, OI, and R2 
values of the VMD-GPR hybrid model of 1-month time 
scale were found to be 0.063, 0.251, 0.9345, 0.9438, and 
0.9367, respectively. As can be seen in Table 8, when all 
hybrid models were examined for 3-month time scale, the 
VMD-GPR hybrid model yielded the best result accord-
ing to all performance criteria. The MSE, RMSE, NSE, 
OI, and R2 values of the VMD-GPR hybrid model were 
found to be 0.0582, 0.2413, 0.9528, 0.9559, 0.1962, and 
0.9565, respectively. As seen in Table 9, DWT-ANFIS and 

DWT-ANN models yielded close results for 6-month time 
scale, and DWT-ANN was determined as the best hybrid 
model since it yielded the lowest MSE, RMSE, and MAE 
and high NSE, OI, and R2 values.

In Figs. 4, 5, and 6, the calculated and predicted SPI 
drought data of the hybrid model that yielded the best 
results, together with the stand-alone model of each method, 
were given.

As seen in Figs. 4, 5, and 6, most of the stand-alone 
models for all time scales did not fall above the y = x 
(45°) line. As can be seen from these plots, it was 
understood that stand-alone models failed to predict 
drought. In hybrid models, on the other hand, it was 
seen that the relationship between the calculated and 
predicted SPI drought values was on the y = x (45°) 
linear curve. In other words, hybrid prediction mod-
els seemed to be successful. As can be seen in Fig. 4, 
except for the EMD-KNN model, other hybrid models 
were quite successful for 1-month time scale. In the 
EMD-KNN hybrid model, the y = x (45°) linear curve 
and the regression line did not coincide. As can be 

Fig. 6  (continued)
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seen in Fig. 5, the linear curve of y = x (45°) and the 
regression line did not coincide in the hybrid models of 
VMD-SVMR, VMD-ANN, and EMD-KNN for 3-month 
time scale. As can be seen in Fig. 6, the linear curve of 
y = x (45°) and the regression line did not coincide in 

the hybrid models of EMD-SVMR and EMD-KNN for 
6-month time scale.

Besides the scatter plots, Taylor diagrams, in which 
all the models were together and which were created to 
compare the model results of the test data, are presented 

Fig. 7  Taylor diagrams of SPI 
test data for a 1-, b 3-, and c 
6-month time scales

a) 1-month 

b) 3-month

c) 6-month
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in Fig. 7. Taylor diagram examines the statistical errors 
of all models and their agreement with the reference 
data (Citakoglu 2021; Demir 2022b). As can be seen in 
Fig. 7, the hybrid models of VMD-ANFIS, VMD-GPR, 
and VMD-SVM yielded very close results for 1-month 
time scale. The VMD-ANN and VMD-GPR hybrid mod-
els yielded quite close results for 3-month time scale. 

The DWT-ANN, DWT-GPR, and VMD-GPR hybrid mod-
els yielded similar results for 6-month time scale. When 
Taylor diagrams were examined in more detail, it was 
understood that VMD-GPR hybrid models yielded the 
best results for 1- and 3-month time scales, and the DWT-
ANN hybrid model yielded the best results for 6-month 
time scale.

Fig. 8  Radar diagrams of the models that yielded the best five results in the SPI test data for 1-, 3-, and 6-month time scales
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Radar diagrams with all performance criteria are pre-
sented in Fig. 8 to more easily compare the best results 
of the prediction models for each time scale. As can 
be seen in Fig. 8, VMD-GPR hybrid models for 1- and 
3-month time scales and DWT-ANN hybrid models for 
6-month time scale yielded the best prediction results 
according to all performance criteria.

Boxplot diagrams of stand-alone and hybrid models 
and error boxplot diagrams of these models were also 
drawn and presented in Figs. 9, 10, and 11. As can be 
seen in Figs. 9, 10, and 11, the stand-alone models did 
not resemble the original SPI-1, SPI-3, and SPI-6 data. 
According to boxplot diagrams, the highest error values 

were given by the stand-alone models. As can be seen in 
Fig. 9, both model boxplot and error boxplot diagrams 
of VMD-ANFIS, VMD-GPR, and VMD-SVMR models 
were similar for 1-month time scale. As can be seen in 
Fig. 10, both model boxplot and error boxplot diagrams of 
VMD-ANN and VMD-GPR hybrid models were similar 
for 3-month time scale. As can be seen in Fig. 11, both 
model boxplot and error boxplot diagrams of the DWT-
ANN, DWT-GPR, and VMD-GPR hybrid models were 
similar for 6-month time scale. As can be seen from these 
results, the boxplot diagram results overlapped with the 
Taylor diagram results.

(a) Boxplot diagram of all models

(b) Error boxplot diagram of models

Fig. 9  Boxplot diagrams of all models and errors for 1-month time 
scale. a Boxplot diagram of all models. b Error boxplot diagram of 
models

(a) Boxplot diagram of all models

(b) Error boxplot diagram of models

Fig. 10  Boxplot diagrams of all models and errors for 3-month time 
scale. a Boxplot diagram of all models. b Error boxplot diagram of 
models
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Conclusion

In this study, twenty different prediction models were 
implemented to predict the future values of the SPI 
drought indices for 1-, 3-, and 6-month time scales of 
Sakarya Meteorology Station, located in the northwest of 
Turkey. SPI drought indices were calculated with the use 
of precipitation data of station between 1960 and 2020 
period. Fifteen hybrid models were created by incorpo-
rating DWT, EMD, and VMD pre-processing techniques 
into five different ML methods (ANFIS, ANN, SVMR, 
KNN, GPR). In addition, five stand-alone models were 
created without pre-processing. The primary objective of 

this study was to compare the effects of different pre-pro-
cessing methods on different ML methods in the prediction 
of short-term SPI drought indices. The following conclu-
sions were drawn from the present findings and analyses:

• The dmey was the most appropriate discrete wavelet fam-
ily in the prediction of SPI drought indices for three dif-
ferent time scales.

• As for discrete wavelet transform, the 3rd band level 
yielded the best results. Increasing band levels did not 
improve the performance of prediction models.

• DWT-ANFIS model revealed t, t − 1, t − 2, and t − 3 lag 
times input variables for the prediction of the SPI drought 
indices of Sakarya Meteorology Station.

• Models with pre-processing techniques performed better 
than stand-alone models.

• Hybrid models with KNN were not as successful as the 
other hybrid models.

• As the time scale increases, different pre-processing tech-
niques yielded better predictions.

• According to performance criteria, scatter plots and 
Taylor and boxplot diagrams, VMD pre-processing tech-
nique yielded better results than DWT and EMD pre-
processing techniques.

• The VMD-GPR hybrid model for 1- and 3-month time 
scales and the DWT-ANN hybrid model for 6-month 
time scale yielded the best predictions for SPI drought 
indices.

Present findings are expected to provide important contri-
butions to decision-makers for short-term drought incidents 
to be encountered in Sakarya, one of the most important 
industrial provinces of Turkey.
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