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Abstract
In sub-Saharan Africa, economic expansion and its environmental implications have become major problems. The banking 
system has been described as a mechanism for decoupling economic expansion from environmental implications. However, 
the function of bank financing in the growth-environmental consequences in SSA remains undeveloped. This study investi-
gated the role of bank financing in economic growth and environmental outcomes in SSA over the period 1990–2018. We 
implemented the novel panel quantile regression and panel vector autoregressive models in a generalized method of moments’ 
framework to investigate the influence of bank financing on economic growth and carbon emissions, and the moderating effect 
of bank financing in growth-environmental consequences among the four regional economies in SSA. The empirical results 
revealed that bank financing (1) increases economic growth and carbon emissions across quantiles; (2) positively influences 
economic growth and carbon emissions of East and Central African regions but negatively influences economic growth and 
carbon emissions of the West African region; (3) mitigates growth-emissions outcomes of low-emission countries but worsens 
growth-emissions outcomes of median and high emission countries; and (4) worsens growth-emissions outcomes of East and 
Central African regions but mitigates growth-emissions outcomes of Southern and West African sub-regions. The variance 
decomposition and impulse response results discovered that the role of bank financing in growth-environmental challenges 
varies in terms of magnitude and elasticities across the sub-regions over the sampled period. The study also revealed mixed 
findings regarding the existence of the EKC hypothesis for the sub-regional economies in SSA.

Keywords  Bank financing · Economic growth · Environment · Panel vector autoregressive model · Quantile regression; 
Sub-Saharan Africa

Introduction

The dynamics between growth-environmental outcomes 
have posed threats to the future of the sub-Saharan African 
(SSA) region. According to Modern Jazz and Hard Rock 
Scenarios, carbon emissions (CO2) in SSA are expected to 
quadruple by 2060 (1.9–2.6 Gt CO2) due to several factors 
notably economic growth (GDP) and affordable modern 

energy (World Energy Council 2017). Globally, the finan-
cial system particularly the banking system has been identi-
fied as a critical strategy to mitigate growth-environmental 
challenges (Schmidt-Traub and Shah 2015; World Energy 
Council 2017; Dafermos et al. 2018). Currently, integrat-
ing environmental risk into the banks’ business strategies 
and decision-making process so that institutions can support 
environmentally viable projects and innovative technology is 
vital (Nieto 2017). Theoretically, ecological modernization 
theory (EMT) argues financial institutions and other eco-
nomic agents have vital roles in decoupling GDP from envi-
ronmental destruction (Dryzek 2013). Schmidt-Traub and 
Shah (2015) pointed out that the sustainable development 
goals will require an additional annual investment of US$2.4 
trillion in the area of low-carbon infrastructure, education, 
energy, agriculture, and other sustainability sectors globally.
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Over the years, research on financing-growth-environ-
mental outcomes has gained more popularity across the 
globe (Omri et al. 2015; Bekhet et al. 2017; Zaidi et al. 2019; 
Zakaria and Bibi 2019; Charfeddine and Kahia 2019; Destek 
and Sinha 2020) but with little focus on SSA region. Many 
SSA scholars have focused on either finance-growth (Ban-
dura and Dzingirai 2019; Ntarmah et al. 2019; Manu et al. 
2020) or drivers of environmental outcomes (Mensah et al. 
2021; Adzawla et al. 2019; Kong et al. 2020), placing less 
emphasis on the role of financing in growth-environmental 
outcomes (Al-mulali and Binti Che Sab 2012; Acheampong 
2019; Ntarmah et al. 2021).

A critical review of the studies that attempted financing-
growth-environmental outcomes in SSA suffers from some 
common limitations. First, they only introduced financing in 
the model as a direct causal variable but failed to examine 
its role in mitigating/worsening growth-environmental chal-
lenges (Ntarmah et al. 2021). Another major weakness found 
in the literature is the fact that many researchers applied a 
conditional mean-based approach (CMBA) to examine the 
data drawn from heterogeneous samples in SSA countries. 
As a result, there are variations in research outcomes from 
those studies since the approaches do not appropriately 
account for regional heterogeneity (Ehigiamusoe and Lean 
2019). The SSA is sub-divided into four geographical and 
economic regions (Central, Eastern, Southern, and West 
Africa) regulated by their respective economic and finan-
cial blocs not limited to Economic Community of West 
African State (ECOWAS), Southern African Development 
Community (SADC), Economic and Monetary Community 
of Central Africa (CEMAC), and East African Community 
(EAC). These regions vary in growth and environmental 
challenges (World Bank 2020). Considering the variations 
in regional economies in growth-environmental challenges, 
using a heterogeneous sample from SSA without account-
ing for these variations may result in unreliable findings and 
policy outcomes (Ahmad et al. 2019).

To address this gap identified in the literature, this study 
examines the role of bank financing (BF) in GDP environ-
mental outcomes from the perspectives of SSA economies. 
Specifically, the study aims to explore the (1) effect of BF 
on GDP and the environment and (2) moderating the role BF 
plays in growth-environmental outcomes taking into con-
sideration SSA economies. It tries to analyze the objectives 
from the whole sample and regional sample perspectives to 
account for regional variations in SSA and provide reliable 
outcomes suitable to the regions. (3) It also tries to test the 
existence of the EKC hypothesis in SSA.

The current study contributes to the literature in many 
ways. Firstly, this study adds to the financing-growth-envi-
ronmental literature, specifically in SSA, where the topic is 
underdeveloped. Unlike earlier studies, which focused on 
direct causal links between finance, GDP, and environment 

but instead extend the research to establish whether BF 
improves/worsens growth-environmental harm. Secondly, 
this study accounts for regional variations in SSA by inves-
tigating the topic from the four sub-regional economies in 
SSA. This will not only provide a basis for regional compari-
son but also offer results that are a true reflection of these 
regions to guide regional policies. Since respective regional 
blocs regulate economic activities in SSA, studies that focus 
on the entire region and provide general policies based on 
the results may not be implemented by the countries given 
that variations exist among them and different economic 
blocs regulate them. Finally, the study dwells on its find-
ings to offer practicable policy recommendations exclusive 
to SSA and the various economic regions.

The rest of the paper is organized as follows: “Literature 
review” focuses on a literature review comprising a litera-
ture review. “Methodology” highlights the methodology for 
investigating the topic. “Results and discussion” presents the 
results and discussion, while “Conclusion and policy recom-
mendations” presents the conclusion and recommendations.

Literature review

The relationship between bank financing 
and economic growth

The relationship between the bank system and GDP has 
been widely researched (Eddien and Ananzeh 2016; Zhang 
et al. 2019; Ntarmah et al. 2019; Vo and Ho 2020), yet, var-
ied results. Some scholars focused on single-country stud-
ies. For instance, Eddien and Ananzeh (2016) investigated 
the relationship between bank development and the GDP 
of Jordan over the period 1993–2014. The results from the 
vector error correction model revealed that bank develop-
ment plays a significant role in the GDP of Jordan. Simi-
larly, Olowofeso et al. (2015) studied the impact of private 
sector credit by the Central Bank on the GDP of Nigeria. 
They employed Gregory and Hansen’s (1996) cointegra-
tion test on quarterly data from 2000 to 2014. The results 
show that private sector credit had a positive impact on the 
GDP of Nigeria while a higher prime lending rate hinders 
growth. These authors focused on Jordan and Nigeria as sin-
gle countries. As a result, findings and policy implications 
drawn from their study are limited to the specific countries 
studied but cannot be generalized to reflect the perspective 
of other countries. Considering the linkages and close ties 
among countries through trade and socioeconomic activities, 
analyzing the topic from SSA countries as a whole while 
accounting for cross-sectional linkages may reveal unique 
findings. Thus, Olowofeso et al. and Eddie and Ananzeh’s 
studies do not enhance the understanding of finance-growth 
outcomes among countries. The works of Awad and Al 
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Karaki (2019), Chen et al. (2020), Vo and Ho (2020), and 
Ibrahim and Alagidede (2020) share similar limitations.

To account for earlier weaknesses, other scholars inves-
tigated the topic using a panel of countries. Ibrahim and 
Alagidede (2018) used the system GMM approach to 
explore the link between financial development (FD) and 
GDP in SSA. The authors discovered a direct positive asso-
ciation between FD and GDP with increasing elasticity 
under a balanced sectoral growth. Using 27 SSA countries, 
Bandura and Dzingirai (2019) established that extra finance 
upsurges GDP and lower finance decline GDP. They also 
revealed a strong link between finance and GDP subject to 
well-developed financial institutions. Although these schol-
ars considered cross-sectional analysis of the topic, their 
focus was on the entire financial sector. Hence, their find-
ings better reflect the overall impact of the financial sector 
on GDP. Therefore, it is difficult to accurately point out the 
role the banking system plays in the economy. Banks play a 
major role in the money creation and financing of economic 
activity in developing countries like SSA (Kong et al. 2020). 
Consequently, studying bank-growth in SSA is crucial. Ntar-
mah et al. (2019) revealed that bank credit to the private 
sector has mixed influence on economic sustainability on 
some selected developing economies, BRICS, and Asian 
economies. It is evident from Ntarmah et al.’s study that the 
focus was not on SSA. Therefore, studying the topic from the 
perspective of SSA countries may reveal different outcomes.

From a global perspective, Zhang et al. (2019) used the 
dynamic panel threshold effect model to analyze the rela-
tionship between bank lending and GDP in the global market 
from 2006 to 2016. The empirical results revealed a positive 
impact of an increase in bank loans on GDP. In contrast, 
Cheng et al. (2021) investigated the relationship between 
financial development and GDP using panel data involving 
72 countries from 2000 to 2015. Interestingly, the empiri-
cal results from the dynamic GMM estimation model show 
that financial development is unfavorable for GDP, with a 
greater marginal impact found in high-income countries. 
These inconclusive findings among the studies may arise 
due to endogeneity problems. For instance, the authors failed 
to account for the heterogeneity problem in using large sam-
ples. In a situation like this, the problem of heterogeneity 
among the panels may influence the results making it unre-
liable. Therefore, a study that accounts for heterogeneity in 
large panels may reveal different results.

The relationship between bank financing 
and the environment

From the perspective of SSA, Acheampong (2019) stud-
ied FD and CO2 using a sample of 46 countries from SSA 
from 2000 to 2015. The study revealed that FD upsurges 
CO2 among the SSA countries sampled. Awan et al. (2020), 

Saud et al. (2020), and Khan et al. (2021) also established 
a positive relationship between financial development and 
environmental degradation. However, the authors focused 
on whole sample analysis but failed to consider regional 
variations and the role of economic blocs across regions. 
As indicated earlier, the SSA has four main regions regu-
lated by economic blocs such as ECOWAS for West Africa 
(WA), SADC for Southern Africa (SA), CEMAC for Cen-
tral Africa (CA), and EAC for East Africa (EA) regions. 
The regulations and policies such as different bank poli-
cies implemented by these sub-regions influence the group 
and environmental outcomes that are unique to the region. 
Hence, a study that considers these variations in SSA may 
reveal useful and reliable outcomes.

Banhalmi-Zakar (2016) studied the impact of BF on envi-
ronmental outcomes in Australia and Europe, focusing on 
the pre-Global Financial Crisis (GFC) period. The study 
revealed that banks play a key role in environmental out-
comes through diverse ways of financing commercial, resi-
dential, social, and industrial infrastructural developments. 
It is important to emphasize that the findings are limited to 
the pre-GFC period but not post-GFC. As a result, the post-
GFC initiatives and policies in the banking system when fac-
tored into their study may lead to different outcomes. Tsaurai 
(2019) explored the relationship between domestic credit to 
the private sector and CO2 among West African countries. 
The study employed econometric estimators of fixed effects, 
random effects, and pooled ordinary least squares (OLS) on 
data drawn from 2003 to 2014. The pooled OLS results show 
that domestic credit had a significant increase in CO2 among 
West African countries. It is clear in the literature that the 
fixed effects, rand effects, and pooled OLS are the basic 
econometric models that do not account for reverse cau-
salities during the estimation process. Consequently, using 
heterogeneous panel data models that account for reverse 
causalities may provide more convincing evidence.

In terms of the banking system and the environment, the 
results have been mixed. Omri et al. (2015), for example, 
found that loans to the private sector had a neutral effect on 
CO2 in 12 MENA nations, but Bekhet et al. (2017) found 
mixed findings for the six Gulf Cooperation Council (GCC) 
countries from 1980 to 2011. Charfeddine and Kahia (2019) 
used a panel vector autoregressive (PVAR) model to exam-
ine the influence of private-sector lending on CO2 in MENA 
countries from 1980 to 2015. The findings indicate that 
financing to the private sector has a minor impact on CO2 
emissions in the MENA area. Some shortcomings in previ-
ous studies can be blamed for the equivocal results published 
in the literature. First, these studies employed conditional 
mean-based models such as the panel autoregressive distrib-
uted lag model, the error-correction model, and the dynamic 
ordinary least square models, which are best known for esti-
mating results using averages and do not allow the series to 
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be observed over time. In such cases, inconclusive results 
may come from the different periods utilized by these writ-
ers since the mean approach (i.e., mean values) that these 
estimators rely on varies with time length.

The moderating role of bank financing in economic 
growth and environmental outcomes

Katircioglu and Taşpinar (2017) investigated the role of 
finance in the environmental Kuznets curve from the per-
spective of Turkey. The study revealed that finance (indexed 
by credit to GDP ratio) negatively moderates the relation-
ship between GDP and CO2 of Turkey in the short run but 
positively in the long run. Their study reported mixed find-
ings signifying that financial resources given to the private 
sector contribute to successful environmental performance 
in the shorter periods but worsen growth and environmental 
outcomes in the longer period. Ehigiamusoe (2020) studied 
drivers of environmental degradation in ASEAN as well as 
the moderating role of credit to the private sector within the 
relationship. The study revealed that private sector credit 
plays a positive moderating role in energy consumption and 
environmental outcomes in ASEAN but a negative mod-
erating role in ASEAN China, given that China is a high-
pollution country. This study points to the fact that the role 
of financing in the environment and its determinants vary 
across regions. Hence, studying the role of financing in the 
relationship between drivers and environmental outcomes by 
drawing a sample from varied regions with different finan-
cial development without considering variations in SSA 
regions may provide misleading outcomes (Ehigiamusoe 
and Lean 2019). Therefore, this study approaches the role 
of BF in growth-environmental outcomes from sub-regional 
economies (economies governed by common regional eco-
nomic and financial blocs) in SSA.

Another group of scholars (Yang et  al. 2015; Kat-
ircioglu and Taşpinar 2017; Rjoub et  al. 2021) has 
reported inconclusive results regarding the moderating 
role of financing in growth-environmental outcomes. 
Yang et al. (2015) revealed that financial interrelations 
ratio and financial efficiency moderate the relationship 
between GDP and CO2 of China indicating that China’s 
financial sector has contributed to the improvement in 
China’s environmental quality. Using system general-
ized method of moments approach, Tsaurai (2018) found 
financial development to have a moderating role in GDP 
and Greenhous Gas Emissions in Africa. Katircioglu and 
Taşpinar (2017) could not reveal any moderating effects 
of financial development in “GDP and energy consump-
tion” and CO2 in Turkey. On the other hand, Acheam-
pong (2019) established a moderating role of financial 
development in GDP and energy consumption to worsen 

CO2. Generally, the moderating role of the financial sec-
tor spanning through the banking system and other finan-
cial institutions has attracted research across the globe, 
yet studies have reported mixed results. Such inconclu-
sive findings necessitated further research in the field to 
clearly understand the moderating role of the banking sys-
tem in growth-environmental outcomes while considering 
the local characteristics of the economies. As a result, 
the current study tries to fill gaps in previous research 
by investigating the effect of BF, growth-environmental 
consequences in SSA by subdividing the sample econo-
mies into economic areas. This work makes use of quan-
tile regression and the GMM style PVAR model, which 
is known for its ability to account for endogeneity and 
heterogeneity in panels. The model’s impulse response 
function (IRF) permits series to be examined across time, 
as well as the dynamic interactions among variables dur-
ing the period investigated.

EKC

Environmental Kuznets Curve (EKC) is one of the most 
well‐known hypotheses that explain the relationship 
between GDP and the environment. EKC theory argues 
that the growth-environmental relationship is an inverted 
u-shape, such that economic development initially leads 
to environmental degradation until a certain threshold 
where it begins to decrease environmental degradation. 
Because of this, many scholars have attempted to estab-
lish the link between GDP and environmental degra-
dation using the EKC hypothesis. Apergis and Ozturk 
(2015) tested the EKC hypothesis using panel data of 14 
Asian countries from 1990 to 2011. The results from the 
generalized method of moments (GMM) estimator con-
firmed the existence of EKC among the selected coun-
tries. Similarly, Ajanaku and Collins (2021) established 
EKC among African countries. Although the studies 
confirmed the existence of EKC among Asian and Afri-
can countries, the authors did not consider the regional 
variations within these areas. As a result, further studies 
that account for regional variation are needed to provide 
a clearer understanding of EKC. The work of Tenaw and 
Beyene (2021) suffers from similar limitations. From 
a broader perspective, Li et al. (2021) discovered the 
presence of EKC among 89 Belt and Road Initiative 
(BRI) countries but found mixed results of EKC across 
countries of different geographic regions. As a result, 
conclusions drawn from whole sample results may not 
reflect different regional samples involved in BRI. From 
the literature, it is clear that due to the different periods, 
sample, and methodological frameworks, the EKC results 
are inconclusive.
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Methodology

Theoretical rationale and model construction

We implemented heterogeneous panel econometric models 
to explore the role of BF in the growth-environmental out-
comes of SSA. In this study, GDP and environment are the 
response variables. GDP per capita is used as the index of 
GDP. The theoretical arguments underlying GDP per capita 
as GDP index have been widely proven by GDP theories 
(i.e., Neoclassical, Endogenous growth theories) and sup-
ported by researchers including Ntarmah et al. (2019), Manu 
et al. (2020), and Sarkodie (2020). CO2 is used as the index 
of the environment. The theoretical arguments underlying 
CO2 as one of the best environmental indexes have been 
widely proven by Mensah et al. (2019), Musah et al. (2020), 
and Sarkodie (2020) among others.

Globally, the financial sector is placed at the heart of tran-
sition into sustainable growth and a low-carbon economy 
(Nieto 2017). This is in line with the full implementation 
Paris Agreement.1 The banking system, which is an impor-
tant component of the financial system, is responsible for 
money creation and supply in many economies (McLeay 
et al. 2014). Banks finance the production and consump-
tion activities of firms and individuals, which influences 
the growth of the economy. In addition, banks finance envi-
ronmentally friendly projects through green financing and 
corporate social responsibilities (Nieto 2017; Acheampong 
2019). BF, through lending, trading, and investment prac-
tices, influences GDP and environmental outcomes. This 
usually occurs when banks reallocate financial resources 
toward environmentally friendly production and consump-
tion. Likewise, banks could finance production and con-
sumption activities that are detrimental to the environment. 
Therefore, we used BF as a key determinant of GDP and 
CO2 of developing economies in SSA.

In addition, we controlled for REC and POP, which have 
been jointly found to be significant determinants of the envi-
ronment. According to the literature, controlling these vari-
ables in environmental studies is key to reducing endogene-
ity problems (omitted variable bias) and model uncertainty 
as well as improving statistical accuracy (Bekhet et al. 2017; 
Hanif 2018; Destek and Sinha 2020). Based on economic 
theory and literature (Mensah et al. 2019; Topcu et al. 2020; 
Yasmeen et al. 2021), we control for labor, capital stock, 
and natural resources for the GDP equation. Apart from 
these control variables, the literature points out the need 

to control for GDP and CO2 in the environment and GDP 
models respectively. The link between the environment and 
GDP can be explained in a manifold. On the positive side, 
the environment provides resources (i.e., natural resources) 
that serve as inputs for production and consumption activi-
ties. On the negative side, poor environmental quality affects 
wellbeing and economic development due to health impacts, 
reduction in the quality and quantity of the resources needed 
for production and consumption activities. Increased use of 
non-renewable energy, higher levels of emissions, global 
warming, and environmental biodiversity opportunities are 
part of the environmental effects of economic development. 
However, the world does not only suffer from these aspects 
of economic development. When actual revenues rise, peo-
ple can commit more money to environmental protection and 
offset the negative impacts of pollution. In addition, better 
technology-led GDP will allow higher production and fewer 
emissions. Based on the theoretical arguments, we model BF 
as a function of GDP and environment as:

where CO2 and GDP are outcome variables representing 
environment and GDP respectively. BF is the explanatory 
variable representing bank financing, X and M represent the 
set of control variables for GDP and environment respec-
tively. i(I = 1,2,3…39) represents the sampled country while 
t represents the year. In Eq. 1, LAB, CO2, NR, and KT are 
the control variables. In Eq. 2, REC, POP, and GDP are the 
control variables. Equations 1 and 2 can be converted into 
log-linear econometric models as

where GDP, CO2, BF, X, M, i, and t remain as defined in 
Eqs. 1 and 2. α0 represents the intercept, and ε represents the 
error term; α1 and β represent parameters to be estimated. 
In 1997, a report presented to the European Commission by 
Delph International Limited in collaboration with Ecologic 
GMBH argued that banks play multiple roles in the envi-
ronmental sustainability agenda. The argument put forward 
in the report can be summarized as banks (1) play a role as 
investors by providing investments needed for sustainable 
development, (2) serve as innovators by developing new 
financial products (i.e., energy efficiency) to influence con-
sumer behavior and environmental sustainability, (3) help 
in pricing risks and estimating returns for business and pro-
jects in response to environmental outcomes, and (4) act as 
powerful stakeholders and lenders which have considerable 

(1)GDPit = f
(
BFit,Xit

)

(2)CO2it = f
(
BFit,Mit

)

(3)lnGDPit = �0 + �1 lnBFit + �Xit + �it

(4)lnCO2it = �0 + �1 lnBFit + �Mit + �it

1  The Paris Agreement is a legally binding international treaty on cli-
mate change. The Paris Agreement provides a framework for finan-
cial, technical, and capacity building support to those countries that 
need it.

31811Environmental Science and Pollution Research (2022) 29:31807–31845



1 3

influence on the management of businesses and environ-
mental outcomes. In line with this argument, World Energy 
Council (2017) and Dafermos et al. (2018) point out that 
the banking system is a mechanism to mitigate growth-envi-
ronmental harm. Scholars such as Acheampong (2019) and 
Ehigiamusoe (2020) supported this argument by establish-
ing that banking sector development plays a key role in the 
growth-environmental relationship. To move this argument 
from the theoretical to the empirical stage, we expand Eq. 4 
to include the moderating role of BF in growth-environmen-
tal outcomes as

where lnBFGDP represents the interaction between BF and 
GDP; lnPOP and lnREC represent the control variables. 
Other variables remained as defined previously. In Eq. 5, BF 
is the moderator variable, and the moderating effect of BF 
in growth-environmental outcome is represented as BFGDP. 
If the coefficient of BFGDP is positive, then BF worsens 
growth-environmental challenges. On the other hand, if the 
estimated coefficient of BFGDP is negative, then BF miti-
gates growth-environmental outcomes. As put forward by 
the EKC hypothesis, growth-emissions relationships could 
take the form of an inverted U-shape. Hence, it is important 
to test for the existence of EKC in this study. The general 
EKC hypothesis can be represented mathematically as:

Equation 6 represents the EKC model where lngGDP2 
signifies the quadratic form of GDP. The coefficients �2 and 
�3 , respectively, are to be positive and negative for EKC to 
be validated. Table 1 presents the variables and data source 
for this study.

This research included 39 SSA nations from four different 
regions. The World Bank’s World Development Indicators 
database was used to gather annual statistics for each of the 

(5)lnCO2it = �0 + �1 lnBFit + �2 lnGDPit + �3 lnBFGDP + �1 lnPOPit + �2 lnRECit + �it

(6)lnCO2it = �0 + �1 lnBFit + �2 lnGDPit + �3 lnGDP
2 + �1 lnPOPit + �2 lnRECit + �it

nations from 1990 to 2018. To reduce heteroskedasticity in 
the data, we converted the variables into their natural loga-
rithm. This is a normal practice in econometrics (Charfed-
dine and Kahia 2019).

At the initial stage, preliminary analyses were conducted. 
First, the datasets were grouped into two groups: whole 
sample and regional sample datasets. Second, we examined 
the properties of each dataset. We found the whole sample 
dataset (comprising all the 39 SSA countries) to have short 
panel data (number of countries is greater than time) proper-
ties. We also found the regional sample (SSA countries sub-

grouped into regional economies) to have long panel data 
(number of countries in each region is less than the period) 
properties. Table 2 presents the summary of the datasets. 
Based on the type of dataset and the preliminary analysis, 
recommended panel econometric models were used to esti-
mate the results.

Descriptive statistics

Table 3 shows the descriptive statistics for the variables for 
the entire sample and the regional samples. This contrib-
utes to knowledge of the overall description of the factors 
and sub-regional differences in terms of GDP and envi-

ronmental challenges in SSA, including a solid foundation 
for comprehending the variances in the findings. Table 3 
demonstrates that GDP, CO2, BF, REC, and POP differ 
among sub-regions on average. For example, in SSA, SA 
nations had the greatest average score for BF (M = 2.730, 
SD = 0.940) while CA countries, on average, reported the 
lowest BF (M = 1.795, SD = 0.832). In terms of POP, the 
highest average mean value was established in SA countries 

Table 1   Variable and data 
source

WDI World Development Indicators

Variable Description/index for measuring the variables Data Source

Bank Financing (BF) Domestic credit to private sector by banks (% of GDP) WDI, 2021
Economic growth (GDP) GDP per capita (constant 2010 US$) WDI, 2021
Carbon emissions (CO2) CO2 emissions (metric tons per capita) WDI, 2021
Population (POP) Population (total) WDI, 2021
Renewable energy consump-

tion (REC)
Renewable energy consumption (% of total final energy 

consumption)
WDI, 2021

Natural resources (NRs) Total natural resources rents (% of GDP) WDI, 2021
Labor force (LAB) Labor force (total) WDI, 2021
Capital stock (KT) Capital stock (gross capital formation (current US$)) WDI, 2021
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(M = 16.247, SD = 1.125), whereas CA countries had the 
lowest average score (M = 15.489, SD = 1.398).

Similarly, SA nations had the greatest GDP on average 
(M = 7.012, SD = 0.999), whereas WA countries had the low-
est GDP per capita (M = 6.449, SD = 0.702). Similarly, SA 

Table 2   Summary of datasets

N and T are a number of countries and periods respectively

Sample developing No. of countries Period for data Panel data type Panel description

Sample 1: whole sample All the selected SSA 
countries (39)

1990–2018
(29 years)

Short panel T is less than N(T < N)

Sample 2: sub-regions in SSA
  Central African countries 7 countries 1990–2018

(29 years)
Long Panel T is greater than N (T > N)

  East African countries 10 countries 1990–2018
(29 years)

Long Panel T is greater than N (T > N)

  Southern African countries 8 countries 1990–2018
(29 years)

Long Panel T is greater than N (T > N)

  West African countries 14 countries 1990–2018
(29 years)

Long Panel T is greater than N (T > N)

Table 3   Mean, standard 
deviations, and normality 
results

Kurtosis value < 3, > 3 represents platykurtic and leptokurtic distributions respectively

Variable Obs Mean Std. Dev Min Max Skewness Kurtosis Jacque-Bera Prob

All countries
   lnBF 1131 2.411 0.880  − 0.910 4.666  − 0.524 3.963 36.913 0.000
   lnGDP 1131 6.683 1.096 4.631 10.041 0.469 2.308 119.000 0.000
   lnCO2 1131  − 1.247 1.428  − 4.536 2.301 0.437 2.527 55.335 0.000
   lnPOP 1131 15.746 1.521 11.149 19.093  − 0.593 2.438 87.691 0.000
   lnREC 1131 4.042 0.858  − 1.038 4.593  − 2.219 6.103 124.233 0.000

Central Africa
   lnBF 203 1.795 0.832  − 0.800 3.644  − 1.026 4.292 49.757 0.000
   lnGDP 203 6.938 1.332 4.631 10.041 0.573 2.367 14.480 0.001
   lnCO2 203  − 1.429 1.888  − 4.532 2.171 0.404 1.975 14.392 0.001
   lnPOP 203 15.489 1.398 12.946 18.247 0.184 2.121 7.682 0.021
   lnREC 203 4.173 0.814 1.023 4.588  − 3.350 14.231 1446.485 0.000

East Africa
   lnBF 290 2.604 0.769 1.010 4.666 0.479 3.245 11.823 0.003
   lnGDP 290 6.567 1.320 4.732 9.707 0.911 2.715 41.127 0.000
   lnCO2 290  − 1.609 1.579  − 3.867 2.190 1.057 2.990 54.015 0.000
   lnPOP 290 15.537 1.936 11.149 17.847  − 0.962 2.762 45.407 0.000
   lnREC 290 3.808 1.380  − 1.038 4.578  − 2.295 7.128 460.456 0.000

Southern Africa
   lnBF 232 2.730 0.940 0.480 4.431  − 0.080 2.333 4.545 0.103
   lnGDP 232 7.012 0.999 5.217 8.988 0.277 1.836 16.067 0.000
   lnCO2 232  − 0.422 1.345  − 3.570 2.301 0.359 2.655 6.130 0.047
   lnPOP 232 16.247 1.125 14.175 17.872  − 0.599 2.046 22.665 0.000
   lnREC 232 3.995 0.552 2.745 4.546  − 1.056 2.872 43.309 0.000

West Africa
   lnBF 406 2.399 0.786  − 0.910 4.179  − 0.429 3.647 19.566 0.000
   lnGDP 406 6.449 0.702 4.932 8.227 0.305 2.787 7.044 0.030
   lnCO2 406  − 1.369 0.766  − 3.017 0.297  − 0.305 2.362 13.180 0.001
   lnPOP 406 15.739 1.370 12.731 19.093 0.029 3.215 0.838 0.658
   lnREC 406 4.170 0.353 3.074 4.593  − 1.118 3.414 87.452 0.000
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nations had the greatest average CO2 score (M =  − 0.422, 
SD = 1.345), whereas EA countries had the lowest 
(M =  − 1.609, SD = 1.579). In general, descriptive statistics 
suggest that SA nations contribute the most to the region’s 
growth and emissions. CA nations had the highest average 
REC score in the area (M = 4.173, SD = 0.814), while EA 
countries had the lowest (M = 3.808, SD 1.380). Across sam-
ples, the data varies from − 4.536 (Min.) to 19.093 (Max.). 
The descriptive statistics reveal regional differences. As a 
result, when researching this issue, the authors must place 
SSA nations within their unique economic and geographi-
cal features to give trustworthy and correct data for policy 
choices.

Table 3 also presents skewness, kurtosis, Jacque-Bera, 
and their probabilities as a first step to establish the normal-
ity of the data. CO2 is positively skewed in all the regions 
except the WA region which is negatively skewed. BF is 
negatively skewed in the sub-regions except for EA regions. 
Both REC is negatively skewed in all the regions while GDP 
is positively skewed in all the regions. POP is negatively 
skewed in EA and SA but positively skewed in CA and 
WA. In terms of kurtosis, the data exhibit platykurtic dis-
tribution for the SA region. In CA and EA regions, GDP, 
CO2, and POP exhibit platykurtic distribution while BF and 
REC exhibit leptokurtic distribution. In WA, GDP and CO2 
exhibit platykurtic distribution while BF, POP, and REC 
exhibit leptokurtic distribution. The skewness and kurtosis 
results show that the data is not normally distributed. This is 
further supported by the Jacque-Bera and probability results.

In terms of correlation, the results in Table 4 show that 
the variables correlate among themselves (especially with 
the GDP and CO2) for the whole sample and the sub-regions. 
BF positively correlated with CO2 and GDP across the sam-
ple, suggesting that higher BF is associated with higher CO2 
and GDP.

In addition to the correlation results, we estimated the 
multicollinearity results to identify whether there is poten-
tial multicollinearity in the data. The collinearity statistics 
presented in Table 4 show that the variance inflation factor 
(VIF) is less than 5 and the tolerance (Tol) value is greater 
than 0.2 for the whole sample and sub-samples. The findings 
satisfy the VIF and tolerance value threshold of less than five 
(5) and greater than 0.2 respectively. Therefore, we conclude 
that there is no presence of potential multicollinearity in our 
study (Table 5).

Econometric Approaches

Since there are two datasets (whole sample and regional 
sample) for this study, this study used two main suitable 
econometric models to investigate the topic. The first model 
is Method of Moments Quantile Regression (MMQREG) 
with fixed effects. The MMQREG is a short panel data 

model used to estimate the results for heterogeneous panels 
such as the whole sample for this study. The second model 
is the PVAR model. Its long panel data model was used to 
estimate the results for the regional samples. It is important 
to emphasize that the application of a long panel data model 
requires initial checks (slope homogeneity, cross-sectional 
dependency, panel unit root, and panel cointegration). These 
checks are recommended as standard preliminary tests to 
perform before estimating unknown parameters (Mensah 
et al. 2021). This section of the work presents the econo-
metric approaches used to explore the topic.

Slope homogeneity and CD tests

Countries are linked to one another in one way or another 
as a result of socioeconomic activities between them. These 
close ties between countries may result in cross-sectional 
linkages. As a result, cross-sectional dependency (CD) and 
variable homogeneity serve as the first steps in determin-
ing which econometric tests, such as unit roots and cointe-
gration tests, are appropriate for the study. Neglecting CD 
and slope homogeneity could result in erroneous panel data 
model selection, compromising the validity and reliability 
of the results (Musah et al., 2020). Therefore, the Pesaran 
(2004) CD test was used to evaluate CD, and the Pesaran and 
Yamagata (2008) homogeneity test was employed to check 
slope homogeneity in the data. These tests have proven to 
be useful methods in testing for CD and homogeneity in 
panel data.

Unit Root Tests

The unit root test is very useful in establishing the station-
arity properties of the series. In the existence of CD in the 
series, the second-generation unit root tests are found to be 
the most appropriate and reliable for testing for unit roots 
(Pesaran 2007). In line with this, the present study utilized 
Pesaran’s (2003, 2007) panel unit root tests in the presence 
of CD to check the stationarity of the series. CADF and 
CIPS represent Pesaran (2003 and 2007)’s panel unit root 
tests respectively. These tests account for heterogeneity and 
CD in the panels, which make them superior to other unit 
root tests (Mensah et al. 2021).

Panelcointegration test

Checking for the existence of cointegration among the vari-
ables is the next PVAR estimation. This study used two 
main panel cointegration tests that consider cross-sectional 
dependency and heterogeneity. First, Westerlund’s (2007) 
cointegration test was used to test for cointegration among 
the variables. The method is superior to other cointegration 
methods, including the Johansen test due to its ability and 
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appropriateness in testing for cointegration in the presence 
of CD as revealed by the CD test. Westerlund (2007) used 
the bootstrap approach to investigate cointegration. The 
panel cointegration test runs four sub-tests: Pt (between 

panels), Pa (between panels), Gt (intergroup), and Ga. 
(between groups). Gt and Ga demonstrate the mean group 
test based on the t-test statistics and calculated coefficients, 
whereas Pt and Pa demonstrate the full panel test. These 

Table 4   Correlation results Variable lnCO2 lnBF lnGDP lnPOP lnREC lnLAB lnNR lnKT

Whole sample
   lnCO2 1.000
   lnBF 0.507 1.000
   lnGDP 0.842 0.489 1.000
   lnPOP  − 0.344  − 0.103  − 0.366 1.000
   lnREC  − 0.685  − 0.369  − 0.703 0.560 1.000
   lnLAB 0.372 0.465 0.519 0.426 0.214 1.000
   lnNR 0.520 0.299 0.632  − 0.395  − 0.353 0.124 1.000
   lnKT 0.483 0.396 0.681 0.138  − 0.104 0.326 0.344 1.000

Central Africa
   lnCO2 1.000
   lnBF 0.411 1.000
   lnGDP 0.902 0.431 1.000
   lnPOP  − 0.694  − 0.380  − 0.556 1.000
   lnREC  − 0.590  − 0.113  − 0.608 0.432 1.000
   lnLAB 0.342 0.427 0.477 0.391 0.197 1.000
   lnNR 0.496 0.285 0.603  − 0.377  − 0.337 0.218 1.000
   lnKT 0.446 0.365 0.629 0.127  − 0.196 0.385 0.317 1.000

East Africa
   lnCO2 1.000
   lnBF 0.579 1.000
   lnGDP 0.942 0.577 1.000
   lnPOP  − 0.707  − 0.205  − 0.731 1.000
   lnREC  − 0.870  − 0.354  − 0.842 0.831 1.000
   lnLAB 0.440 0.550 0.614 0.504 0.253 1.000
   lnNR 0.601 0.345 0.679  − 0.456  − 0.407 0.143 1.000
   lnKT 0.542 0.445 0.655 0.155  − 0.127 0.491 0.386 1.000

Southern Africa
   lnCO2 1.000
   lnBF 0.686 1.000
   lnGDP 0.721 0.689 1.000
   lnPOP 0.042  − 0.060 0.078 1.000
   lnREC  − 0.877  − 0.765  − 0.793  − 0.016 1.000
   lnLAB 0.334 0.417 0.466 0.382 0.192 1.000
   lnNR 0.492 0.258 0.546  − 0.341  − 0.305 0.107 1.000
   lnKT 0.417 0.361 0.621 0.126  − 0.095 0.297 0.314 1.000

West Africa
   lnCO2 1.000
   lnBF 0.501 1.000
   lnGDP  − 0.589 0.588 1.000
   lnPOP 0.020  − 0.049 0.019 1.000
   lnREC  − 0.642 0.742  − 0.679 0.437 1.000
   lnLAB 0.290 0.363 0.405 0.333 0.167 1.000
   lnNR 0.375 0.214 0.459  − 0.283  − 0.253 0.089 1.000
   lnKT 0.427 0.350 0.552 0.122  − 0.092 0.238 0.294 1.000
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tests take CD and slope factors into account when recom-
mending high p-values and incorporate special short-term 
dynamics for unity. Second, the Durbin-Hausman Panel 
Cointegration test by Westerlund (2008) was also used. This 
test is considered more suitable for modeling cointegration 
when variables are of a different order of integration. The 
Durbin-Hausman Panel Cointegration test presents two dif-
ferent test statistics — Durbin-Hausman panel (DHp) and 
Durbin-Hausman group (DHg) (Westerlund 2008).

Method of moments quantile regression with fixed 
effects

Considering the number of countries involved in the study 
and how skewed the data is, especially for the whole sam-
ple dataset, it is necessary to employ a heterogeneous panel 
data model that can handle the variations within the sam-
pled countries used for the study. In such a highly skewed 
dataset, conditional mean-based models such as the OLS 
model which relies on normality assumption lead to bias 
estimates. To analyze the whole sample results, this research 
used Machado and Santos Silva (2019)’s latest MMQREG 
to estimate the outcomes on different quintiles of the dis-
tribution to resolve conditional mean-based limitation and 
provide heterogeneous responses. Unlike earlier quantile 
regression methods, MMQREG is used to estimate results 
through moment conditions (Machado and Santos Silva 
2019; Ntarmah et al. 2020) that do not assume the pres-
ence of the moment function or make distribution assump-
tions (Sherwood and Wang 2016; Zhu et al. 2016). Apart 
from the ability of MMQREG to estimate complex models, 
another important feature of the estimator used in this study 
is that it leads to an estimation of quantile regression that 
does not cross important conditions that are often ignored 
in empirical applications (Chernozhukov et al. 2010; Rios-
Avila 2020).

Therefore, this study considers estimating conditional 
quantiles QY (�|X) for location-scale in the form

with P{𝛿i + Z�
i,t
𝛾 > 0} = 1. The individual fixed effect is 

captured by the parameters 
(
�i, �i

)
 , and Z is a k-vector of 

known differentiable (with probability 1) changes of the 
mechanisms of X. The sequence {Xi,t} is i.i.d. for any fixed 
i and independent across t. Ui,t is i.i.d. (across i and t), sta-
tistically independent of Xi,t , and standardized to satisfy the 
moment conditions. However, the model proposed in Eq. 7 
suffers from incidental parameter problems and in this case 
has no advantages over alternative approaches. To avoid this 
problem of fixed effects that affect the entire distribution, 
the jackknife bias correction is introduced in the model and 
applies a bias-correction version of the model based on split 
panel jackknife (Dhaene and Jochmans 2015):

where the scalar coefficient �i(�) ≡ �i + �iq(�) is a 
quantile-τ fixed-effect for the individual i, or the distribu-
tional effect at τ. The effect of distribution varies from the 
normal fixed effect in that it is not a change in place in gen-
eral. In other words, the effects of the distribution reflect the 
effects of the individual characteristics of the invariant time 
that, like other variables, are allowed to have different effects 
on the different regions of the conditional distribution of Y. 
The fact that ∫ 1

0
q(�)d� = 0 implies that �i can be under-

stood as the average outcome for individual i, the jackknife 
correction introduced in Eq. 8 essentially eliminates the bias 
without a significant loss of precision (Machado and Santos 
Silva 2019). In addition, the conditions established in Eq. 8 
do not imply strict exogeneity and therefore minimize endo-
geneity problems. Relying on Eq. 7, the specific quantile 

(7)Yit = �i + X�
it
� +

(
�i + Z�

it
�
)
Uit

(8)QY

(
�|Xit

)
=
(
�i + �iq(�)

)
+ X�

it
� + Z�

it
�q(�)

Table 5   Multicollinearity 
results

Tol tolerance, VIF variance inflation factor

Whole Sample CA EA SA WA

Tol VIF Tol VIF Tol VIF Tol VIF Tol VIF

Dependent variable: lnCO2

   lnBF 0.747 1.340 0.740 1.351 0.561 1.784 0.389 2.569 0.572 1.749
   lnGDP 0.445 2.250 0.455 2.197 0.258 3.874 0.348 2.870 0.397 2.518
   lnPOP 0.674 1.480 0.643 1.554 0.282 3.541 0.969 1.032 0.608 1.645
   lnREC 0.396 2.520 0.581 1.721 0.237 4.224 0.281 3.563 0.296 3.377

Dependent variable: lnGDP
   lnBF 0.826 1.211 0.601 1.664 0.531 1.883 0.407 2.457 0.486 2.058
   lnCO2 0.445 2.247 0.653 1.531 0.266 3.759 0.359 2.786 0.417 2.398
   lnLAB 0.532 1.880 0.544 1.838 0.309 3.236 0.372 2.688 0.333 3.003
   lnNR 0.421 2.375 0.337 2.967 0.297 3.367 0.429 2.331 0.520 1.923
   lnKT 0.574 1.742 0.614 1.629 0.427 2.342 0.535 1.869 0.516 1.938
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regression model implemented to estimate the impact of 
BSS on ES for the whole sample can be written as:

Qτ denotes quantile regression parameters of the τth dis-
tributional point, τ indicates the distributional point for the 
independent variables while �� represents fixed effects. ln 
represents the natural log of the variables. All the variables 
remain as defined already. To obtain detailed results from the 
quantile regression estimates, three different quantiles (25th, 
50th, and 75th) are used. In line with Eq. 6, Eq. 12 repre-
sents the EKC model where lngGDP2 signifies the quadratic 
form of GDP.

Panel vector autoregressive model

Following the studies of Ntarmah et al. (2021), and Abrigo 
and Love (2016), we implemented the PVAR model to esti-
mate the results. The PVAR model proposed by Love and 
Zicchino (2006) allows for estimating the results through the 
generalized method of moments (GMM) framework. The 
PVAR model, according to Canova and Ciccarelli (2013), 
introduces fixed effects to enhance consistency and coher-
ence to address heterogeneity (variations) in cross-sectional 

(9)Q�

(
lnGDPit

)
= �� + �1� lnBF + �2� lnCO2it + �3� lnPOPit + �4� lnRECit + �it

(10)Q�

(
lnCO2it

)
= �� + �1� lnBFit + �2� lnGDPit + �3� lnPOPit + �4� lnRECit + �it

(11)Q�

(
lnCO2it

)
= �� + �1� lnBFit + �2� lnGDPit + �3� lnBFGDPit + �4� lnPOPit + �5� lnRECit + �it

(12)Q�

(
lnCO2it

)
= �� + �1� lnBFit + �2� lnGDPit + �3� lnGDP

2

it
+ �4� lnPOPit + �5� lnRECit + �it

data. Another critical aspect of the PVAR is the IRF. It esti-
mates the effects of orthogonal changes by means of explain-

ing the impact of a change of variable to another while main-
taining the rest of the variables as invariant. The model also 
handles both endogenous and exogenous changes, which is 
a critical aspect of econometric analysis. Here, the model 
treats all the variables as endogenous and does not distin-
guish endogenous variables from exogenous ones (Love and 
Zicchino 2006; Abrigo and Love 2016). The general PVAR 
formula put forward by Love and Zicchino (2006) is repre-
sented as

Yit represents endogenous variables; A(L) denotes the 
matrix polynomial in the lag operator with A(L) = A1L1 + 
… + Ap−1Lp−1 + ApLp. ui represents country-specific fixed 
effects; δt signifies the country’s specific time dummy vari-
ables; ai represents individual fixed-effects/heterogeneity 
among cross-sectional units. ɛi,t signifies idiosyncratic 
errors, with E( �i,t) = 0, E(��

i,t
�i,t) =

∑
 and E( ��

i,t
) = 0 

for t > j. i = 1,2,…,N t = 1,2,…,T.
Equation 11 can be expanded to capture the variables of 

this study as

(13)Yit = �i + A(L)Yit + �i + �t + �it

(14)
Δ lnCO2it = �1i +

∑p

j=1
�1jΔ lnBFit−j +

∑p

j=1
�1jΔ lnGDPit−j +

∑p

j=1
�1jΔ lnCO2it−j

+
∑p

j=1
�1jΔ lnPOPit−j +

∑p

j=1
�1jΔ lnRECit−j + �1i + �1t + �1it

(15)
Δ lnGDPit = �1i +

∑p

j=1
�2jΔ lnBFit−j +

∑p

j=1
�2jΔ lnGDPit−j +

∑p

j=1
�2jΔ lnCO2it−j

+
∑p

j=1
�2jΔ lnNRit−j +

∑p

j=1
�2jΔ ln LABit−j +

∑p

j=1
�2jΔ lnKTit−j + �2i + �2t + �2it

(16)

Δ lnCO2it = �3i +
∑p

j=1
�3jΔ lnBFit−j +

∑p

j=1
�3jΔ lnGDPit−j +

∑p

j=1
�3jΔ lnCO2it−j

+
∑p

j=1
�3jΔ lnBFGDPit−j +

∑p

j=1
�3jΔ lnPOPit−j +

∑p

j=1
�3jΔ lnRECit−j

+ �3i + �3t + �3it
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�,�,�,� , � and � represent parameters to be estimated. 
lnCO2, lnGDP, lnREC, lnBF, lnPOP, lnLAB, lnNR, and 
lnKT represent the variables of this study. lnBFGDP repre-
sents the interaction between BF and GDP. ui, ai, δt, and ɛi,t 
are defined in Eq. 13. “j” represents optimal lag-length to 
be selected. Equations 14 and 15 illustrate the causal links 
between the variables with their respective outcome vari-
ables — CO2 and GDP while Eq. 16 illustrates an interactive 
effect of BF and GDP on CO2. In Eq. 16, BF is introduced 
as a moderator variable to establish how BF moderates the 
relationship between GDP and the environment. With refer-
ence to Eq. 6, Eq. 17 depicts the EKC model.

VD and IRF

The next step after estimating the PVAR results is to esti-
mate the forecast error variance decomposition (VD) and 
impulse response function (IRF). The VD and IRF provide 
detailed explanations for the PVAR estimates by presenting 
the results over 10 periods. The VD results aid in forecasting 
the error variance percentage that a variable (BF) explains 
of another variable (CO2 or GDP) that has been subjected to 

(17)
Δ lnCO2it = �4i +

∑p

j=1
�4jΔ lnBFit−j +

∑p

j=1
�4jΔ lnGDPit−j +

∑p

j=1
�4jΔ lnGDP2

it−j

+
∑p

j=1
�4jΔ lnCO2it−j +

∑p

j=1
�4jΔ lnPOPit−j +

∑p

j=1
�4jΔ lnRECit−j + �4i + �4t + �4it

a shock/innovation, the time required for a variable to attain 
equilibrium, and the contribution of each variable to this 
end. IRF also aids in disclosing the behavior of one variable 
when confronted with a shock or innovation in another vari-
able, as well as the time required for the variable to return to 
equilibrium after the shock/innovation happened. The IRFs 
estimate their confidence intervals using Gaussian approxi-
mation. The orthogonalized IRF of shocks and VD are cal-
culated across ten periods using Cholesky decomposition 
(Sims 1980; Abrigo and Love 2016).

Results and discussion

This section presents the results of the study. It starts with 
the preliminary tests, followed by the main results. It is 
important to state that the preliminary results (slope homo-
geneity, cross-sectional dependency, unit root, and cointe-
gration) are presented for the panels. The findings of slope 
homogeneity and cross-sectional dependence are presented 
in Tables 7 and 6, respectively. Table 6 shows that the null 
hypothesis of homogeneity in slope coefficients is rejected 
across panels, implying that panel econometric methods that 

Table 6   Results for slope homogeneity

* Significant at 10% level; **significant at 5% level; ***significant at 1% level

Test Whole Sample CA EA SA WA

Model 1 ∆ 2.159(0.032)** 2.473 (0.013)** 1.705 (0.088)* 2.069 (0.039)** 2.371 (0.018)**
∆Adj 2.470(0.015)** 2.856 (0.004)*** 1.969 (0.049)** 2.390 (0.017)** 2.738 (0.006)***

Model 2 ∆ 4.931(0.000)*** 3.907 (0.000)*** 6.875 (0.000)*** 9.516 (0.000)*** 6.991 (0.000)***
∆Adj 6.185(0.000)*** 4.512 (0.000)*** 7.939 (0.000)*** 10.988 (0.000)*** 8.072 (0.000)***

Table 7   Cross-sectional dependency test

*** Significant at 1% levels; **significant at 5% levels; *significant at 10% levels

Whole sample CA EA SA WA

CD-test Prob CD-test Prob CD-test Prob CD-test Prob CD-test Prob

lnCO2 4.162*** 0.000  − 1.360 0.173 3.360*** 0.001 3.660*** 0.000 18.870*** 0.000
lnBF 12.775*** 0.000 14.430*** 0.000 15.740*** 0.000 6.930*** 0.000 22.160*** 0.000
lnPOP 33.190*** 0.000 24.460*** 0.000 35.100*** 0.000 27.110*** 0.000 51.020*** 0.000
lnREC 7.925*** 0.000 6.770*** 0.000 7.610*** 0.000 4.340*** 0.000 25.690*** 0.000
lnGDP 24.610*** 0.000 19.370*** 0.000 30.060*** 0.000 23.590*** 0.000 41.880*** 0.000
lnLAB 8.860*** 0.000 10.008*** 0.000 10.916*** 0.000 6.466*** 0.000 15.369*** 0.000
lnNR 13.438*** 0.000 9.903*** 0.000 14.211*** 0.000 10.976*** 0.000 20.657*** 0.000
lnKT 19.381*** 0.000 13.585*** 0.000 21.759*** 0.000 18.440*** 0.000 31.680*** 0.000
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are resilient to the issue of heterogeneity should be used for 
the study.

Table 7 shows the cross-sectional dependency results for 
the different sub-regions. The results in Table 7 reject the 
null hypothesis of cross-sectional independence at a 1% sig-
nificance level for all variables (excluding CO2 in Central 
Africa) in all the panels under the null hypothesis of cross-
sectional independence. This implies that cross-sectional 
dependency exists among the variables in all the panels.

Unit root results

The unit root findings are shown in Table 8. Table 8 shows 
that GDP is stagnant at a level in EA and SA while BF is sta-
tionary at a level in SA and WA. POP is stationary at a level 
in CA, WA, and the whole sample while REC is stationary 
at the level in WA. The results reveal that certain variables 
are stationary at I(0) levels, whereas others are stationary 
first difference I levels (1).

Panel cointegration results

Table 9 shows the cointegration results from Westerlund 
(2007, 2008) for the samples. Table 9 shows that the results 
favor the null hypothesis of no cointegration across samples. 
The findings confirm the MMQREQ and PVAR model’s 
suitability for this investigation.

Hausman test results

Since the recommended estimators (MMQREG and PVAR) 
use incorporate fixed effects in the estimation procedure, it 
is appropriate to use the Hausman test to determine whether 
fixed effects are the most suitable for the analysis. Based 

on the Hausman test results presented in Table 10, the null 
hypothesis is rejected suggesting the fixed effects are most 
suitable for the analysis. Thus, MMQREG and PVAR are 
suitable for estimating the results of the study.

OLS and MMQREG results of the impact of bank 
financing on economic growth and environment 
for SSA countries

This section presents the results of the impact of banking 
financing on GDP and the environment from the perspective 
of all the sampled SSA countries. Tables 11 and 12 pre-
sent the OLS and MMQREG results for GDP and environ-
ment equations. For this study, interpretation of the results 
focuses on BF as the key variable of interest. From Table 11, 
the OLS and MMQREG results show a positive impact of 
BF on GDP suggesting that that BF increases GDP among 
SSA countries. This revelation confirms the conclusions of 
Bandura and Dzingirai (2019) and Zhang et al. (2019) but 
contradicts the results of Cheng et al. (2021). In this study, 
the strongest marginal impacts are found in high-growth 
countries (75th quantile). Banks contribute to an increase 
in the aggregate rate of investment in the economy through 
enhancing savings incentives and mobilizing public money. 
When BF is employed for productive purposes, it signifi-
cantly increases output and investment, therefore encourag-
ing GDP. In addition, the results in Table 11 show that CO2, 
LAB, NR, and KT had controlling effects on GDP.

Similarly, the results in Table  12 show a positive 
impact of BF on CO2, but the impact varies across 
quantiles with the strongest impact established at high 
emission countries. The results suggest that the SSA 
environment becomes more polluted as banks make 
more financial resources available to businesses and 

Table 9   Panel cointegration results

Robust P-values are in parenthesis (). The null hypothesis of no cointegration

Westerlund (2007) Westerlund (2008)

Gt Pt Ga Pa DHg DHp

Whole sample  − 2.470(0.285)  − 4.251(0.307)  − 0.526(1.000)  − 0.401(1.000) 1.624(0.429) 1.819(0.366)
CA  − 2.321(0.400)  − 3.944(0.530)  − 0.485(1.000))  − 0.246(1.000) 1.539(0.517) 1.723(0.392)
EA  − 2.889(0.120)  − 6.372(0.340)  − 0.583(1.000)  − 0.503(1.000) 1.943(0.288) 2.086(0.099)
SA  − 3.545(0.040)  − 4.537(0.630)  − 1.153(1.000)  − 0.930(0.990) 1.710(0.401) 1.915(0.220)
WA  − 2.313(0.500)  − 4.332(0.970)  − 0.315(1.000)  − 0.133(1.000) 1.824(0.289) 2.043(0.135)

Table 10   Hausman test

*** Significant at 1% significant level

Whole sample CA EA SA WA

Hausman Test Value 31.017*** 23.459*** 46.286*** 29.564*** 36.937***
Probability 0.000 0.000 0.000 0.000 0.000
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individuals. This is reasonable when banks focus on 
financing production and consumption businesses and 
individuals whose activities pollute the environment. 
This finding is documented in Acheampong (2019), 
Awan et al. (2020), and Khan et al. (2021) studies that 
found a positive association between financial develop-
ment and CO2.

The findings based on location and scale clearly show 
that BF has higher positive dispersion across quantiles 
for both GDP and CO2 estimates. This implies that BF 
has an increased variance across quantiles as illustrated 
in Figs. 1 and 2 (see Appendix 31) for GDP and CO2 
respectively.

Results of the impact of bank financing on economic 
growth and environment for SSA countries 
by regions

PVAR estimates

As indicated earlier, this study implemented a PVAR model 
in estimating sub-regional results. We chose lag order (j) one 
based on Andrews and Lu’s (2001) criteria — Akaike infor-
mation criteria (MAIC), Quinn information criteria (MQIC), 
and Bayesian information criteria (MBIC) for determining 
optimal lag. Following the publications of Acheampong 
(2019), Charfeddine and Kahia (2019), and Ntarmah et al. 
(2021), we implemented a PVAR model with variables in 
their stationary state. During the estimate procedure, vari-
ables that were stationary at first difference were converted 

Table 11   OLS and MMQREG 
results of the impact of bank 
financing on economic growth 
for SSA

T-statistics are in parenthesis ()
*** Significant at 1% level; **significant at 5% level; *significant at 10% level

Dependent variable: GDP

OLS MMQREG

Location Scale 25th 50th 75th

lnCO2  − 0.493***
(16.864)

 − 0.493***
(14.376)

0.058***
(− 5.047)

 − 0.427***
(14.244)

 − 0.492***
(16.950)

 − 0.530***
(18.093)

lnBF 0.043**
(2.417)

0.043**
(2.271)

 − 0.029***
(− 2.338)

0.018**
(2.310)

0.041**
(2.692)

0.055**
(2.463)

lnLAB 0.147***
(6.284)

0.147***
(5.093)

 − 0.092***
(− 5.948)

0.106
(1.872)

0.144***
(5.853)

0.152***
(6.594)

lnNR 0.215**
(2.522)

0.215**
(2.436)

 − 0.173***
(− 3.584)

0.211**
(2.658)

0.212**
(2.483)

0.227***
(4.975)

lnKT 0.276***
(5.349)

0.276***
(4.323)

 − 0.192***
(4.995)

0.214**
(2.615)

0.271***
(4.874)

0.283***
(3.965)

Constant 7.174***
(6.139)

7.174***
(5.846)

3.684***
(7.326)

5.284***
(8.466)

7.432***
(6.394)

8.859***
(9.355)

Table 12   OLS and MMQREG 
results of the impact of BF on 
CO2 of SSA

T-statistics are in parenthesis ()
*** Significant at 1% level; **significant at 5% level; *significant at 10% level

Dependent variable: CO2

OLS MMQREG

Location Scale 25th 50th 75th

lnGDP 1.087***
(37.990)

1.087*** (38.720)  − 0.046**
(− 2.470)

1.109***
(38.170)

1.090***
(39.260)

1.064***
(30.600)

lnBF 0.256***
(10.030)

0.256*** (10.170) 0.036**
(2.390)

0.251***
(9.630)

0.255***
(10.260)

0.262***
(8.390)

lnPOP 0.079***
(5.040)

0.079*** (5.170)  − 0.038***
(− 3.990)

0.111***
(7.000)

0.084***
(5.510)

0.045***
(2.360)

lnREC  − 0.205***
(− 5.710)

 − 0.205*** (− 5.990) 0.028**
(2.320)

 − 0.228***
(− 6.450)

 − 0.208***
(− 6.150)

 − 0.179***
(− 4.230)

Constant  − 9.341***
(− 25.970)

 − 9.341***
(− 26.450)

1.231***
(5.560)

 − 10.365***
(− 28.260)

 − 9.482***
(− 27.060)

 − 8.239***
(− 18.760)
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into first difference. This is a requirement in PVAR estima-
tions. Table 13 presents the first-order lag PVAR estimates.

The results in Table 13 show that BF had a positive and 
significant influence on CO2 of CA, EA, and SA countries 
but varies in terms of magnitude and statistical significance. 
The findings suggest that BF expansion is detrimental to the 
environment of CA, EA, and SA countries since it increases 
CO2. The marginal impact of BF on the environment via 
CO2 is higher in the CA region suggesting a strong link 
between its banking system and the environment compared 
to the other regions. Therefore, an increase in BF will cause 
more environmental damage in the CA region than in SA 
and EA countries. In contrast, BF had a negative and signifi-
cant impact on the CO2 of WA countries. Hence, an increase 
in BF will improve the environment of the WA region by 
reducing CO2. While the findings in the WA area corrobo-
rate Ganda’s (2019) findings that bank funding decreases 
greenhouse gas and carbon emissions in OECD nations, 
the findings in the SA, CA, and EA regions verify Zakaria 
and Bibi’s (2019) findings that lending to the private sec-
tor dampens the environment. The changing environmen-
tal effect of BF might suggest that WA banks are focusing 
on supporting eco-friendly ventures, or that as more credit 
is made available to the private sector, firms/individuals 
participate in eco-friendly creative production techniques. 
This, however, may not be the case in other locations. In 
contrast to the findings in the WA area, which corroborate 
EMT’s theoretical thesis that funding is a crucial component 

required to minimize environmental damages, the outcomes 
in the other regions imply otherwise (Majeed and Mazhar 
2019).

Similarly, the study reveals that BF had a substantial 
positive effect on the GDP of the EA, CA, and SA areas, 
implying that BF assists businesses and individuals in these 
regions in expanding and producing more to enhance the 
economy’s growth. BF, on the other hand, has a consider-
able negative impact on the GDP of nations in the WA area, 
showing that BF stifles GDP in the WA region. The findings 
highlight the differences in the bank and financial develop-
ment and structure across SSA regions. Variations in the 
soundness of the financial system across regions, according 
to Boyd and Smith (1992), account for different influences 
on economic growth. Furthermore, the negative impact of 
BF on GDP in WA suggests that the region’s banking sector 
expansion emanates at a high cost to GDP due to supporting 
hazardous and economically unviable enterprises (Ibrahim 
and Alagidede 2020). This study’s outcome also comple-
ments the conclusions of Ntarmah et al. (2019), who dis-
covered that bank loans to the private sector have a diverse 
impact on the economic sustainability of regional economies 
and groupings such as the BRICS and Asian economies.

Except for the CO2 equation for the SA area, POP was 
shown to have a substantial impact in all estimations. Except 
for the GDP and BF calculations for the EA and WA areas, 
and the CO2 equation for the SA, REC had a major effect in 
all computations. This finding implies that POP and REC are 

Table 13   PVAR results of the 
effect of BF on GDP and CO2 in 
SSA by regions

T-statistics are in parenthesis ()
*** Significant at 1% level; **significant at 5% level; *significant at 10% level

CA EA SA WA

Dependent variable = CO2

   lnCO2 
(t − 1)

 − 0.320*** (− 6.510) 1.004*** (41.850) 1.023*** (17.030)  − 0.316*** (− 3.660)

   lnGDP 
(t − 1)

 − 0.112** (− 2.430)  − 0.010 (− 0.580)  − 0.018 (− 0.850) 0.001 (0.010)

   lnREC 
(t − 1)

0.238*** (7.530)  − 0.131** (− 2.450) 0.255 (1.580) 0.513*** (2.160)

   lnBF (t − 1) 0.189*** (3.000) 0.065* (1.860) 0.070*** (2.630)  − 0.045** (− 2.500)
   lnPOP 

(t − 1)
 − 12.801* (− 1.720)  − 0.563*** (− 3.620)  − 2.655 (− 1.620) 0.275** (2.180)

Dependent variable: GDP
   lnCO2 

(t − 1)
 − 0.039*(1.992)  − 0.147***(3.115)  − 0.066**(2.028)  − 0.229***(3.561)

   lnGDP 
(t − 1)

0.606***(4.301) 0.720***(6.392) 0.699***(4.785) 0.810***(5.274)

   lnBF (t − 1) 0.237*** (3.039) 0.182** (2.479) 0.060** (2.116)  − 0.098** (2.091)
   lnNR (t − 1) 0.052* (1.973) 0.137** (2.015) 0.173* (1.971) 0.120* (1.983)
   lnLAB 

(t − 1)
0.195*** (2.957) 0.133*** (2.248) 0.295*** (4.173) 0.485*** (3.477)

   lnKT 0.386*** (4.570) 0.403*** (3.293) 0.164** (2.487) 0.518*** (4.733)
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Table 14   Variance 
decomposition results of the 
impact of BF on GDP and CO2 
in SSA by regions

Period Response Variable: CO2 Response Variable: GDP

lnBF lnGDP lnCO2 lnPOP lnREC lnBF lnGDP lnCO2 lnLAB lnNR lnKT

CA
   0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
   1 0.000 0.000 1.000 0.000 0.000 0.000 0.825 0.062 0.000 0.000 0.113
   2 0.022 0.004 0.962 0.002 0.011 0.007 0.757 0.054 0.009 0.057 0.116
   3 0.022 0.009 0.954 0.003 0.013 0.013 0.716 0.050 0.020 0.084 0.117
   4 0.023 0.009 0.948 0.003 0.017 0.018 0.690 0.047 0.030 0.098 0.118
   5 0.023 0.010 0.944 0.004 0.020 0.020 0.668 0.045 0.040 0.107 0.119
   6 0.023 0.010 0.940 0.004 0.023 0.022 0.652 0.043 0.049 0.112 0.121
   7 0.023 0.010 0.936 0.004 0.026 0.023 0.640 0.043 0.058 0.116 0.121
   8 0.023 0.010 0.933 0.005 0.029 0.023 0.630 0.042 0.065 0.119 0.121
   9 0.023 0.010 0.930 0.005 0.032 0.023 0.622 0.042 0.072 0.121 0.120
   10 0.023 0.010 0.927 0.005 0.035 0.022 0.615 0.041 0.078 0.122 0.122

EA
   0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
   1 0.000 0.000 1.000 0.000 0.000 0.000 0.878 0.011 0.000 0.000 0.111
   2 0.003 0.000 0.987 0.001 0.009 0.005 0.809 0.035 0.029 0.009 0.113
   3 0.004 0.000 0.979 0.001 0.016 0.022 0.675 0.071 0.096 0.018 0.119
   4 0.005 0.001 0.971 0.001 0.022 0.048 0.513 0.110 0.179 0.026 0.124
   5 0.007 0.001 0.964 0.001 0.027 0.075 0.365 0.142 0.254 0.032 0.132
   6 0.008 0.001 0.955 0.004 0.033 0.099 0.251 0.165 0.315 0.037 0.135
   7 0.009 0.002 0.941 0.009 0.039 0.116 0.171 0.179 0.357 0.039 0.138
   8 0.011 0.002 0.922 0.018 0.047 0.128 0.117 0.187 0.387 0.040 0.140
   9 0.013 0.002 0.896 0.033 0.056 0.138 0.081 0.191 0.407 0.041 0.142
   10 0.016 0.002 0.861 0.055 0.066 0.144 0.057 0.193 0.422 0.042 0.143

SA
   0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
   1 0.000 0.000 1.000 0.000 0.000 0.000 0.878 0.011 0.000 0.000 0.111
   2 0.005 0.001 0.993 0.000 0.001 0.152 0.698 0.035 0.002 0.000 0.113
   3 0.007 0.002 0.988 0.001 0.002 0.203 0.625 0.052 0.005 0.001 0.114
   4 0.009 0.003 0.984 0.002 0.003 0.224 0.579 0.071 0.009 0.001 0.116
   5 0.009 0.006 0.979 0.003 0.003 0.233 0.542 0.092 0.014 0.002 0.118
   6 0.010 0.008 0.975 0.004 0.004 0.235 0.508 0.116 0.020 0.002 0.119
   7 0.010 0.011 0.969 0.005 0.005 0.232 0.474 0.145 0.026 0.003 0.120
   8 0.010 0.014 0.964 0.005 0.007 0.225 0.440 0.178 0.032 0.003 0.123
   9 0.010 0.018 0.958 0.006 0.008 0.216 0.405 0.213 0.038 0.003 0.124
   10 0.010 0.022 0.951 0.007 0.009 0.204 0.369 0.252 0.044 0.003 0.127

WA
   0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
   1 0.000 0.000 1.000 0.000 0.000 0.000 0.862 0.027 0.000 0.000 0.111
   2 0.006 0.000 0.968 0.000 0.025 0.002 0.790 0.090 0.000 0.004 0.114
   3 0.007 0.000 0.958 0.000 0.036 0.009 0.775 0.089 0.000 0.012 0.115
   4 0.007 0.001 0.944 0.000 0.048 0.021 0.756 0.088 0.001 0.019 0.115
   5 0.007 0.001 0.934 0.001 0.057 0.039 0.736 0.084 0.001 0.025 0.116
   6 0.007 0.002 0.924 0.001 0.066 0.060 0.715 0.079 0.002 0.029 0.116
   7 0.007 0.002 0.917 0.001 0.073 0.084 0.692 0.074 0.003 0.032 0.115
   8 0.007 0.003 0.908 0.002 0.080 0.112 0.668 0.069 0.003 0.033 0.115
   9 0.007 0.003 0.902 0.002 0.086 0.140 0.643 0.065 0.003 0.033 0.116
   10 0.007 0.003 0.897 0.002 0.091 0.169 0.618 0.060 0.004 0.032 0.116
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important factors in CO2. The findings back up the findings 
of Mensah et al. (2019) who discovered that energy use and 
POP impact GDP and environmental consequences.

Variance decomposition results of the direct 
relationships

We proceed to estimate the variance decomposition to deter-
mine the extent to which the explanatory variables (includ-
ing the lagged outcome variables) explain the outcome vari-
able over the sample period. The variance decomposition 
breaks the sample period (1990–2018) into 10 periods with 
period one (1) being the initial year and period 10 being 
the final year. This allows the impacts of explanatory vari-
ables on the outcome variable to be observed throughout the 
period. In this study, we interpret the results focusing on the 
variable of interest (BF) and at the 10th period (with almost 
all variables having the highest explaining power). Table 14 
presents the variance decomposition results.

The VD results throw more light on the earlier PVAR 
estimates. The results in Table 14 show that BF explains 
approximately 2.33%, 1.59%, 1.01%, and 0.69% of the vari-
ation in CO2 of CA, EA, SA, and WA regions, respectively. 
Although the explanatory power of BF in CO2 is low across 
sub-regions, it had the highest explanatory power in the CA 
region providing further supports for the PVAR estimates. 
This finding is congruent with the revelations of Banhalmi-
Zakar (2016) and Acheampong (2019).

The results in Table 14 show that BF explains approxi-
mately 2.20%, 14.40%, 20.40%, and 16.90% of the varia-
tion in GDP of CA, EA, SA, and WA regions, respectively. 
Comparatively, BF has a higher explanatory power of the 
variations in GDP than CO2 among the sub-regional econo-
mies. This depicts a strong link between the banking system 
and GDP than the environment. This is reasonable since the 
activities of the banking system directly revolve around eco-
nomically productive sectors in the economy. The findings 
of this study are consistent with the studies of Olowofeso 
et al. (2015) and Eddien and Ananzeh (2016) who revealed 
that bank development plays a significant role in GDP. Other 
variables such as CO2, POP, and REC account for the varia-
tions in GDP and CO2 among the sub-regional economies in 
SSA suggesting that these variables contribute to GDP and 
environment in addition to BF.

The results in Table 14 show that GDP and CO2 largely 
depend on their prior innovations (past values). It is impor-
tant to state that the degree to which GDP and CO2 respond 
to their innovations decreases over time. That is to say, their 
explanatory power decreased while the explanatory power 
of BF increased throughout the period. This suggests that the 
effectiveness of BF in GDP and the environment will be felt 
more in the future. The finding validates the effectiveness 
of recent initiatives in the banking system to strengthen the 

link between the banking system, GDP, and the environment. 
Ntarmah et al. (2019), Charfeddine and Kahia (2019), and 
Manu et al. (2020) also reached similar conclusions.

Impulse response function for the effect of bank 
financing on economic growth and the environment

We estimate the IRFs in addition to the VD. On the estima-
tion procedure, we used Monte Carlo simulations with 500 
replications with error margins of 5%. We concentrate on the 
interpretation of results for the variable of interest (BF), as 
well as how it affects GDP and CO2.

Figures 3–6 depict the IRF findings of the impact of BF 
on GDP for the CA, EA, SA, and WA areas (see Appendix 
32). The results in Fig. 3 demonstrate that the impact of a 
one standard deviation rise (shock) in BF on the CA region’s 
GDP is positive but modest throughout the timeframe. This 
suggests that the CA region’s GDP responds favorably to 
BF shocks, showing that boosting financial resources to the 
private sector raises GDP. The findings also indicate that 
banks in the CA area are making strides in growth-induced 
lending. The results in Fig. 4 show that the impact of a one 
standard deviation shock in BF on the GDP of the EA area 
was positive and grew with time. This suggests that BF is 
becoming increasingly important in East African GDP, and 
its dominance is expected to grow in the future. Further-
more, the results in Fig. 5 show that the impact of a one 
standard deviation increase in BF on the GDP of the SA area 
was positive and rose over time. In addition, a one stand-
ard deviation shock in the growth of BF on the GDP of the 
West African sub-region was positive across the years in 
Fig. 6. The strong link between BF and GDP and a weak link 
between BF and the environment suggests that bank lending 
in EA focuses on productive sectors without considering 
the environmental outcomes of the lending decisions. The 
findings are in contradiction with the study of Cheng et al. 
(2021) who reveal financial development to be unfavorable 
for GDP. According to the statistics, the elasticity of BF 
to GDP varies over time and between areas. The findings 
complement the findings of Ibrahim and Alagidede (2018), 
Charfeddine and Kahia (2019), Ahmad et al. (2019), and 
Shoaib et al. (2020), who discovered that the elasticity of 
macroeconomic variables to one another varies in magnitude 
under balanced sectoral growth.

Figures 7–10 depict the IRF findings of the impact of BF 
on CO2 for the CA, EA, SA, and WA areas (see Appendix 
33). From Fig. 7, the effect of a one standard deviation shock 
of BF on CO2 in the CA region was unstable but positive for 
the first three periods before stabilizing. Concerning Fig. 8, 
the impact of a one standard deviation shock in BF on CO2 
in the EA region, on the other hand, was almost zero for 
the first five periods and then became positive but mod-
est. Although BF can be detrimental to EA’s environment, 
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the finding better illustrates a weak link between the bank-
ing system and the environment. Similarly, the effect of a 
one standard deviation increase in BF on CO2 in the SA 
region was positive over time (Fig. 9). The data reveal a 
pattern of BF’s boosting impacts on GDP and its negative 
consequences on the environment via CO2. Furthermore, 
the impact of a one standard deviation increase in BF on 
CO2 in the WA region was negative for the first two periods 
but approached zero toward the end of the period (Fig. 10). 
According to the statistics, the IRF findings provide new 
light on previous econometric estimations. The finding 

validates the recent studies that revealed variations in the 
elasticity of BF to the environment across different countries 
over time (Zhang et al. 2019; Khan et al. 2021; Ntarmah 
et al. 2021).

EKC results

The EKC results are presented in Tables 15 and 16 for the 
whole sample and sub-samples respectively. The OLS and 
MMQREG results in Table 15 depict evidence of the EKC 
hypothesis among SSA countries as a whole. However, such 
evidence was not found in low-emission countries in SSA 
(25th Quantile). While the results generally validate the 
study of Li et al. (2021) found EKC for the whole sample 
but not sub-groups.

The findings in the EA and SA sub-regions show the coef-
ficient of GDP and GDP2 are positive and negative respec-
tively. Thus, the findings demonstrate that the relationship 
between GDP and CO2 is an inverted U-shape relationship 
validating the EKC hypothesis among EA and SA regions. 
This finding supports Hanif (2018) and Ajanaku and Collins 
(2021) who validated the EKC hypothesis in SSA. Thus, 
future economic expansion in EA and SA through financial 
opportunities, environmentally friendly, and technologies in 
the sub-regions could decrease CO2 (Choi et al. 2010). In 
contrast, the findings in CA and WA did not provide any 
evidence of the EKC hypothesis, rejecting the existence of 
the EKC hypothesis. While GDP has no significant effect in 
the WA sub-region, a significant U-shaped relationship was 
established in the CA sub-region.

The finding in the CA region contradicts the EKC hypoth-
esis but rather supports the study of Yusuf et al. (2020) that 
found a U-shaped relationship among the variables. The 

Table 15   EKC results for whole 
sample

T-statistics are in parenthesis ()
*** Significant at 1% level; **significant at 5% level; *significant at 10% level

Dependent variable: CO2

OLS MMQREG

Location Scale 25th 50th 75th

lnGDP 0.528***
(9.275)

0.528***
(9.583)

 − 0.133**
(− 2.470)

0.626***
(9.620)

0.527***
(9.273)

0.494***
(8.725)

lnGDP2  − 0.151**
(2.414)

 − 0.151**
(2.627)

0.080*
(1.966)

0.059
(1.782)

 − 0.152**
(2.415)

 − 0.083**
(2.136)

lnBF 0.227***
(3.759)

0.227***
(3.668)

0.032**
(2.165)

0.219***
(3.502)

0.229***
(3.760)

0.238***
(3.815)

lnPOP 0.074**
(2.426)

0.074**
(2.532)

 − 0.035*
(− 1.993)

0.085**
(2.584)

0.076**
(2.433)

0.041*
(1.971)

lnREC  − 0.197***
(− 3.588)

 − 0.197***
(− 3.694)

0.024**
(2.136)

 − 0.206***
(− 3.840)

 − 0.199***
(− 3.603)

 − 0.172***
(− 2.941)

Constant  − 4.857***
(− 12.583)

 − 4.857***
(− 13.484)

0.962***
(4.491)

 − 4.992***
(− 13.498)

 − 4.856***
(− 12.547)

 − 3.595***
(− 10.346)

Table 16   EKC results for subregions (PVAR estimates)

T-statistics are in parenthesis ()
*** Significant at 1% level; **significant at 5% level; *significant at 
10% level

PVAR

CA EA SA WA

lnCO2 (t − 1)  − 0.328***
(3.822)

1.002***
(5.284)

0.963***
(3.965)

 − 0.485***
(2.830)

lnGDP (t − 1)  − 1.108***
(3.155)

0.116**
(2.530)

0.051**
(2.217)

 − 0.083
(1.683)

lnGDP2 
(t − 1)

0.080***
(3.193)

 − 0.009***
(2.996)

 − 0.004**
(2.952)

0.008
(1.736)

lnBF (t − 1) 0.005
(2.249)

0.003
(2.013)

0.006
(2.400)

 − 0.057***
(3.974)

lnPOP (t − 1)  − 3.616
(1.682)

 − 1.285***
(2.956)

 − 2.232*
(1.971)

0.232**
(2.368)

lnREC (t − 1) 0.120***
(5.348)

0.304**
(2.316)

 − 0.064
(1.530)

0.451*
(1.982)
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result suggests the non-existence of the EKC hypothesis 
in these two sub-regions thereby supporting the studies of 
Mehdi et al. (2014) and Adzawla et al. (2019) who found 
no evidence to support the existence of the EKC hypothesis 
among SSA countries. Generally, the mixed findings of this 
study throw more light on Tenaw and Beyene’s (2021) study 
that revealed mixed findings of EKC between resource-
intensity SSA countries and non-resource-intensity SSA 
countries.

Moderating effect of bank financing 
in growth‑environmental outcomes

This study further analyzed the moderating effect of BF 
(moderator variable) in growth and environmental outcomes 
using OLS and MMQREG for whole sample analysis and 
the PVAR approach for regional sample analysis. The pur-
pose is to establish whether banking financing improves or 
worsens growth-environmental consequences in SSA. The 
moderating effect is represented by the interaction between 
BF and GDP (lnBFGDP). Table 17 presents the results of 
the moderating effect of banking financing in growth-envi-
ronmental outcomes for SSA countries as a whole.

The MMQREG results presented in Table 17 show that 
BF has a significant moderating influence on growth-
environmental outcomes but varies in terms of magnitude 
and elasticities. For low CO2–emission countries, BF 
negatively moderates growth-environmental outcomes; 
BF mitigates growth-environmental outcomes. This 
seems to suggest that the countries’ banking system has 
contributed to reducing growth-induced emissions. Con-
versely, BF positively moderates the growth-environmen-
tal outcomes of median and high emission countries. The 

results suggest that BF creates more environmental dam-
ages by stimulating large-scale production and consump-
tion, which creates more pollution. The findings support 
the study of Bui (2020) that found financial development 
to have both beneficial and detrimental effects on envi-
ronmental quality. Similarly, the findings of this study 
collaborate with Jiang and Ma’s (2019) study that estab-
lished the dominance of the detrimental effect of finan-
cial development on the environment compared with the 
benefits. The location and scale results concisely show 
that BF has a higher negative dispersion in growth-envi-
ronmental outcomes suggesting that BF has an increased 
variance across quantiles.

Table 17   OLS and MMQREG 
results of the moderating role 
of BF in growth-environmental 
outcomes of SSA

T-statistics are in parenthesis ()
*** Significant at 1%; **significant at 5% level; *significant at 10% level

Dependent variable: CO2

OLS MMQREG

Location Scale 25th 50th 75th

lnPOP 0.083***
(5.250)

0.083***
(5.270)

 − 0.039***
(− 3.860)

0.114***
(7.280)

0.087***
(5.680)

0.048***
(2.400)

lnBF 0.267***
(10.400)

0.267***
(10.410)

0.202***
(0.110)

0.266***
(10.330)

0.267***
(10.590)

0.269***
(8.210)

lnBFGDP  − 0.071***
(− 2.990)

 − 0.070***
(− 3.440)

 − 0.069***
(− 2.930)

 − 0.066***
(− 2.890)

0.071***
(− 3.260)

0.072***
(− 4.010)

lnGDP 1.139***
(34.230)

1.139***
(34.500)

1.014***
(33.650)

1.127***
(34.110)

1.137***
(35.080)

1.151***
(27.330)

lnREC  − 0.267***
(− 6.460)

 − 0.267***
(− 6.560)

0.204***
(5.160)

 − 0.271***
(− 6.640)

 − 0.268***
(− 6.690)

 − 0.264***
(− 5.070)

Constant  − 9.443***
(− 26.230)

 − 9.443***
(− 26.410)

1.131***
(4.910)

 − 10.370***
(− 28.790)

 − 9.585***
(− 27.210)

 − 8.436***
(− 18.490)

Table 18   PVAR estimates of the moderating effect of banking financ-
ing on growth-environmental outcomes in SSA by regions

T-statistics are in parenthesis ()
*** Significant at 1% level; **significant at 5% level; *significant at 
10% level

Dependent variable: lnCO2

CA EA SA WA

lnCO2 (t − 1)  − 0.554***
(− 18.650)

0.970***
(40.390)

0.975***
(18.450)

 − 0.504***
(− 4.190)

lnGDP 
(t − 1)

0.077
(0.870)

 − 0.048***
(− 2.860)

0.031
(1.110)

0.230***
(2.840)

lnBFGDP 
(t − 1)

0.027***
(5.950)

0.006**
(2.240)

 − 0.007*
(− 1.810)

 − 0.109***
(− 3.630)

lnREC 
(t − 1)

0.200***
(5.160)

 − 0.121***
(− 5.140)

 − 3.757***
(− 13.670)

 − 0.588
(− 1.590)

lnBF (t − 1) 0.037
(0.750)

0.073***
(2.880)

0.006
(0.200)

0.613***
(3.300)

lnPOP 
(t − 1)

110.267***
(17.710)

 − 1.629***
(− 12.250)

3.580***
(3.630)

 − 0.089
(− 0.560)
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In terms of the sub-sample analysis, the PVAR results 
in Table 18 show that the coefficient of the interaction 
term of BF and GDP is significant for all the regional 
economies indicating that BF plays moderating role 
in growth-environmental outcomes in all the regional 
economies in SSA. BF positively influences the relation-
ship between GDP and CO2 of CA and EA regions. This 
indicates that BF worsens growth-environmental out-
comes by increasing CO2 of CA and EA regions. This 
revelation supports the conclusion made by Acheampong 
(2019). The results signify that BF can stimulate large-
scale production and consumption and cause more pol-
lution. Hence, increasing BF will lead to degradation of 
the environment of CA and EA regions. In contrast, BF 
negatively influences the relationship between GDP and 
CO2 of SA and WA regions, suggesting that BF mitigates 
growth-environmental challenges by decreasing CO2 of 
SA and WA regions. The findings of this study validate 
the studies of Yang et al. (2015), Katircioglu and Taşpinar 
(2017). The finding in SA and WA regions supports the 
theory of modernization that says that banks could be an 
important mechanism to decouple GDP from the environ-
mental outcomes. Banks can help control global warming 
by channeling more capital into environmental-friendly 
projects, or by funding research and development aiming 
at discovering new ways of preserving the environment. 
These actions will result in lower CO2 rates and a better 
environment.

Generally, the findings of this study agree with Ehigia-
musoe (2020) who established a positive moderating role of 
credit to the private sector in the relationship between envi-
ronmental quality and its drivers, but a negative moderating 
role in ASEAN China, given that China is a high-pollution 
country.

Variance decomposition of the moderating role 
of bank financing

Table 19 presents the VD to illustrate the extent to which 
the interaction between BF and GDP explains the CO2 of 
the sub-regional economies over the sample period. The 
results in Table 19 show that the interaction between BF 
and GDP explains approximately 2.44%, 21.11%, 0.03%, 
and 1.86% of the variation in CO2 of CA, EA, SA, and 
WA regions respectively. Compared with earlier econo-
metric estimates, variance decomposition results show 
that while GDP partly explains the variance in CO2, 
GDP’s explanatory power increases when moderated by 
BF. Interestingly, the moderating effect of BF accounted 
for a little of one-fifth of environmental damage in the 
EA region. The results through more light to support the 
PVAR estimate that BF plays a moderating role in GDP 
and environmental outcomes.

Impulse response function for the moderating effect 
of bank financing

We proceed to estimate the IRFs for the moderating effect 
of BF in growth-environmental outcomes for the four sub-
regional economies in SSA. Figures 7–10 present the results 
of the IRFs for the CA, EA, SA, and WA regions Figures 11, 
12, 13 and 14 (see Appendix 34).

Examining the function of BF as a moderator in 
growth-environmental outcomes, the IRF results in Fig. 7 
reveal that the impact of a one standard deviation shock 
in the BF and GDP interaction term (lnBFGDP) on CO2 
in the CA area was positive for the first four periods and 
thereafter declined. Similarly, the results in Fig. 8 dem-
onstrate that the impact of a one standard deviation shock 
in the interaction term of BF and GDP on the EA region’s 
environmental outcomes was positive throughout the 
time. The IRF results in Figs. 7 and 8 further support the 
PVAR results that revealed the positive moderating effect 
of BF on growth-environmental outcomes indicating that 
BF worsens environmental outcomes in the CA and EA 
regions by increasing CO2 in the regions. This implies 
that growth in the banking system stimulates business 
opportunities by providing cheaper loans for productive 
ventures that also stimulate economic activity and energy 
consumption, which degrades the quality of the natural 
environment (Shahbaz et al. 2020).

On the other hand, the results in Fig. 9 show that that the 
moderating effect of BF on growth-environmental outcomes 
in the SA region was initially zero and become positive for the 
first four periods and negative afterward. It must be empha-
sized that the impact is weak in magnitude. Additionally, the 
results in Fig. 10 show that the moderating effect BF was 
negative but unstable from the first period to the eighth period 
and become zero afterward. This supports the initial revela-
tion that BF improves growth-environmental outcomes in 
SA and WA regions by reducing CO2 in these regions. This 
usually happens when businesses with greater access to bank 
funding import green technologies and cut CO2 emissions 
by internalizing the negative externality. By doing so, busi-
nesses not only preserve the environment by implementing 
stronger pollution control systems but also help governments 
create green economies by pushing low-carbon commercial 
operations. Tamazian et al. (2009), Katirciolu, and Taşpinar’s 
findings corroborate their findings (2017).

Conclusion and policy recommendations

The present study examined the role of BF in GDP and 
environmental outcomes from the perspectives of SSA over 
the period 1990–2018. We employed the econometric mod-
els of slope homogeneity, cross-sectional independence, 
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Table 19   Variance 
decomposition of the 
moderating effect of BF on 
growth-environmental outcomes 
in SSA by regions

CO2 is the response variable

Region Impulse variables

lnCO2 lnGDP lnBFGDP lnREC lnBF lnPOP

CA
   0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   2 0.9258 0.0181 0.0213 0.0025 0.0005 0.0317
   3 0.9242 0.0179 0.0223 0.0029 0.0006 0.0321
   4 0.9243 0.0178 0.0221 0.0034 0.0006 0.0318
   5 0.9219 0.0184 0.0234 0.0037 0.0006 0.0320
   6 0.9202 0.0185 0.0243 0.0044 0.0006 0.0320
   7 0.9187 0.0185 0.0246 0.0055 0.0006 0.0322
   8 0.9169 0.0184 0.0246 0.0070 0.0006 0.0325
   9 0.9150 0.0184 0.0245 0.0089 0.0006 0.0326
   10 0.9130 0.0183 0.0244 0.0111 0.0006 0.0326

EA
   0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   2 0.9690 0.0111 0.0109 0.0024 0.0007 0.0060
   3 0.9373 0.0242 0.0224 0.0038 0.0010 0.0112
   4 0.9032 0.0393 0.0375 0.0047 0.0012 0.0141
   5 0.8651 0.0560 0.0580 0.0057 0.0012 0.0140
   6 0.8218 0.0732 0.0847 0.0071 0.0011 0.0122
   7 0.7718 0.0892 0.1167 0.0092 0.0009 0.0121
   8 0.7143 0.1021 0.1514 0.0126 0.0009 0.0187
   9 0.6501 0.1101 0.1845 0.0172 0.0010 0.0371
   10 0.5821 0.1125 0.2111 0.0231 0.0013 0.0698

SA
   0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   2 0.8636 0.0017 0.0000 0.1344 0.0000 0.0003
   3 0.8025 0.0041 0.0003 0.1926 0.0000 0.0005
   4 0.7696 0.0077 0.0004 0.2216 0.0000 0.0006
   5 0.7463 0.0129 0.0005 0.2397 0.0000 0.0006
   6 0.7262 0.0196 0.0004 0.2532 0.0000 0.0006
   7 0.7068 0.0279 0.0004 0.2645 0.0000 0.0005
   8 0.6875 0.0373 0.0003 0.2744 0.0000 0.0005
   9 0.6682 0.0476 0.0003 0.2834 0.0001 0.0006
   10 0.6490 0.0583 0.0003 0.2914 0.0001 0.0009

WA
   0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
   2 0.9465 0.0012 0.0167 0.0259 0.0097 0.0000
   3 0.9498 0.0011 0.0157 0.0240 0.0094 0.0000
   4 0.9417 0.0011 0.0182 0.0272 0.0117 0.0000
   5 0.9412 0.0012 0.0182 0.0271 0.0122 0.0000
   6 0.9393 0.0013 0.0187 0.0276 0.0132 0.0000
   7 0.9386 0.0015 0.0187 0.0276 0.0137 0.0000
   8 0.9378 0.0017 0.0187 0.0276 0.0142 0.0000
   9 0.9372 0.0019 0.0187 0.0276 0.0146 0.0000
   10 0.9367 0.0021 0.0186 0.0276 0.0150 0.0000
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panel unit root, panel cointegration, MMQREG, and PVAR 
model within the GMM framework to estimate the results. 
The preliminary results revealed that the countries are het-
erogeneous, and there exists cross-sectional dependency. 
However, there was no evidence of cointegration among 
the variables.

Our empirical results revealed that conditioning on 
other environmental determinants, BF positively influ-
ences GDP and CO2 among SSA countries distributed 
across quantiles. We also established that the positive 
influence is strongest among high growth and emission 
countries. Concerning sub-regional analysis, BF had a 
significant positive influence on CO2 of EA, CA, and 
SA countries while a negative but unstable influence 
on CO2 was found among WA countries. Similarly, the 
results show that BF had a significant positive impact 
on the GDP of EA and CA regions but a negative influ-
ence on the GDP of countries in the WA region. The 
IRF results show that the impact of one standard devia-
tion shock in the rise of BF on GDP and CO2 varies 
among the regional economies in terms of elasticities 
and magnitude.

In terms of the moderating effect of BF on growth-
environmental outcomes, the study revealed that BF 
mitigates growth-environmental harm for low car-
bon–emitting countries but worsens growth-environ-
mental challenges for median and high carbon–emitting 
countries. Furthermore, BF worsens growth-environmen-
tal damages of CA and EA regions but mitigates growth-
environmental challenges of SA and WA regions. The 
VD and IRFs provide additional support for this finding 
and further reveal that the moderating effect of BF on 
growth-environmental outcomes varies across regions for 
the sample period.

Based on the findings, we offer the following policy 
recommendations for the economies to strengthen the 
role of BF in GDP and environmental outcomes in the 
region.

1.	 Since BF positively influences GDP, we encourage 
SSA countries to continually use the banking system 
to achieve greater economic growth especially CA 
and EA. However, economic blocs in SA and WA 
regions such as SADC and ECOWAS should intro-
duce bank-specific policies that will redirect BF 
toward economically viable businesses and projects 
in the regions.

2.	 The positive relationship between BF CO2 among SSA 
countries distributed across regions implies that policy-
makers in SSA should introduce stricter BF policies and 
initiatives that will ensure that environmental issues are 
integrated into future financings. In addition, banks should 
finance environmentally friendly projects through green 
financing and corporate social responsibilities.

3.	 For banks to be able to mitigate growth-environmental 
challenges, we recommend that policymakers in the EA, 
CA, and SA regions encourage banks to reconsider their 
credit allocations and develop a comprehensive financing 
framework that will stimulate credit allocation and financing 
of economically viable and environmentally friendly pro-
jects. To decouple GDP from environmental damages, sub-
regional blocs might depend on market-based tools such as 
eco-taxes and use the “polluter pays” concept to prevent 
environmentally destructive activities and producers from 
hurting the environment and reward eco-efficient activities.

4.	 Regional economic blocs such as SADC, CEMAC, 
ECOWAS, and EAC should invest in research and inno-
vative ways to strengthen and improve the banking sys-
tem to improve GDP and environmental outcomes. Here, 
policy directions focusing on restructuring the banking 
system to provide funds to aid research and develop-
ment in efficient and clean production technologies 
that encourage growth and lower CO2 are highly rec-
ommended for all the regional economies. In this way, 
how financial and technological advancement decouples 
GDP from environmental harms could be established.

5.	 Since EKC was not verified in CA and WA, we recom-
mend CEMAC and ECOWAS should guide countries in 
these regions strengthen their environmental regulatory 
institutions and invest in environmentally friendly tech-
nologies to ensure that future economic expansion relies 
on the use of energy-efficient and eco-friendly technolo-
gies as well as engaging in climate change mitigation 
activities. This will ensure that future economic expan-
sion will improve the environment.

Although the findings of this study are reliable, this study 
is not without a limitation. It is important to state that the 
study focused on SSA as a whole and the four regions in SSA. 
Hence, the conclusions drawn from the research are limited to 
the SSA and the regions but not individual countries. There-
fore, future research could consider investigating macro pru-
dential policies for improving the role of BF on GDP and 
environmental outcomes unique to individual SSA countries.
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Appendix 1 Quantile graphs

Fig. 1   Graphical representation of coefficient estimates across quantiles for economic growth estimates
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Fig. 2   Graphical representation of coefficient estimates across quantiles for carbon emission estimates
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Appendix 2 The effect of bank financing on economic growth 

Fig. 3   Impulse-response results for Central African sub-region
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Fig. 4   Impulse-response results for East African sub-region
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Fig. 5   Impulse-response results for Southern African sub-region
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Fig. 6   Impulse-response results for West African sub-region
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Appendix 3 The effect of bank financing on carbon emissions

Fig. 7   Impulse-response results for Central African sub-region
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Fig. 8   Impulse-response results for East African sub-region
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Fig. 9   Impulse-response results for Southern African sub-region
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Fig. 10   Impulse-response results for West African sub-region

31839Environmental Science and Pollution Research (2022) 29:31807–31845



1 3

Appendix 4 Moderating effect of bank financing on economic growth and environmental 
outcomes

Fig. 11   Impulse-response results for Central African sub-region
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Fig. 12   Impulse-response results for East African sub-region
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Fig. 13   Impulse-response results for Southern African sub-region
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