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Abstract
Data-driven models are important to predict groundwater quality which is controlling human health. The water quality 
index (WQI) has been developed based on the physicochemical parameters of water samples. In this area, water quality is 
medium to poor and is found in saline zones; very high pH ranges are directly affected on the water quality in this study area. 
Conventional WQI computation demands more time and is often observed with enormous errors during the calculation of 
sub-indices. In the present work, four standalone methods such as additive regression (AR), M5P tree model (M5P), random 
subspace (RSS), and support vector machine (SVM) were employed to predict WQI based on variable elimination technique. 
The groundwater samples were collected from the Akot basin area, located in the Akola district, Maharashtra, in India. A 
total of nine different input combinations were developed in this study. The datasets were demarcated into two classes (ratio 
80:20) for model construction (training dataset) and model verification (testing dataset) using a fivefold cross-validation 
approach. The models were assessed using statistical and graphical appraisal metrics. The best input combinations varied 
among the model, generally, the optimal input variables (EC, pH, TDS, Ca, Mg, and Cl) during the training and validation 
stages. Results show that AR outperformed the other data-driven models (R2 = 0.9993, MAE = 0.5243, RMSE = 0.0.6356, 
%RAE = 3.8449, and RRSE% = 3.9925). The AR is proposed as an ideal model with satisfactory results due to enhanced 
prediction precision with the minimum number of input parameters and can thus act as the reliable and precise method in 
the prediction of WQI at the Akot basin.
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Introduction

Groundwater is among the most important fresh water 
resource, and it provides different nations domestic and 
irrigation demands (Kazakis et al., 2017). The unprece-
dented population growth, urban expansion, intensive use 
of chemical fertilizers, climate change, and poor manage-
ment of groundwater resource have worsened groundwater 
quality all over the world (Li et al., 2015; Busico et al., 2020; 
Islam et al., 2017, 2019). Despite deterioration of ground-
water quality, however, the absence of alternative sources 
more demand due to rising human population (Saha et al., 
2020). Groundwater is a part of the hydrological system and 
freshwater resource; erratic rainfall put groundwater system 
under stress (Ahmed et al., 2019; Islam et al., 2020a). Thus, 
appraisal of water quality is of a thrust area of research in 
recent times. Horton (1965) developed the first water quality 
index (WQI) method in order to transform the several param-
eters containing water into one single number to describe the 
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overall water quality. Various WQIs have been developed by 
many researchers to assess groundwater and surface water 
suitability for drinking, irrigation, and industrial and bio-
diversity use (Islam et al., 2017, 2020b; 2018; Banerji and 
Mitra, 2019; Abbasnia et al., 2019; Kabir et al., 2021). One 
of the key challenges of this qualitative evaluation method is 
that it needs expert knowledge in the allocation of variable 
weights for calculating the WQI score, which means that 
the real result is unclear (Amiri et al., 2014; Gorgij et al., 
2017). Several authors have studied, by assigning entropy-
based weights to major ions, to reduce the subjectivity of 
the traditional WQI technique, which had shown to be a 
more precise, useful tool to the accurate weighing system 
(Fagbote et al., 2014; He and Wu, 2019). However, study 
of groundwater quality includes data collection and labora-
tory analysis, at a huge scale, testing, and data management 
(Tiyasha et al., 2020).

Meanwhile, due to the subjectivity of WQI’s compu-
tation, it has contradictions in its result interpretation. It 
may be evident from the previous literature, but there is no 
ideal or universal WQI model. To address this issue, some 
research scholars have opted for a non-physical tool, suc-
cessfully forecasting WQI using artificial intelligence (AI) 
models (Yassen et al., 2018; Leong et al., 2019; El Bilali 
et al., 2021). Therefore, it is crucial for reliable water qual-
ity evaluation to implement a potential and cost-effective 
technique. In such a case, AI-based models have reduced 
sub-index computations and rapidly generate a WQI value. 
Attention to AI approach is paid due to benefit that includes 
their non-linear frameworks, capability to forecast compli-
cated events and to handle large scale datasets, and not sen-
sitive to missing dataset (Bui et al., 2020). The predictive 
ability of AI approach depends on the model and precision 
of data acquisition and analytical procedure.

The AI technique has a potential and robust multi-func-
tioning tool in water science–related fields (Babbar and Bab-
bar 2017; Kisi et al., 2018; Leong et al., 2019; Bui et al., 
2020; Abba et al., 2020; Singha et al., 2021; El Bilali et al., 
2021; Adnan et al., 2021; Ahmadi et al., 2021; Babaee et al., 
2021; Bajirao et al., 2021; Elbeltagi et al., 2021, 2020a, 
2020b, 2020c, 2020d; Jerin et al., 2021; Kumar et al., 2021; 
Mokhtar et al., 2021; Suryakant et al., 2021; Zerouali et al., 
2021). Several research scholars have employed AI tech-
niques including random forest (RF), support vector machine 
(SVM), and artificial neural network (ANN) worldwide in 
different water-related studies. The RF model was applied 
for groundwater quality prediction (Singha et al., 2021), 
flood susceptibility study (Islam et al., 2021), river water 
quality prediction (Bui et al., 2020), and others. Likewise, 
the SVM model was adopted for predicting marine water 
quality (Deng et al., 2021) and wastewater treatment plant 
monitoring (Nourani et al., 2018) at different precision 
levels (Islam et al., 2021; Zhu et al., 2020; Gazzaz et al. 

2012). Wang et al. (2017) applied a swarm optimization-
based support vector regression model to predict WQI. A 
study performed by Ahmed et al. (2019) implemented 15 
AI algorithms for the prediction of WQI, where the regres-
sion model and classification model outperformed the other 
models. Bui et al. (2020) found the better predictive perfor-
mance of hybrid AI models over the conventional models for 
predicting WQI with 4 conventional and 12 hybrid AI tech-
niques. Recently, Singha et al. (2021) applied deep learning 
for predicting WQI with 3 traditional models and found that 
the deep learning model is a more robust and accurate tool 
than the traditional model in the prediction of groundwater 
quality. Valentini et al. (2021) introduced a new WQI equa-
tion for Mirim Lagoon and evaluated its suitability based 
on 154 samples collected over 3 years at seven sampling 
points in Mirim Lagoon. Based on parameters such as pH, 
dissolved oxygen, conductivity, turbidity, fecal coliform, and 
temperature, Hu et al. (2021) investigate the classification 
of water quality using machine learning algorithms such 
as decision tree (DT), k-nearest neighbor (KNN), logistic 
regression (LogR), multilayer perceptron (MLP), and naive 
Bayes (NB) and found that the DT algorithm outperformed 
other models with a classification accuracy of 99 %.

From the discussion of the previous literature review, 
it is apparent that different machine learning models have 
performed very well in various hydrogeological conditions; 
it is given a better accuracy levels. In this context, additive 
regression (AR) and random subspace (RSS) were applied 
on water quality index data for the estimation of WQ index 
value for semi-arid region; it is improving the reliability of 
water quality evaluation. However, MI models are scarcely 
used in the water field for the prediction of groundwater 
quality index and other water-related researches. Besides, 
after thoroughly reviewing earlier literatures, to the best of 
the author’s knowledge, no previous studies have investi-
gated and verified the performance of these above-men-
tioned models for the prediction of groundwater quality 
index. Thus, to fill this knowledge gap, the current study 
has been used four machine learning model based on the 
estimation of WQI prediction values within the Akot basin 
of the southwest India. Groundwater acts as a vital source 
of human used and consumption, and water quality may 
be affected by human-induced pollution; hence, this study 
analysis is scientific based on an evaluation of groundwater 
quality for this basin. In addition, such scientific investiga-
tion is not performed in these areas. The four ML models 
are a more robust tool than appraising it with any standalone 
tool for the estimation of WQI. Hence, the important goal 
of this study is to develop the ML models for WQI value 
predication based on groundwater quality data; the proper 
groundwater sampling must be important for the develop-
ment of models, and then the third and important objective 
is which model can be given a high accuracy and identify 
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the best prediction model for this study areas basis on per-
formance metrics of models.

Materials and method

Study area

The study area is located in the Akola district in Maharashtra 
(India). The study area latitudes and longitudes in between 
20°54′30″N and 76°48′1″E (Fig. 1). Total area of this study 
area is 450 km2. The study area location is the mainstream 
of the Purna river basin which is a west flowing situated 
in the Maharashtra state. The mainstream basin area is the 
maximum under the alluvium zones with this formation 
most of the land directly affected on the soil than ground-
water parameters. We have observed that a very high (pH = 
8.4) value is found in study area. Most of the villages have 
been facing saline water problems (EC = 4332 ds/m), while 
this groundwater quality is continuing may be to affect the 
human health in the study area. Hence, the predication of 
the groundwater quality index can be more useful for plan-
ning of drinking, irrigation, and human health because in the 
future, groundwater should be a more important source for 
drinking purposes to living organism (Moharir et al. 2019). 
In the study area, most of the agriculture land is under dry-
land zones and no conserved the rainfall water in the aquifer 
region. The normal yearly precipitation is 700–850 mm in 
the entire Akot basin. The basaltic rock is found in the upper 
side of basin (Pande et al. 2020). The purposive sampling 
strategy was applied to collect the groundwater samples and 
analyzed in the laboratory to determine the different ionic 
concentration through standard procedure.

Sampling and analytical procedure

A total of thirty-five water samples were gathered from 
observation location. These water samples were collected 
as per the random sampling. The samples were taken in 
a fresh 2-l bottles covered polyethylene bottle, which was 
systematically washed by analytical ranking 1:1 HCl and 
then cleaned with purified water. Polyethylene containers 
were washed with water samples 2–3 times at the collection 
point. The polyethylenes were totally occupied to volume, 
and temperature and pH were reserved directly on the spot. 
The samples were chosen to take to the ice-cooled research 
lab and refrigerated to a temperature of 4 °C until other vari-
ables were determined. The TDS, conductivity, and other 
parameters were examined according to APHA (2005) 
standard procedure (Arun et 2021). All of these parameters 
were evaluated in water laboratory.

Water quality index

WQI is described as a mathematical equation that displays 
the impact of each of the groundwater quality factors on 
all water quality for drinking to human society (Yidanaet 
al. 2010; Zhang et al. 2021). For every chemical param-
eter, weight value between 1 and 5 is mainly determined in 
the first. Here, weight value 1 is allocated to the parameters 
that may be “will deteriorate” the water quality of drinking 
before the smallest, whereas 5 is allocated of weight value 
to the factors that may be “will affect” the drinking water 
quality (Table 2). Study of various water quality parameters 
such as EC, pH, TDS, Ca, Mg, Cl, SO4, Na, and K was given 
the greatest weight of “5” because these parameters are used 
to define the quality of fresh water (Pande et al. 2018; Pan-
neerselvam et al. 2021; Sinha et al. 2021). The weight “1”is 
allocated to SO4 parameter because it has the smallest sig-
nificance in water quality estimation. Table 1 presents the 
assigned weights, relative weights, and limitations needed by 
the WHO. The relative weight values (Wi) for each param-
eter were calculated using Eq. (1) (WHO 2011):

where Wi is the relative weight, wi is the weight of each fac-
tor, and n is the number of parameters.

A quality rating scale (qi) for every parameter is com-
puted according to Eq. (2):

where qi is the excellence score, Ci is the chemical concen-
tration of water sample, and Si (i should an index, Si) is the 
WHO drinking water quality standard.

Lastly, the WQI is measured according to Eq. (3):

where SIi is the sub-index of the ith parameter.

Methodology

The suggested procedure and models are used for the esti-
mation of water quality index; it is divided into four lev-
els such as collection of groundwater samples, laboratory 
analysis, estimation of water quality index, and development 
of machine learning models. These four level results have 
been used for the predication of water quality index based 
on the machine learning models (Balamurugan Panneer-
selvam et al. 2021). The application of prediction models 
has involved the data standardization with splitting of data, 

(1)Wi =
wi

∑n

i=1
wi

(2)qi =

(
Ci

Si

)

× 100

(3)WQI =
∑

Sli
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which was further used for training and testing. Based on 
the WQI data the random subspace, support vector machine, 
M5P, and additive regression models were created. In model 
calibration, the optimization of ML models by well modi-
fication with training information and the established ML 
model’s validation added for the process of the validation of 

optimized ML models with testing dataset and model per-
formance was assessed using statistical tool (MAE, RMSE, 
RAE%, RRSE%) and choice of the finest prediction model. 
The flow chart is illustrated as in Fig. 2, which shows the 
different stages that are used, while the complete material 
about the phases is defined in the subsequent sections.

Fig. 1   Location map of the study area showing the Akot basin, Maharashtra, India
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Random subspace

RSS is a popular ensemble technique, created by Ho (1998), 
which provides the different classifier with a pseudo-ran-
domly selected subset of features and combines their results 
with voting. RSS is an entity classification forest construc-
tion method to progress the recital of the weak individual 
classifications (Pham et al. 2017). The RSM may be sup-
ported from random subspaces for two structures and merg-
ing the classifiers. When the sum of training occurrences is 
moderately minor as associated to the dimension of data, by 
structure classifiers in random subspaces, the little sample 
size issue can be explained. The subspace dimension will be 
a smaller number than the unique element space; the num-
ber of incidences of training is the same. This increases the 
sample size of the relative training. The better classifier can 
be identified in random subspaces when the data has several 
redundant features than in the unique feature space (Skuri-
china et al. 2002). The integration of training sample S and 
classification systems for the development of hybrid models 
voted in the rule of the final decision. The RSS algorithm 
can be read accordingly in Eq. (4):

where δi, j is the Kronecke sign, y = (−1,1) is a class label 
of the classifier, and Cd(s)is the classifier (d = 1,2,3….D).

Support vector machine

SVMs are used mainly for classification purposes but may 
be used for the regression analysis. SVMs describe a hyper-
plane between groups and increase the range to ensure maxi-
mum a difference in between both the classes by displaying 
data points presented on the plane, resulting in reduced close 

(4)�(s) = argmax
∑

d�sng
�
Cd(s)

�
, y

errors. The training data would be separated non-linearly 
(Tong et al. 2001). A non-linear separable boundary must 
then be built. In order to create a non-linear border, the 
original space needs to be mapped to a high dimension. A 
function of the kernel defines how to map the space in a 
particular input space. A penalty factor (c) for misclassifi-
cation was added for the optimization of the model. The all 
punish in plotting is determined by totaling the drawbacks 
on every misclassification. The various helpful applications 
of SVM method have been identified in the groundwater and 
hydrological engineering (Asefa et al., 2005; Raghavendra 
et al. 2014; Nguyen 2017).

The deficiency of the finest result due to the curved nature 
of the target purpose in the SVM model is some limitations. 
The SVM work depending on the principle of basic hazard-
less was carried out to mitigate the simplification slightly in 
the training errors.

Equation (5) presented the SVM algorithm:

T is the training dataset and is considered in this equation.

M5P model

M5P-tree has first introduced a genetic algorithm to regres-
sion issues (Mohammed et al. 2020). In a multivariate lin-
ear regression model, this decision tree model defines a 
linear regression at the terminal node and fits for every sub-
location by categorizing or splitting various data areas into 
several various areas. Error assessment is shown with data 
on the M5P-tree algorithm tree separation norms on each 
node. Errors were calculated by the default variance range 
of the class involving the node. The attribute maximizes the 
predicted error reduction to approximate certain features of 
this node. The data is captured based on error calculations 
per node on the M5P-tree model tree separating criteria. 
The M5P error is determined by the default class variation 
in the node. The function is selected which maximizes the 
expected error reduction by evaluating every attribute for 
this node. After evaluating all possible structures, select a 
device with the highest potential error reduction. This divi-
sion also creates a large tree-like structure leading to over-
lap. The second stage cuts the huge tree and replaces the 
trimmed sub-trees with linear regression functions. Equation 
(6) shows the M5P tree model:

where T are sets of examples that reaches the node, “SD” 
denotes standard deviation, and Ti are the sets following 
from the separated node as per the given attribute and frag-
mented value.

(5)T =
{(

x1, y1
)
,
(
x2, y2

)
,… ,

(
xm,ym

)}

(6)SDR = sd(T)
∑|||

|

Ti

T

|||
|
× sd

(
Ti
)

Table 1   Details of physical and chemical factors, the WHO (2011) 
standard, and weight (wi) and relative weight (Wi) based on the WHO 
standards

Sr. no. Water 
quality 
parameters

WHO water 
quality standard 
(2011)

Weight (wi) Relative 
weight 
Wi=

W1
∑N

I=1
W1

1 pH 6.5-8.5 5 0.16
2 TDS 500 5 0.16
3 Ca 300 3 0.094
4 Mg 30 3 0.094
5 Cl 250 4 0.12
6 SO4 200 5 0.16
7 Na 200 4 0.12
8 K 10 2 0.062

Total ∑Wi=31 ∑Wi=1.00
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Additive regression

Methodology trees are created for regression models in 
which the portion of the data set entering the leaf is identi-
fied by a linear regression model in each branch of the tree. 
It is a mixture of the conventional tree of judgment with the 
probability of linear regression at the nodes. Pruning, evacu-
ation, and restoration of trees are included in the process. 
The generalized additive model (GAM) was implemented by 
Hastie and Tibshirani (1986) and considered an extension of 
the generalized linear model (GLM). GLM model is based 
on the clear assumption that the parameters are linear, but 
GAM assumes no dependence, and that the relationship is 

not always linear (Laanaya et al., 2017). In that model, linear 
dependence is replaced by more general features of depend-
ency (Fu et al., 2019). The equation used for this algorithm 
is written as (Eq. 7)

In this study, four latest machine models were selected 
for the prediction of water quality index for the study area. 
Various parameters of machine learning models were used 
to the development of water quality index modeling. Ran-
dom subspace algorithm presented the various parameters, 
viz., Batch size-100, Classifier = REP Tree, random seed-1, 

(7)Y = �0 +
∑p

i=1
fj
�
Xj

�
+ ∈

Fig. 2   Flowchart of WQI 
estimation methodology for a 
study area Collection of WQ variables

ygolopot
noita

mitseI
Q

W

Apply: Data Driven Models

Additive Regression (AR) Random Subspace (RSS)

M5 pruning tree (M5P)

Training and Testing of 
developed Models 

Evaluation of the results obtained based on 
RMSE, R, MAE, RAE, and RRSE

Select the best developed model for 
WQI prediction

Stop the process

Support Vector Machine 
(SVM)
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subspace size = 0.5, numbers of executions slots = 1, and 
number of iterations= 10. Support vector machine, M5P, 
and additive regression algorithms showed that the different 
parameters are Batch size-100, C=0.1, kernel used= poly 
kernel; Batch size-100, Minimum number of instances = 
4; and Batch size-100, Classifier = Decision-stump, shrink-
age=1, number of iterations= 10 (Table 2). The developed 
models of the various variables combination are shown in 
Table 3.

Performance metrics

Mean absolute error (MAE), relative absolute error (RAE), 
root relative squared error (RRSE), and root means square 
error (RMSE) values were utilized to evaluate the capa-
bility of the above-stated machine learning modeling 
approaches. Therefore, four general statistical calculations, 
MAE, RAE, RMSE, and RRSE, were utilized to the assess-
ment to obtain the usefulness of machine learning methods. 
The four errors such as MAE values (Eq. 4), RAE (Eq. 5), 
RMSE (Eq. 6), and RRSE (Eq. 7) values display well model 
accuracy:

where P(ij) is the value predicted by the single algorithm i 
for the reported j (out of n data) and Tj is the target value 
for reported j.

(8)MAE =

∑n

i=1

���
�
yi − xi

����
N

(9)RAE =

∑n

i=1
��pi − ai

��
∑n

i=1
��a − ai

��

(10)RMSE =

�
∑n

i=1

�
yi − xi

�2

N

(11)RRSE =

�����
�

∑n

j=1

�
P(ij) − Tj

�2

∑n

j=1

�
Tj − Tjj

�2

Results and discussion

Water quality index and statistical analysis

The minimum and maximum values of WQI ranged between 
47.50 and 100; the various water quality parameters have 
been included for the estimation of WQI values; these val-
ues are used to which observation wells are suitable for the 
irrigation and drinking entire study area. Based on the high 
WQI values shown the more water suitable in the winter and 
summer periods of semi-arid region (Arun et al. 2021). The 
more the land is under clay soil (alluvium formation) with 
flat surface, the land acts as filter to reduce the pollution 
level in groundwater after the infiltration. The observed WQI 
data has been used and processed in the machine learning 
models and models in which suitable for these areas in vari-
ous conditions (Pande et al. 2020). In this context, we have 
chosen four best models for the estimation of future WQI 
values particular in this area. Based on these models, the 
results will prepare a suitable plan for the development of 
groundwater quality and maintain the water quality status 
in this area.

The statistical study of water quality parameters and water 
quality index datasets used during the process of collected, 
training, and testing results is presented in Tables 4–6, 
which includes various statistical parameters like mean, 
standard error of mean (SE), mean standard deviation (St. 

Table 2   The parameters of the machine learning algorithms used for water quality index modeling

Model name Description of parameters

Random subspace (RSS) Batch size-100, Classifier = REPTree, random seed-1, subspace size = 0. 5, num-
bers of executions slots = 1, number of iteration= 10

Support vector machine (SVM) Batch size-100, C=0.1, kernel used=poly kernel
M5P Batch size-100, Minimum number of instances = 4
Additive regression (AR) Batch size-100, Classifier = Decision-stump, shrinkage=1, number of iterations= 10

Table 3   The developed models at the different combinations of vari-
ables

Models Input variables Output

1 EC, pH, TDS, Ca, Mg, Cl, SO4, Na, K WQI
2 EC, pH, TDS, Ca, Mg, Cl, SO4, Na WQI
3 EC, pH, TDS, Ca, Mg, Cl, SO4 WQI
4 EC, pH, TDS, Ca, Mg, Cl WQI
5 EC, pH, TDS, Ca, Mg WQI
6 EC, pH, TDS, Ca WQI
7 EC, pH, TDS WQI
8 EC, pH WQI
9 EC WQI

17597Environmental Science and Pollution Research (2022) 29:17591–17605
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Dev.), minimum and maximum ranges, first quartile (Q1), 
and third quartile (Q3). These statistical factors present the 
unpredictability of information over the period. The average 
value of EC (1647 ± 1211 μg/cm), TDS (988 ± 735 mg/L), 
Cl (302.1 ± 256.7 mg/L), Mg (93.0 ± 66.8 mg/L), and K 
(12.96 ± 11.01 mg/L) surpasses the BIS (2012) threshold 
limit for human consumption in the groundwater of the Akot 
basin. It can be noticed from Table 4 that the mean and 
standard error values of all variables except for EC, TDS, 
and Cl showed a marginal variation. The pH value varied 
from 7 to 8.5 with an average value of 7.4 ± 0.312 which 
implies that most groundwater of the study basin is slight 
alkaline in characteristics. In the current basin, mostly high 
contents of EC, TDS, Mg, and K are noticed in ground-
water (Table 4). The high content of EC and TDS in the 
groundwater of the study basin is attributed to the runoff of 
domestic waste into groundwater and salt leaching out via 
fertile soil layers (Islam et al., 2020b). Groundwater in the 
Akot basin is mostly enriched with high Mg and K contents, 
which are mostly ascribed to the natural source (Islam et al. 
2018). WQI value ranged from 47.5 to 100 with a mean and 
standard deviation value of 82.44 and 14.31 respectively, 
within the Akot basin (Fig. 3). The calculated quality indices 
of the groundwater samples are demarcated into five sub-
classes: 0–50 (excellent), 51–100 (good), 101–150 (moder-
ate), 151–200 (poor), and > 200 (very Poor) (Islam et al., 
2017). The groundwater belongs to good to poor quality 
category in the basin.

When separating the water quality index dataset into 
training and testing subgroups, it is essential to cross-vali-
date the whole data to have the similar statistical population. 
The observed water quality dataset shows the Q1 and Q3 
quartiles are 70.63 and 95.00, while training data shows Q1 
and Q3 quartiles are 80.00 and 95.00, and testing dataset 
shows quartiles of Q1 and Q3 is 70.00 and 97.50. The test-
ing datasets show very good water quality index predicting 
according to the statistical analysis. This is correct for water 
quality index assessment and predicted at the Akot basin 
area. The standard deviation for the datasets shows that the 

data variability is higher by values which are further from 
zero. The variation from the mean value of the data is there-
fore higher.

SE mean, standard error of mean; St Dev, standard devia-
tion; Q1, first quartile; median, middle number; Q3, third 
quartile

Evaluation of results from various models

In the selection process of the best model, several trials have 
been performed on a single output. The trials of all models 
were performed based on the different input combination. 
The results of each model based on deferent input combina-
tion have been listed in Table 5 parts A–D based on testing 
results. The results of the fourth and the fifth inputs combi-
nations (Table 5 part A); the fifth input combination (Table 5 
part B); the fourth input combination (Table 5 part C); and 
the fifth input combination (Table 5 part D) were found to 
be more promising than the other input combinations. Out 
of these, a total of five models have been imposed based on 
techniques and input combinations and further evaluated to 
find the optimal one for water quality index estimation at the 
study site (Table 6).

Quantitative and qualitative evaluation of results

The model performance was classified as very good (PCC 
> 0.95), good (0.85 ≤ PCC ≤ 0.95), satisfactory (0.70 ≤ 
PCC ≤ 0.85), and unsatisfactory (PCC ≤ 0.70), as stated 
by Moriasi et al. (2012). After considering all the model’s 
best performance from different combination inputs, it was 
noted that the additive regression model performed better 
than the M5P tree, random subspace, and SVM models 
based on quantitative performance evaluation indicators. 
It was also observed that the performance of the additive 
regression model was optimal based on the fourth and fifth 
combinations input. The value of R2, RAE, RMSE, and 
RRSE were obtained as 0.9993, 0.5243, 0.6356, 3.8449, 
and 3.9925, respectively, for additive regression. However, 

Table 4   Descriptive statistics of 
the all collected data

Variable Mean SE Mean St. Dev Minimum Q1 Median Q3 Maximum BIS

EC 1647 191 1211 323 687 1342 1883 5432 1000
pH 7.48 0.049 0.31 7.0 7.2 7.5 7.6 8.4 8.5
TDS 988 116 735 198 409 847 1159 3265 500
Ca 46.08 7.00 44.25 8.00 18.00 37.50 51.25 227.00 75
Mg 93.0 10.6 66.8 14.0 48.3 70.0 125.0 358.0 30
Cl 302.1 40.6 256.7 14.0 148.3 223.0 398.0 1384.0 250
SO4 29.18 4.17 26.34 7.00 14.50 19.50 37.50 158.00 200
Na 72.67 8.36 52.85 2.44 28.25 70.00 100.50 209.00 200
K 12.96 1.74 11.01 0.30 6.00 10.50 17.00 58.00 12
WQI 82.44 2.26 14.31 47.50 70.63 82.50 95.00 100.00
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0.9746, 3.1484, 3.6027, 23.0886, and 22.6317 for M5P 
tree, 0.9315, 7.7294, 10.0311, 56.6825 and 63.0141 for 
Random Subspace. Meanwhile for SVM it was as follows 
0.9685, 2.7179, 4.1187, 19.9312 and 25.8733, respectively. 
The order of model performance based on PCC from very 
good to unsatisfactory was attained as additive regression 
(0.9993) > M5P tree (0.9746) > SVM (0.9685) > random 

subspace (0.9315). The order of model performance based 
on RMSE from best to inferior was obtained as additive 
regression (0.6356) > M5P tree (3.6027) >SVM (4.1187) 
> random subspace (10.0311). The order of model per-
formance based on the MAE from best to inferior was 
found as additive regression (0.5243) > SVM (2.7179) 
> M5P tree (3.1484) > random subspace (7.7294). The 

Table 5   Performance metrics 
analysis for the developed WQ 
models

Model Input’s com-
bination

Performance metrics

Correlation 
coefficient

MAE RMSE RAE (%) RRSE (%)

(A) Additive regression
Additive regression 1 0.9992 0.6319 0.7506 4.6337 4.7151

2 0.9992 0.6319 0.7506 4.6337 4.7151
3 0.9977 0.868 1.0879 6.3654 6.8337
4 0.9993 0.5243 0.6356 3.8449 3.9925
5 0.9993 0.5243 0.6356 3.8449 3.9925
6 0.9958 0.9427 1.473 6.913 9.2532
7 0.9953 1.3481 1.5764 9.8857 9.9026
8 0.9895 1.7725 2.23268 12.9981 14.6167
9 0.9341 4.2312 5.7658 31.0285 36.2202

(B) M5P tree
M5P tree 1 0.9205 5.2735 6.2214 38.6723 39.0821

2 0.9205 5.2735 6.2214 38.6723 39.0821
3 0.9205 5.2735 6.2214 38.6723 39.0821
4 0.9576 4.0343 4.5879 29.5849 28.8205
5 0.9746 3.1484 3.6027 23.0886 22.6317
6 0.7469 8.7703 10.9883 64.3156 69.0272
7 0.7469 8.7703 10.9883 64.3156 69.0272
8 0.7469 8.7703 10.9883 64.3156 69.0272
9 0.7469 8.7703 10.9883 64.3156 69.0272

(C) Random subspace
Random subspace 1 0.9076 7.2689 9.5808 53.3056 60.1852

2 0.8529 9.6434 12.0887 70.7183 75.9397
3 0.9051 7.6818 10.1172 56.3333 63.5546
4 0.9315 7.7294 10.0311 56.6825 63.0141
5 0.8834 6.6355 9.0226 48.6603 56.679
6 0.8397 8.7192 11.2932 63.9405 70.9422
7 0.8715 8.0181 10.2079 58.7992 64.1248
8 0.8315 9.6282 12.1411 70.6071 76.2687
9 0.8397 8.7192 11.2932 63.9405 70.9422

(D) SVM
SVM 1 0.9647 2.1645 4.2147 15.8733 26.476

2 0.9604 2.9101 4.8359 21.3404 30.3783
3 09604 2.9814 4.7539 21.8635 29.8631
4 0.9614 2.9296 4.7492 21.4836 29.834
5 0.9685 2.7179 4.1187 19.9312 25.8733
6 0.791 7.2721 10.3813 53.3288 65.2139
7 0.6583 9.2646 12.1108 67.9401 76.0783
8 0.6363 9.4802 12.3172 69.5215 77.375
9 0.6101 9.9555 12.6892 73.0066 79.7116
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comparison of results in Table 6 confirmed the superior-
ity of the additive regression model with the fourth and 
fifth input combination having the lowest value of RMSE 
= 0.6356 and the highest value of PCC = 0.9993. The 
results of the four optimal models were plotted between 
the observed and estimated WQI value in the form of time 
variation and scatter plots through Fig. 4; it shows the 
complete match of the points representing the calculated 
WQI value with the estimated value when using the addi-
tive regression model. However, underestimated value of 
WQI was observed using the M5P tree and SVM models; 
the underestimated value becomes much clear in using ran-
dom subspace model. Based on R2 value, the order of the 
model performance varies from very satisfactory to unsat-
isfactory and was found as additive regression (0.9985) > 
M5P tree (0.9499) > SVM (0.9379) > random subspace 
(0.8677). The main cause for the better performance of 
the AR model in input combinations can be related to the 
physicochemical parameters, which was identified by the 
higher concentration of Mg, K, and Cl in the study area. 
This observation was analogous to the results reported by 
Zhu and Heddam (2019). Our finding is in line with that 
of Yaseen et al. (2018), where the performance accuracy 

increases as the input variables are increased for the pre-
diction of WQI. According to Bui et al. (2020), AR works 
very accurately even with a poorly structured dataset and 
can generate a higher precision as compared to the RF 
model. Research results are well satisfactory compared 
to the findings of Bui et  al. (2020) who improved the 
prediction of WQ using hybrid machine learning. Their 
findings showed that hybrid model (bagging random tree) 
was the best model (R2 = 0.941, RMSE = 2.71, MAE = 
1.87, NSE = 0.941, PBIAS = 0.500) compared to others. 
Furthermore, our results are in agreement with the out-
comes of Al-Adhaileh and Alsaade (2021) who used the 
adaptive neuro-fuzzy inference system (ANFIS) algorithm 
and feed-forward neural network (FFNN) and stated that 
the accuracy during the testing phase, with a regression 
coefficient of 96.17% and the FFNN model, achieved the 
highest accuracy (100%) for WQ. Moreover, the developed 
models in this study achieved good results, and it is in line 
with model outputs of Aldhyani et al. (2020) who used 
several algorithms and found the highest accuracy was 97. 
01%. As well, these outcomes coincide with Asadollah 
et al. (2021) who applied a new ensemble machine learn-
ing model called extra tree regression (ETR) for predicting 

Table 6   Comparison of the best 
developed models

Model Input’s combi-
nation

Performance metrics

Correlation 
coefficient

MAE RMSE RAE (%) RRSE (%)

AR 4 0.9993 0.5243 0.6356 3.8449 3.9925
5 0.9993 0.5243 0.6356 3.8449 3.9925

M5P tree 5 0.9746 3.1484 3.6027 23.0886 22.6317
RSS 4 0.9315 7.7294 10.0311 56.6825 63.0141
SVM 5 0.9685 2.7179 4.1187 19.9312 25.8733

Fig. 3   Box plot of statistics 
analysis

17600 Environmental Science and Pollution Research (2022) 29:17591–17605



1 3

monthly WQI values and compared its performance with 
the classic standalone models, support vector regression 
(SVR), and decision tree regression (DTR). Their results 
agreed with the current study. In addition, our findings 
are higher than the results of Li et al. (2021) who used 
four models: random forest, SVM, partial least squares 
regression (PLSR), and PLSR-SVM in WQ prediction and 

found that the highest performance was R2 = 0.87 using 
PLSR-SVM.

Overall, the analysis shows that the application of a pro-
posed AR model for forecasting the variation in groundwater 
quality is mostly realistic. In other words, the applied AR 
can accurately detect the significance of input parameters 
for predicting groundwater quality, and it can be used in 

Fig. 4   Observed versus estimated WQI of best a additive regression, b M5P tree, c random subspace, and d SVM models during the testing 
period
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other regions instead of conventional tools. The proposed 
AR may be applied as the optimal predictive model for 
not only groundwater quality evaluation works but also for 
other environmental-associated studies. However, the only 
drawback of this study is that a single and limited dataset 
is regarded in the prediction methods. A large dataset can 
lead to a higher understanding of the groundwater quality 
of this study. Such consideration will probably guide the 
higher acceptance of AI models in the field of sustainable 
groundwater resources studies.

Limitation of this research

Despite the fact that this study is based on a scientific study 
of a variety of environmental elements, it has a number of 
flaws that must be addressed. The important limitations are 
defined below:

1.	 Most of the previous water quality data of this study are 
collected and provided by various departments. How-
ever, large amounts of data and maps are extremely com-
prehensive in the environment. An excessive variation 
in whole water quality parameters may be observed at 
the regional and local scale under various climate condi-
tions. Therefore, due to this issues, the developed best 
machine models and water quality analysis may not be 
actual precise at a small scale or various climate condi-
tions.

2.	 Machine learning models are a programming or scien-
tific method where the training and testing of data is 
completed based on the capability of models. While in 
this investigation it displays better accurateness, a large 
precise water quality index may be predicted using the 
additive regression model by testing and training data.

3.	 This study is completely fixated on machine learning 
models and gives a comprehensive water quality index 
prediction of groundwater. However, for highly accu-
rate valuation, ground-based collection of water quality 
data is very suitable for the prediction of water quality 
index. However, the estimation of groundwater water 
index and traditional methods is not high cost but also 
very time-consuming process as compare to machine 
learning models.

Conclusion

This study considered the groundwater quality of the Akot 
basin area, located in the Akola district, Maharashtra, in 
India. Four AI models such as random subspace (RSS), 
support vector machine, M5 pruning tree, and additive 

regression were applied to predict WQI based on nine 
scenarios of input variables. Water quality data were 
divided into two sections 80% and 20% for training and 
testing the developed models. Our findings demonstrated 
that additive regression is the best prediction model with 
the high correlation coefficient and fewer statistical 
errors comparing to other AI models with the combina-
tion of optimal inputs, i.e., EC, pH, TDS, Ca, Mg, and Cl 
during the training and testing phases. Moreover, input 
variable importance computed by prediction models high-
lights that machine learning models are the more reliable 
method in the prediction of WQI. This study can further 
be improved by using optimized AR model’s prediction 
capability against other AI models by taking into con-
sideration different physicochemical input parameters. 
The physicochemical parameters chosen in the current 
study may also pose a drawback, however, due to possible 
inadequate sampling. Future research may add the use 
of different input physicochemical parameters to predict 
the WQI based on the WHO guidelines, to compare with 
other standard indexes. AI models can use input vari-
ables and improving model predictive accuracy, which 
is an advantage over conventional statistical models. As 
the new development of AI models, it is promising for 
further work to predict contaminant concentration under 
the future pollution scenarios if the AI algorithm fits data 
well. This study recommends using the best developed 
model in WQI predicting, especially in the Akola district, 
Maharashtra, in India.
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