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Abstract
This study aims to present an exact model for predicting solar radiation worldwide through a general model. In this study, mean
monthly global solar radiation would have been predicted by applying artificial intelligence methods including artificial neural
network, adaptive neuro-fuzzy inference system and hybrid genetic algorithm for different cities worldwide. Investigating
different models under various situations showed that the adaptive neuro-fuzzy inference system created the most accurate
and precise model for predicting solar radiation. Statistics indexes, such as the determination coefficient, mean absolute percent-
age error, root mean square error and mean bias error, for the best model selected are 0.999, 5.50E−04, 5.90E−05 and 0.425,
respectively. It can be claimed that according to the amount of the statistical indexes, which was mentioned above, the provided
model has approximately more formidable accuracy and credibility in comparison with other models, which other researchers
did.

Keywords Mean solar radiation . Modeling . Artificial neural network . Adaptive neuro-fuzzy inference system . Hybrid genetic
algorithm

Introduction

Environmental pollution has become a serious modern-
day problem which mainly causes by burning fossil
fuels. As a result, scientists and researchers are looking
for appropriate alternatives which are more environmen-
tally friendly. Renewable energy sources like wind, so-
lar, thermal and biomass energies seem to be suitable
solutions. It is widely believed that in comparison with

other green energy resources, solar energy is the most
suitable option instead of fossil fuels as it is not only
sustainable but also available and abundant almost ev-
erywhere. It is predicted that solar energy will be wide-
ly utilised shortly for fulfilling the world’s energy de-
mands Khanlari et al. (2020a, b).

One of the essential parameters in optimising and de-
signing solar radiation types is solar radiation, as it plays
a crucial role in the initiation and installation of panels
and solar collectors. Therefore, predicting and measuring
this parameter in the desired locations should be
prioritised (Bakirci 2009; Vakili et al. 2016). However,
it is pretty challenging to access solar radiation in differ-
ent locations because the number of meteorological sta-
tions is limited due to the maintenance cost of instru-
ments, calibration requirements and necessary facilities
(Khatib et al. 2012). For example, in Turkey, 129 out of
1798 stations can record solar radiation data until 2020,
and in China, there were 756 stations until 2012 which
only 122 of them could record this data (Zang et al.
2012). Therefore, different modeling methods have been
introduced for anticipating solar radiation in recent de-
cades, which are divided into three general categories,
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namely empirical models (Ustun et al. 2020), regression
models (Guermoui et al. 2020) and modeling by artificial
intelligence (AI) (Üstün et al. 2020).

Empirical models are based on mathematical formulas.
Although these models are accepted as accessible and valu-
able techniques for calculating and predicting monthly aver-
age global solar radiation, they fail to anticipate short-term
solar radiation data due to quick changes in weather condi-
tions (Ağbulut et al. 2021). Moreover, only a handful of pa-
rameters can be used to predict this technique, like minimum
and maximum of daily temperature, sunny hours and the
amount of cloudiness. At the same time, there is an intimate
relationship between solar radiation and the rate of humidity.
However, the complicated and nonlinear relations of both in-
dependent and dependent variables, particularly in a humid
climate, cannot be explained by these models (Kisi and
Parmar 2016; Fan et al. 2018a). Furthermore, constant coeffi-
cients exist in empirical equations whose amount depends on
the study area and experience (Yadav and Chandel 2014).
Thus, empirical models cannot be considered a functional
approach in many situations.

Recently, artificial intelligence (AI) models have attracted
considerable attention in many fields. Different AI approaches
are being used to anticipate solar radiation data such as wave-
let transform (Zhang et al. 2020), support vector machine
(SVM) (Hou et al. 2018), extreme learning machine
(Bouzgou and Gueymard 2017), artificial neural network
(ANN) (El Mghouchi et al. 2019), kernel nearest neighbour
(k-NN) (Ağbulut et al. 2021), adaptive neuro-fuzzy inference
system (ANFIS) (Zou et al. 2017), multilayer perceptron
(MLP) (Guermoui et al. 2018), fuzzy logic (Baser and
Demirhan 2017) and Gaussian process regression (GPR)
(Zhou et al. 2020). ANN does not cause any restriction in
choosing parameters for the prediction and estimation of solar
radiation. Recent studies have shown that anticipating solar
radiation AI algorithms is more accurate and precise than em-
pirical techniques (Liu et al. 2020). So ANNs have done a
great job modeling nonlinear, complex and time-varying in-
put-output systems (Gani et al. 2016).

A regression model is another method for predicting solar
radiation data. Comparing this technique with the artificial
neural network has shown that the result derived from ANN
modeling is more precise and accurate as the principal abso-
lute percentage error amount of regression modeling results
are higher than that of the ANN model. Furthermore, the
values of R2 for regression models are lower than that of
obtaining from ANN. This result evidences that ANN models
are more effective ways for prediction (Kumar et al. 2015).

Nowadays, the statistical approach, physical model, hybrid
method and artificial intelligence are commonly used for
predicting solar irradiance (Wang et al. 2020). However, this
studymainly was focused onAI techniques. In hybrid models,
different methods are combined in order to gain benefit from

every single anticipating model. For example, for predicting
hourly solar radiation, a hybrid method based on fuzzy logic
(FL), genetic algorithm (GA) and artificial neural network can
be used (Garud et al. 2020). As mentioned before, models
based on artificial intelligence play a crucial role in anticipat-
ing solar radiation. Table 1 indicates a summary of other re-
searchers investigating solar radiation prediction in different
locations with different methods.

Recently, the artificial neural network has drawn scientists’
attention more than other methods to predict solar radiation.
Some results of several works of literature are mentioned as
follows. Yıldırım et al. (2018) predicted monthly global solar
radiation of four different Turkey stations using ANN and
regression analysis. For training the algorithm, longitude,
relative humidity, maximum possible sunshine duration,
temperature extraterrestrial solar radiation, sunshine duration
and the year were used. In this study, ANN models presented
the best outcome with 0.14 and 0.961 of RMSE and R2,
respectively. Khosravi et al. (2018) employed some devel-
oped methods namely, multilayer feed-forward neural net-
work (MLFFNN), group method of data handling (GMDH),
adaptive neuro-fuzzy inference system (ANFIS), ANFIS
optimised with genetic algorithm (ANFIS-GA), ANFIS
optimised with particle swarm optimisation algorithm
(ANFIS-PSO) and ANFIS optimised with ant colony
(ANFIS-ACO) to predict daily global solar radiation of Iran.
Comparing these models, GMDH has the best result as R2,
RMSE and MSE for this model were 0.9886, 0.2466 and
0.0608, respectively. Meenal and Selvakumar (2018) predict-
ed daily global solar radiation using three empirical, ANN and
SVM models. More than 0.99 correlation was seen in the
SVM model. In another study, Kaba et al. (2018) used a deep
learning algorithm in different Turkey stations to predict
monthly average daily global radiation. Some parameters
were used to train the DL algorithm like cloud cover, extra-
terrestrial solar radiation, minimum and maximum
temperatures and sunshine duration. The best result of R2

was 0.98 in this study. Jahani andMohammadi (2019) applied
ANN, the combination of ANN with genetic algorithm and
empirical models, to forecast daily global solar radiation in
Iran. However, the hybrid model outperformed the other
approaches with MBE, R2 and RMSE at 38.4, 0.92 and 185
J/cm2/day, respectively. Marzouq et al. (2019) anticipated dai-
ly global solar radiation byANN, k-NN and empirical models.
In this study, the value of R2 was equal to 0.96 and 0.97 for k-
NN and a proposed hybrid model (k-NN and ANN), respec-
tively. Rabehi et al. (2020) used boosted decision tree and
multilayer perceptron (MLP) and a hybrid linear regression
with these two models for anticipating daily global solar radi-
ation in the south of Algeria. R2 and root mean square error
were accounted for 0.977 and 0.033, respectively, in the MLP
model, which shows the highest accuracy compared to other
technique. Belmahdi et al. (2020) anticipated daily global
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solar radiation in three cities in Morocco using different tech-
niques, namely ANN, ARIMA and ANN-ARIMA. In this
study, the statistical errors that validate the models’ accuracy
include MBE, NRMSE, MAPE, RMSE, TS, SD and R2.
However, the hybrid model presented a better result as the
value of R2 was 0.988. In another study, Dhakal et al. (2020)
predicted DGSR in Nepal using ANN, five different machine
learning methods and temperature-based empirical models.
Among ANN models, ANN3 performed better than others

with R2 = 0.8446 and RMSE = 1.4595, while stepwise linear
regression outperformed other ML approaches. These models
recommended for the locations where max and min ambient
temperatures, sunshine duration, relative humidity and precip-
itation data are available.

In the current study, artificial neural network (ANN), hy-
brid genetic algorithm and ANN and adaptive neuro-fuzzy
inference system (ANFIS) have been applied to estimate the
daily global solar radiation of ten different cities worldwide.

Table 1 List of literature studies on forecasting solar radiation that used machine learning methods

References Statistics index Methods Time scale Locations

Behrang et al. (2010) R2,MSE, MAPE, SSE Empirical, RBF, MLP Daily Dezful, Iran

Moreno et al. (2011) R2, MSE, RMSE, MAE Bristow-Campbell, ANN, kNN Daily 40 sites in Spain

Asl et al. (2011) MAPE MLP Daily Dezful, Iran

Mohandes (2012) MAPE ANN-PSO, ANN-BP Monthly 41 sites in Saudi
Arabia

Sumithira and Kumar
(2012)

MBE, R2, RMSE ANN, ANFIS Monthly Tamil Nadu, India

Chen et al. (2013) RMSE, NMRSE SVM Daily 3 sites in China

Salcedo-Sanz et al. (2014) Bias, RMSE, MAE Basic ELM, SVR, ELM-CRO Daily Murcia, Spain

Huang et al. (2014) MeRE, MAE, r Persistence, analog, RF, MLR Daily 4 sites in Australia

Ramli et al. (2015) RMSE, MRE, CC SVM, ANN Daily 2 sites in Saudi
Arabia

Mohammadi et al. (2015a) RMSE, NRMSE, MABE, MAPE,
RPE, R2

Empirical, SVR Monthly Isfahan, Iran

Olatomiwa et al. (2015) RMSE, MAPE, R2, r ANN, GP, SVM-FFA Monthly 3 sites in Nigeria

Mohammadi et al. (2015b) R2, MABE, NRMSE, MAPE,
RMSE

ARMA, ANN, SVM-WT, GP Daily Bandar Abass, Iran

Gairaa et al. (2016) MPE ARMA, ANN Daily 2 sites in Algeria

Belaid and Mellit (2016) NRMSE, MBE, RMSE, MAPE, R SVM, MLP Daily/monthly Ghardaia, Algeria

Alsina et al. (2016) MAPE ANN Monthly 45 sites in Italy

Mehdizadeh et al. (2016) R2 ANFIS, GEP, ANN Daily Kerman, Iran

Wang et al. (2016) RMSE, MAE, R2 MLP, RBF, GRNN Daily 12 sites in China

Quej et al. (2017) R2, RMSE, MAE ANN, ANFIS, SVM Daily 6 sites in Mexico

Deo and Şahin (2017) RMSE, MAE, r ANN, MLP, ARIMA Monthly Australia

Marzo et al. (2017) r, rRMSE, rMBE ANN Daily 13 sites in six
countries

Zou et al. (2017) MAE, RMSE, R2 ANFIS, E-IBCM, IYHM Daily 3 sites in Hunan,
China

Keshtegar et al. (2018) MAE, NSE, RMSE, d, MBE M5Tree, MARS, RSM, Kriging Monthly 2 sites in Turkey

Rohani et al. (2018) R2, RMSE, E F, MAPE, GPR Daily/monthly Mashhad, Iran

Fan et al. (2018b) RMSE, MBE, MAE, R2 SVM, XGBoost, Empirical Daily 3 sites in China

Lotfinejad et al. (2018) MPE, R2 BNN, ANFIS, GRNN Daily 4 sites in Iran

Qin et al. (2018) RMSE, R, MAE, R2 ANN, YHM, EPP, HSRM Daily 837 sites in China

Zhang et al. (2019) R2, RMSE, MAE, rRMSE, NS BP, PSO-BP, six statistical models Daily Northwest China

Rocha et al. (2019b) MAPE, nRMSE ANN Daily, weekly and
monthly

Northeast Brazil

Ghimire et al. (2019) RMSE, MAE, NS, WI, MBE ANN, SVR, GPML, GA, ARIMA,
TM, TSFS

Daily 5 sites in Australia

Bamehr and Sabetghadam
(2021)

MAE, RMSE, MAPE, R2 ANN Daily Mashhad, Iran

Jumin et al. (2021) R2, MAE, RMSE, RAE, RSE BDTR Monthly Malaysia
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The input variable includes latitude, longitude, minimum and
maximum temperatures (°C), relative humidity (%), wind
speed (m/s), surface pressure (kPa), amount of air pollutants
(O3, NO2, PM2.5, PM10), dew frost point, wet bulb tempera-
ture (°C) and mean solar radiation (MJ/m2/day) on a horizon-
tal surface. This research aims to investigate the impact of
various input parameters, particularly hazardous air pollutants
and dew frost point wet bulb temperature, on the amount of
solar radiation in different locations of the world. Therefore,
an attempt has been made to introduce precise and accurate
and global models that consider many useful parameters on
solar radiation. According to the authors’ knowledge, no
unique model has estimated the mean monthly global solar
radiation for any cities worldwide with this accuracy.

Case study regions and data

In this study, ten cities from all over the globe are con-
sidered to present a general model. These well-known
metropolises are from different locations with different
climate and rate of pollution. As shown in Fig. 1, these
cities consist of Beijing, Delhi, Tehran and Tokyo select-
ed from Asia, Hamburg, London from Europe,
Johannesburg from Africa, Los Angeles from North
America, Rio de Janeiro from South America and
Melbourne from Oceania. The monthly climatic data of
these cities, namely, latitude, longitude, min and max
temperatures (°C), relative humidity (%), wind speed
(m/s), surface pressure (kPa), amount of air pollutants
(O3, NO2, PM2.5, PM10), dew frost point, wet bulb

temperature(°C) and mean solar radiation (MJ/m2/day)
on a horizontal surface, were considered as modeling
inputs between 2018 and 2019. Table 2 shows some
essential geographical details of the cities along with
the average data for 2 years.

Input parameters for the neural network were measured
experimentally and used for training, validation and testing
for 730 days in 2018 and 2019. The results are shown in
Fig. 2 concerning the maximum temperature, in Fig. 3
concerning the minimum temperature, in Fig. 4 concerning
the dew point of the environment, in Fig. 5 concerning the
wet bulb temperatures, in Fig. 6 concerning the relative hu-
midity, in Fig. 7 concerning the surface pressure, in Fig. 8
concerning the amount of NO2, in Fig. 9 concerning the
amount of O3, in Fig. 10 concerning the amount of PM10, in
Fig. 11 concerning the amount of PM2.5, in Fig. 12 concerning
the wind speed and in Fig. 13 concerning the mean solar
radiation.

Modeling

These days, modeling methods that include mathematical re-
lationships and conceptual models are considered appropriate
tools for anticipating natural phenomena. Because of compli-
cated relationships between components and too many natural
process variables, modeling techniques can be pretty challeng-
ing for the users (Vakili et al. 2017b). In this paper, artificial
neural network, genetic algorithm and adaptive neuro-fuzzy
inference system (ANFIS) have been implemented as model-
ing methods briefly discussed in the following.

Fig. 1 Location of the cities on
the map
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ANN method

The artificial neural network is a novel method for solving
complex and time-consuming problems. It is commonly used
in almost all science branches for modeling conceptual phe-
nomena since one of the essential capabilities of this technique
is to comprehend nonlinear relation between parameters
which is practical. ANN is an interconnected group of nodes
inspired by a simplification of neurons in the human brain’s
nervous system. Each connection can transmit a signal to oth-
er neurons like the synapse in a brain. In an artificial neural
structure, each neuron has two states, training and acting.
While training, neurons are trained to find appropriate outputs
for specific input. During acting states, according to the train-
ing state, the defined input gives the proper result. Therefore,
this structure has many inputs and outputs (Haykin and
Network 2004). Generally, neurons are aggregated into three

layers, namely, input layer (receiving raw data), hidden layers
(specifying using connection weights and inputs) and output
layer (affects the performance and character of the hidden
layer). Different layers transform their inputs differently, and
the relation between components defines the ANN’s behav-
iour (Tahani et al. 2016). The artificial network performs as a
function, and it is a vital tool for analysing. After visually
training the model, the prediction level will be started.
According to the input layer’s amount of belonging neurons,
the input variable will receive, and the same process happens
for the output layer (Vakili et al. 2017b).

There are different kinds of artificial neural networks; how-
ever, in this study, feed-forward neural network is used to
solve different problems. Moreover, the backpropagation al-
gorithm is applied to train the neural network. In this way, to
each incorrect matching of the network’s processing element,
responsibility is allocated. The hidden layer is achieved by
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propagating the activation function gradient and the network
between each hidden and input layer. Then, the inclinations
and weights are adjusted in which the difference between
predicted and objective mean square error was minimised.

Establishing network parameters is an empirical method. In
most cases, it is an innovative technique in which networks are
trained with different learning rates, various numbers of
layers, different functions and momentums, and the best net-
work is selected.

In recent decades, different activation functions have been
used; however, as can be seen below, in this paper, Log-
sigmoid and Tangent sigmoid for hidden layers and Purelin
for output layers are used (Yahyaei et al. 2020).

Tansig xð Þ ¼ 2

1þ exp −2xð Þ −1 ð1Þ

Logsig xð Þ ¼ 1

1−exp −xð Þ ð2Þ

Purelin xð Þ ¼ x ð3Þ
where x is the input of the activation function.

Overall, ANN functions as a function which means the
number of input variables is the same as that of input layer
neurons and the number of outputs commensurate with the
output layer’s neurons. In this paper, the first layer’s input
parameters include latitude, longitude, maximum and mini-
mum temperatures, dew point, relative humidity, wet bulb
temperature, surface pressure, wind speed, PM2.5, PM10, O3,
NO2 and mean solar radiation on a horizontal surface.
According to each neuron weight and the number of neurons
in the middle layers, the thermal conductivity coefficient is
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presumed to be the network’s output in the output layer (Fig.
14).

In this research, models are achieved by MATLAB
R2019a. The input parameters, namely, latitude, longi-
tude, min and max temperatures (°C), relative humidity
(%), wind speed (m/s), surface pressure (kPa), amount
of air pollutants (O3, NO2, PM2.5, PM10), dew frost
point wet bulb temperature (°C) and mean solar radia-
tion (MJ/m2/day) are calculated experimentally, and
70% of them are used for training the network, 15%
for validation and the rest of them for testing the mod-
el. Using Eq. 4, the data are normalised between −1 and
1 to be applied in the network (Vakili et al. 2017a).

y ¼ 2� x−xmin

xmax−xmin

� �
−1 ð4Þ

Hybrid genetic algorithm and ANN method

Genetic algorithm (GA) is based on the survival of the fittest
or natural selection, inspired by Darwin’s genetics and evolu-
tion theory. With this technique, the evolutionary process of
life can be simulated. The optimisation is a typical GAmethod
application; it is also a useful model for visual perception,
feature selection, pattern recognition and machine learning
(Ebrahimi-Moghadam and Moghadam 2019; Bagherzadeh
et al. 2019).

Surviving a population in a genetic algorithm depends on
individual desirability. The ones with high ability are more
likely to get married and have children. As a result, their fol-
lowing generations will have the better capability. In the ge-
netic algorithm, individuals represent as chromosomes with a
set of properties, and during several generations, these chro-
mosomes will be evolved. Each chromosome has undergone
the assessment process, and their values determine whether
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they will survive and breed or be left out. Two operators,
namely, mutation and cross over, are used in the genetic algo-
rithm’s generation process. Preferable parents are selected ac-
cording to a fit function (Man et al. 1999).

In each stage of the genetic algorithm, a group of space
points was processed by chance. During the process, character
sequence is assigned to each point, and genetic operators are
applied to these sequences. Then, in order to obtain new points
in the search space, the sequences will be decoded. In the end,
each point’s participation chance in the next stage is deter-
mined by their objective function amount. Figure 15 indicates
the combination of genetic algorithm and artificial neural
network.

In this study, the genetic algorithm has been used to en-
hance the training process of ANN. In this case, after defining

the amount of neuron correlation weights and bias of each
layer by the genetic algorithm, the network trains itself, and
by considering the errors, it presents a model.

In modeling by genetic algorithm, these steps are followed:

1. At first, a random population is selected. Each individ-
ual’s first generation features are chosen randomly from
the weight in an artificial neural network.

2. To investigate each person, the ANN is performed accord-
ing to inputs, output and defined weight for each layer and
neuron. In the end, the modeling output is compared with
the experimental amount.

3. Individuals are ranked based on minimising the network
error (elitism)
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4. The next generation consists of the best person of the
previous generation who has a lower error rate.

5. Best parents are selected for reproduction using genetic
algorithm operators.

6. For the second generation, this technique is repeated, and
with regard to the defined cycling number, the algorithm
is run. The final set of weights for each neuron (the best
chromosomes of the previous generation) is chosen to
train the neural network.

7. The neural network will start to perform after the genetic
algorithm is trained.

In this study, modeling is done by considering the initial
population of 150, 50 generations, the intersection link rate of
0.5 and the mutation rate of 0.5. The algorithm stop condition
is considered for lack of objective function progression for 50

consecutive generations or when the generations are finished.
To substitute the newborns for the previous generations, the
befitting chromosomes of the parents and children are selected
as replacing the population.

ANFIS method

The adaptive network–based fuzzy inference system is a hy-
brid method that combines artificial neural networks and
fuzzy system architecture to capture the benefits of both
models in a framework. ANFIS is a powerful tool for deter-
mining nonlinear relationships of inputs and outputs (Jang
1993a). This model is based on Takagi-Sugeno fuzzy infer-
ence system in constructing five forward network layers
(Takagi and Sugeno 1985). Fuzzy and neural networks estab-
lish the relation between output and input variables to improve
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fuzzy membership functions and help them become more ef-
ficient. Multilayered connected networks consist of
forwarding comparative nodes, which mean the learning algo-
rithm adjusts the parameters that determine the outputs to
minimise the modeling error. Figure 16 illustrates a summary
of this model.

The gradient reduction rule is the fundamental principle
used in adaptive networks. However, because of being slow
and converging to local minima, it is not an ideal approach.
Instead of hybrid methods that combine gradient-based tech-
nique with other approaches like least square estimation
(LSE), it results in better performance.

Parameters of an adaptive network include all the network
groups’ parameters, which must be set up according to
reduced-gradient training and learning method.

Five layers compose the ANFIS with N inputs number.
Each input has dependency functions K1, K2, …, Kn, respec-
tively. As a result, the most number of rules can be accom-
plished as below (Jang 1993b):

R ¼ k1 � k1 �…� kn ð5Þ

First layer: Input values are taken and determined by the
membership functions belonging to them at this step. The
fuzzy logic is applied, so this layer is commonly called the
fuzzification layer. O1,k is the output of each layer.

O1;k ¼ μAk xið Þ; k ¼ 1; 2; 3…; n ð6Þ

μAk xið Þ ¼ exp −
xi−τk
2σk

� �2
" #

; k ¼ 1; 2; 3…; n i ¼ 1; 2; ::;R

ð7Þ
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i1∈ 1; 2;…; k1f g
i2∈ 1; 2;…; k2f g

…;
in∈ 1; 2;…; knf g

ð8Þ

where σk and τk are the fuzzy set Ak membership function
parameters, and each node parameter defines the form of the
fuzzy set membership function.

Second layer: Firing strengths are generated, and nodes are
responsible for calculating their rule. These nodes called rule
nodes.

O2;k ¼ wk ¼ μAk x1ð Þ:μAk x2ð Þ; k ¼ 1; 2; 3…; n ð9Þ

Third layer: The computed firing strengths are normalised
by dividing each value for all firing strength, so these nodes
are called intermediate nodes.

O3;k ¼ wk ¼ wk

∑n
k¼1wk

; k ¼ 1; 2; 3…; n ð10Þ

where wk is the kth rule normalised firing strength.
Fourth layer: The fourth layer’s nodes’ role, known as the

result layer, divides each fuzzy rule normalised weight in the
last part output.

Long�tude

Solar Radia�on

Input 
Layer

Hidden 
Layer

Output  
Layer

Hidden 
Layer

Month

La�tude

Maximum Temperature 

Minimum Temperature

Wet Bulb Temperature

Dew Point  (C) 

Rela�ve Humidity (%) 

Surface Pressure (kPa)

Wind Speed (m/s) 

PM2.5

PM10

3O

NO2

Fig. 14 Schematic diagram of the
ANN structure

Sum Activation 
Function Y

1
X

2
X

3
X

4
X

nX

1
W

2
W

3
W

4
W

nW

WeightsInput
Layer

Output
Layer

1
W

2
W 3

W
4

W 5
W

6
W ... nW

One Chromosome of an ANN Weights

Fig. 15 Hybrid model of genetic algorithm and neural network structure

49708 Environ Sci Pollut Res (2021) 28:49697–49724



O4;k ¼ wk f k ¼ wk pk0 þ pk1x1 þ pk2x2
� �

; k ¼ 1; 2; 3…; n ð11Þ

Fifth layer: The fifth layer defuzzicates the outputs of the
fourth layer in order to pass them to the final output of the
whole network, and it is called output layer. (The number of
nodes and outputs are equal.)

O5;k ¼ ∑
n

k¼1
wk f k ð12Þ

The final output can be obtained as below by putting Eq. 11
in Eq. 12.

O5;k ¼ bY ¼ ∑
n

k¼1
wkpk0

� �
þ ∑

n

k¼1
∑
n

i¼1
wkpki

� �
xi ð13Þ

A hybrid algorithm combined forward and backward prop-
agations in order to train the data. The least-squares method
(backwards) is applied to optimise the secondary parameters.
The primary parameters are gained by applying the reduced-
gradient algorithm (backward) when the secondary

parameters are estimated. Afterwards, for anticipating param-
eters of the model, the learning algorithm was employed as
below:

Dividing data into two groups, testing and training.

1- The data are trained.
2- By putting the primary and secondary parameters in Eq.

12, the output is gained.
3- The acquired parameters are gone through trial and error

using testing data.
4- The training ends when it meets the maximum number of

iterations or the error is less than the predefined value.
Otherwise, step 2 is rerun, and the weights are optimised.

5- The testing data error is computed in order to validate the
method.

In designing fuzzy systems, selecting the correct number of
rules is crucial. Too many regulations cause a highly complex
system, whereas insufficient rules will result in an ineffective
system that cannot meet its goals. In this paper, the rules
numbers of fuzzy system are vital parameter which is defined
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according to subsequent modeling error and input-output
pairs. A primary reason why data are gone through clustering
is to classify input-output pairs into distinct categories where
the fuzzy rules are employed. The number of clusters and rules
is equal. Conceptually, clustering means separating data into
different clusters (subset) so that the data in a cluster are sim-
ilar as possible and distinguishable from other cluster data.

In this study, a fuzzy C-means algorithm is applied for
clustering. This technique allows data points to belong to
more than one cluster, used in pattern recognition. This meth-
od is performed according to minimise the objective function
in Eq. 14:

Jm ¼ ∑n
i¼1∑

n
k¼1u

m
ik‖xi−Ck‖

*2 1≤m≤∞ ð14Þ

where each cluster centre is Cj, uik is the membership func-
tional degree of xiin the jth cluster, * is the norm measured the
distance between the cluster centre and data point, xi is the Ith
measured data dimension and m can be responsible for any
natural number (Tilson et al. 1988).

According to the preparing data procedure for modeling, at
first, the input parameters were experimentally measured,
namely latitude, longitude, maximum and minimum temper-
atures, dew point, relative humidity, wet bulb temperature,
surface pressure, wind speed, PM2.5, PM10, O3 and NO2 in
order to predict daily global solar radiation.While creating the
network, the inputs were accidentally divided into two groups
which 70% of them were accounted for training and the rest
were used to test the network.

For having accurate and precise models, the number
of fuzzy rules, the effects of clusters, the impact of
other membership function on each other and many oth-
er influential parameters on FCM modeling are reported
in Table 3.

Statistical analysis

In this study, for estimating the accuracy and performance of
the model, various statistical measures were applied, such as
determination coefficient (R2), mean absolute percentage error
(MAPE), root mean square error (RMSE) and mean bias error
(MBE). For examining the model’s accuracy, the last three
indexes are suitable and the closer they are to zero, the more
accurate the model is. To define the future correlation tenden-
cy between the two datasets, the coefficient of determination
is used. Again, as much as it is close to zero, the model pos-
sesses a higher accuracy and shows the model’s better perfor-
mance. The statistical measures equations are as below (Vakili
et al. 2021):

RSME ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
∑n

i¼1 Gp−Ga
� �2r

ð15Þ

MAPE ¼ 1

n
∑n

i¼1

Gp−Ga
� �

Ga

				 				� 100 ð16Þ

R2 ¼ 1−
∑n

i¼1 Ga−Gp
� �2

∑n
i¼1 Ga−Gað Þ2 ð17Þ

MBE ¼ 1

n
∑n

i¼1 Gp−Ga
� � ð18Þ

where Gp is the predicted amount of solar radiation, Ga is
the real amount of monthly solar radiation, Ga is the average
of real solar radiation during the measurement period and n is
the number of measured samples.

Results and discussion

ANN method

As mentioned before, 70% of data were responsible for train-
ing, 15% for testing and the rest were accounted for validating
the model. In order to choose the best amount for the number
of neurons and hidden layers, trial and error are employed.
The statistical indicators are assessed according to the differ-
ent layers and neurons to find the best result. The results are
indicated in Table 4 (the best result of modeling mentioned in
bold).

According to the result shown in Table 4, which is based on
modeling by the artificial neural network, the most optimal
model is selected with more accuracy than other models.
Among different activation functions, including tansig, logsig
and purline, the most optimal model is created using the tansig
function in the first hidden layers, the logsig function in the
second hidden layer and the purelin function in the output
layer. Furthermore, the optimal number of neurons in the first
layer is eight and in the second layer is ten. Since the only

Table 3 Terms of the developed ANFIS model

ANFIS parameters Description/value

Structure of fuzzy Sugeno-type

The approach of the FIS generation FCM

Function type of input membership Gaussian

Output membership function Linear

Clusters number 1-20

Input number 14

Outputs number 1

Optimisation method Hybrid

Maximum Iterations number 100

Size of initial step 0.01

Rate of step size decrease 0.9

Rate of step size increase 1.1
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Table 4 The results of calculated statistical indexes of modeling accuracy in ANN modeling concerning various conditions

Model Function Neurons MAPE RMSE R2 MBE

ANN 1 Tansig-Tansig-Purelin 8-12-1 1.38 0.065 0.991 0.003
2 Tansig-Logsig-Purelin 4-11-1 3.34 0.073 0.988 −0.003
3 Tansig-Logsig-Purelin 8-10-1 0.43 0.062 0.995 −0.012
4 Logsig-Logsig-Purelin 3-8-1 4.13 0.08 0.987 0.002
5 Logsig-Tansig-Purelin 6-12-1 1.68 0.077 0.986 −0.002
6 Logsig-Tansig-Purelin 6-10-1 2.02 0.07 0.991 0.004
7 Tansig-Purelin 12-1 2.38 0.083 0.989 −0.0008
8 Tansig-Purelin 8-1 1.42 0.07 0.989 0.01
9 Logsig-Purelin 5-1 6.23 0.1 0.977 −0.008
10 Logsig-Purelin 9-1 3.60 0.07 0.989 0.005
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Fig. 17 The diagrams of the correlation between the foretold amounts of ANN-3 model and the experimental data in different cities worldwide
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output is mean solar radiation, the last layer’s output layer has
a single neuron. Finally, by comparing the results, the best
model is related to ANN-3.

Considering the statistical indicators introduced before,
if the MAPE index is less than 10%, the model would
have high accuracy and reliability. The closer it is to zero,
the more accurate it would be. According to Table 4, the

y = 0.9825x + 0.3504
R² = 0.9942

5

10

15

20

25

30

35

5 10 15 20 25 30 35

Los Angeles

M
ea

su
re

d 
Da

ta

ANN Data

y = 0.9801x + 0.3851
R² = 0.9897

5

10

15

20

25

30

35

5 10 15 20 25 30

Melbourne

M
ea

su
re

d 
Da

ta

ANN Data

y = 1.0215x - 0.0854
R² = 0.9928

0

5

10

15

20

25

0 5 10 15 20 25

Hamburg

M
ea

su
re

d 

ANN Data

y = 0.9854x + 0.252
R² = 0.9712

5

10

15

20

25

5 10 15 20 25

Tokyo

M
ea

su
re

d 
Da

ta

ANN Data

Fig. 17 (continued)

-5

-4

-3

-2

-1

0

1

2

3

4

5

Ja
n-

18

Fe
b-

18

M
ar

-1
8

Ap
r-

18

M
ay

-1
8

Ju
n-

18

Ju
l-1

8

Au
g-

18

Se
p-

18

O
ct

-1
8

N
ov

-1
8

De
c-

18

Ja
n-

19

Fe
b-

19

M
ar

-1
9

Ap
r-

19

M
ay

-1
9

Ju
n-

19

Ju
l-1

9

Au
g-

19

Se
p-

19

O
ct

-1
9

N
ov

-1
9

De
c-

19

Tehran Rio de Janeiro London Beijing Johannesburg

Delhi Melbourne Los Angeles Tokyo Hamburg

Er
ro

r (
M

Jm
-2

/ d
ay

) 

Months

Fig. 18 The error amount of
ANN-3 model in comparison
with real values in different cities
worldwide

49712 Environ Sci Pollut Res (2021) 28:49697–49724



Table 5 The results of calculated statistical indexes of modeling accuracy in Ga-ANN modeling concerning various conditions

Model Function Neurons MAPE RMSE R2 MBE

GA-ANN 1 Tansig-Tansig-Purelin 7-10-1 3.052 0.194 0.945 0.019

2 Tansig-Tansig-Purelin 12-18-1 2.17 0.264 0.88 0.063

3 Tansig-Logsig-Purelin 9-15-1 9.52 0.202 0.84 -0.025

4 Logsig-Tansig-Purelin 14-7-1 8.58 0.231 0.914 -0.025

5 Logsig-Tansig-Purelin 6-12-1 5.71 0.26 0.81 0.026

6 Logsig-Tansig-Purelin 5-13-1 2.28 0.24 0.86 0.064

7 Tansig-Purelin 8-1 0.76 0.239 0.86 0.007

8 Tansig-Purelin 5-1 18.09 0.201 0.86 -0.002

9 Logsig-Purelin 10-1 11.18 0.265 0.875 0.151

10 Logsig-Purelin 7-1 1.32 0.254 0.785 -0.049
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Fig. 19 The diagrams of the correlation between the foretold amounts of GA-ANN-1 model and the experimental data in different cities worldwide
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MAPE for ANN-3 is 0.43, the RMSE index is 0.062, the
R2 index is 0.995 and the MBE index is −0.012. The
results of indexes can claim, the model has good accuracy
and reliability.

In order to have a more comprehensive study of the neural
network’s performance and the results of modeling, it is es-
sential to investigate the correlation between experimental and
predicted results. Therefore, Fig. 17 shows the correlation
between the optimal model’s predicted data and the amount
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of experimental measurement of mean solar radiation for the
different cities around the world. According to the diagrams,
the correlation coefficient between the experimental and fore-
casted results is 0.981 on average. The correlation coefficient
is close to one, and the prediction results are suitable for each
city.

Figure 18 shows the deviation of the mean solar radiation
predicted in the ANN-3 model from the measured data sepa-
rately for the different cities in months between 2018 and
2019. According to the investigation of each measured data,
the prediction results had a deviation of about 0.1 MJ/m2/day
on average, and the maximum error is 4.07MJ/m2/day, which
belongs to Delhi.

Hybrid GA-ANN method

According to the stages explained in the “Hybrid genetic al-
gorithm and ANN method” section, modeling has been done
with the hybrid of genetic algorithm and artificial neural net-
work. In this stage, as same as ANN, a trial and error method
has been used to determine the number of neurons, layers and
functions of the network that act in every layer. Table 5 shows
the accuracy of the model results and statistics indexes and
the best result of modeling mentioned in bold.

Since the trial-and-error method was used to predict a
fair number of neurons and layers, investigation of statis-
tics indexes is a suitable method for choosing the most
accurate model, which has less difference between mea-
sured data and predicted data. Considering the indexes
figures’ investigation, it can be seen that GA-ANN 1 has
the most accurate results. The MAPE index is 3.052, and
since this amount is close to zero, it shows that the model
is accurate. Furthermore, the amounts of RMSE and R2

are 0.194 and 0.945, respectively. The former is near zero,
and the latter is close to one, which means the model is
suitable for predicting mean solar radiation. Finally,

considering the MBE index, GA-ANN 1 model predicts
the mean solar radiation of about 0.019 MJ/m2/day more
than the actual amount.

In Fig. 19, the amount of predicted and measured data of
mean solar radiation has been compared. As can be seen, most
of the data are near to the trendline, which is linear. This
means that predicted data and actual data have proper confor-
mity in comparison to each other. According to the diagrams
shown in Fig. 19, the correlation coefficient between the mea-
sured data and the predicted data is 0.978 on average.

Figure 20 shows the deviation of the mean solar radiation
predicted in the GA-ANN-1 model from the measured data
separately for the different cities in months between 2018 and
2019. According to the investigation of each measured data,
the prediction results had a deviation of about 1.00MJ/m2/day
on average, and the maximum error is 5.66MJ/m2/day, which
belongs to London.

ANFIS method

In line with the process of preparing data for modeling, at the
beginning of modeling, measured data, namely, latitude; lon-
gitude; min and max temperatures; relative humidity; wind
speed; surface pressure; amount of O3, NO2, PM2.5 and
PM10; dew point; and wet bulb temperature are used as input
parameters and mean solar radiation as the output parameter.

In this method, while creating a network, the input data is
randomly divided into two sections, 70% of them would be
dedicated to training and the remaining 30% to network test-
ing. According to the measured data, which are 2856 data,
including 13 types of input data and one type of output,
2000 data were used for training and 856 data for testing.

In this data clustering method, FCM, the trial-and-error
method, has been used to determine each cluster's repetition
number. Therefore, in each rerun, the number of clusters has
been changed, and the statistic indexes for any new model
have been calculated. The accuracy and precision of each
model and the results of each model’s statistical indicators
are shown in Table 6 and the best result of modeling men-
tioned in bold.

According to Table 6, the mean absolute percentage error is
5.50E−04, the root mean square error is 5.90E−05, the deter-
mination coefficient is 0.999 and the mean bias error is 0.425.
These values indicate high accuracy and reliable model re-
sults. Figure 21 shows the correlation between the optimal
model’s predicted data and the amount of measured data of
mean solar radiation for the different cities worldwide.
According to the diagrams, the correlation coefficient between
the experimental and the anticipated results is 0.988, which
means that the model is suitable for predicting mean solar
radiation in every city around the world.

Figure 22 shows the deviation of the mean solar radiation
predicted in the ANFIS-8 model from the measured data

Table 6 The results of calculated statistical indexes of modeling
accuracy in ANFIS modeling concerning various conditions.

Model Cluster MAPE RMSE R2 MBE

ANFIS 1 3 1.60E−03 1.51 0.979 −2.00E−04
2 4 4.00E−03 1.21 0.987 6.00E−04
3 5 1.00E−02 1.13 0.98 −1.00E−03
4 7 8.00E−04 0.86 0.993 −6.00E−04
5 10 4.00E−04 0.68 0.995 −8.00E−04
6 13 5.00E−05 0.58 0.996 −2.50E−05
7 14 1.00E−04 0.536 0.997 −1.40E−06
8 16 5.50E−04 5.90E−05 0.999 0.425

9 19 2.80E−03 −2.00E−04 0.996 0.556

10 20 1.80E−03 −1.00E−04 0.997 0.482
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cities worldwide
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separately for the different cities in terms of the months be-
tween 2018 and 2019 investigating each measured data. The
predicted results had a deviation of about −0.007 MJ/m2/day
on average. The maximum error is −2.64 MJ/m2/day, which
belongs to Rio de Janeiro.

It is necessary to compare three models for investi-
gation of the performance of each model. Therefore, in
Fig. 23, each model’s most accurate results have been
compared with all cities’ measured data. According to

the results shown in Fig. 23, there is the most correlation
between data in ANFIS modeling. It can be seen that the
points in this modelling are closer to the bisector line,
which means that predicted are almost as high as the
measured data. Moreover, each model’s calculated R in-
dex shows that the ANFIS model, which is 0.995 and the
most amount among different models, is the most
accurate.
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Fig. 24 The investigation of the accuracy of the different modelling methods on prediction of the amount of mean solar radiation in various cities
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Fig. 24 (continued)
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As shown in Fig. 24, there is a good correspondence be-
tween predicted data by the ANFIS-8 model and the measured
data compared with other models, which are ANN-3 and
ANN-GA-1. Generally, there is a slight difference between
the figures for predicted data on the one hand and the figures
for actual data. Among different cities, Hamburg has the most
conformity, while Rio de Janeiro has the least.

Moreover, this study’s modeling results show that input
parameters’ role in predicting solar radiation is vitally impor-
tant. Using parameters such as latitude, longitude, min and
max temperatures, relative humidity, wind speed, surface
pressure, amount of air pollutants (O3, NO2, PM2.5, PM10),
dew frost point and wet bulb temperature as input parameters
can result in a decline in mean absolute percentage error
(MAPE) compared to other studies which other researchers
in the prior did according to Table 7.

Conclusion

Solar energy has gained considerable attention as clean
and sustainable energy. Solar radiation is a vital param-
eter in modeling, designing and operating solar energy
systems, and accurate solar radiation estimation is the
primary concern in solar energy applications. Although
because of the limited number of meteorological sta-
tions, solar radiation data are unavailable for each de-
sired location. These days, empirical and artificial intel-
ligence models have been developed to predict solar
irradiance data at every point of interest. These tech-
niques utilise the correlation between solar radiation
and different atmospheric factors derived from climato-
logical and geographical data.

In this study, mean monthly global solar radiation
has been estimated by ANN, a hybrid of ANN-GA
and ANFIS. The investigation results showed that using
a fuzzy c-means clustering type model with 16 clusters
was more accurate than other models, ANN and GA-
ANN. This was determined by the determination coeffi-
cient, mean absolute percentage error, root mean square
error and mean bias error, which were 0.999, 5.50E−04,
5.90E−05 and 0.425, respectively.

Finally, since the measurement empirically of global
solar radiation needs specific equipment, it also may be
expensive and impossible in some areas. Therefore, ac-
cording to the modelling results, particularly the ANFIS
method, the use of artificial intelligence for predicting
mean monthly global solar radiation by considering in-
put parameters is recommended by authors to replace
the empirical method. Moreover, the authors would like
to encourage other researchers to develop the learning
process using metaheuristic algorithms, such as ant col-
ony, particle swarm, to training input data.
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