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Abstract

Energy price is a key factor in reducing carbon emissions. This paper assesses the relationship between energy prices and carbon
emissions from the industrial sector in China. Using panel data covering 31 industrial sectors for the period 2003 to 2015, we
calculate the industrial energy price index and then estimate the effects of sector-level energy prices on carbon emissions based on
a panel smooth transition regression model. The results show that the nexus between industrial energy prices and carbon
emissions is nonlinear overall, and energy prices have a significantly negative effect on carbon emissions, while this negative
effect gradually weakens with an increase in energy prices. Moreover, the negative effect of energy prices on carbon emissions is
more significant in energy-intensive sectors when energy prices exceed the threshold value. The findings emphasize the impor-
tance of energy prices for energy conservation and emission reduction and imply that energy prices can be used as a regulation
tool for government industrial energy saving and emission reduction.

Keywords Industrial energy price - Carbon emission - China’s industrial sectors - Nonlinear effects - Panel smooth transition

regression - Low carbon development

Introduction

The International Energy Agency (IEA) argues that industry
was responsible for approximately 38% of global total final
energy use in 2018, and the industrial end-use sectors are the
largest contributor to the overall growth in final consumption.
According to the experience from industrialized countries,
carbon dioxide emissions will change as the level of industri-
alization rises. As the country with the largest energy con-
sumption and carbon emissions worldwide, China maintains
the development characteristics of high energy consumption
and high emissions in the process of industrialization (Liu
et al. 2015; Yan and Fang 2015; Zhang et al. 2016). The
proportion of energy consumption in China’s industrial sec-
tors in the country’s total energy consumption increased from
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64.68% in 1980 to 77.63% in 2012 and remained at a high
proportion of 65.66% in 2017. It can be said that energy con-
sumption is the second largest engine of China’s industrial
economic growth, and most industrial sectors have the char-
acteristics of high consumption and strong dependence on
energy (Chen 2009; Ouyang and Lin 2015). In 2015, China
made a commitment at the United Nations Climate Change
conference in Paris to peak carbon emissions and reduce car-
bon emissions per unit of GDP by 60 to 65% by approximate-
ly 2030 compared to the 2005 level. Currently, China has
entered a new stage of development, with an energy system
dominated by coal and a legacy of serious environmental
problems. To achieve its environmental goals, the Chinese
government has been concerned chiefly with coordinating
and promoting the development of economic growth, society,
and environmental quality, and it is urgent and significant for
China to reduce industrial carbon emissions.

To meet the challenge of serious ecological and environ-
mental problems, China has implemented a series of princi-
ples and policies for energy conservation and emission reduc-
tion since 2003 (Price et al. 2010; Yuan et al. 2011; Zhao et al.
2014). A number of polluting industrial enterprises, including
large corporations, were closed down, such as local officials
forcibly shuttering or destroying factories to reduce pollution
to obtain the “APEC Blue” in Beijing. However, some
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researchers have questioned the validity of top-down and
“blunt force” solutions to environmental pollution, especially
“one-size-fits-all” solutions for heavy industry enterprises to
shut down or suspend production. Such policies may lead to
negative effects, including economic losses, unemployment,
and unnecessary interruptions in productive activity (Zhao
2019; van der Kamp 2020; Tian et al. 2020). Hence, appro-
priate policies address the key issue of low-carbon governance
among industrial sectors in China.

Many existing studies examine the determinant factors of
industrial carbon emissions from the perspective of energy
efficiency and technological progress (Wang et al. 2013;
Ouyang and Lin 2015). Improving carbon productivity
through energy efficiency and green innovation will lead to
a higher cost of production, while energy prices may act as a
moderator influencing a firm’s behavior of reducing emis-
sions. From the perspective of the production cost, the existing
literature finds that energy as a factor of production has a
substitution effect with physical capital or human capital, re-
ducing energy consumption and improving energy efficiency
to reduce emissions (Birol and Keppler 2000; Fisher-Vanden
et al. 2004; Hang and Tu 2007; Gamtessa and Olani 2018,
Antonietti and Fontini 2019). Furthermore, changes in energy
prices will lead to energy-saving technological innovation and
decrease the energy input to reduce carbon emissions (Popp
2001, 2002; Linn 2008). However, energy efficiency im-
provement may not necessarily reduce energy consumption
or even increase energy input, so it will create an increase in
carbon emissions. For example, Renou-Maissant (1999)
found that energy prices had asymmetric effects on energy
intensity in OECD countries due to the composition of the
industrial sector and the different prices of various fuels.
Hang and Tu (2007) found that the impact of China’s energy
prices on energy intensity is asymmetric in the time dimen-
sion. Churchill et al. (2019) suggested that improving energy
efficiency may negatively influence environment quality
through. Meanwhile, if a single fuel price, such as the oil price,
is used, there will be a bias in the price estimates. The price
difference between different energy types should be consid-
ered (Richmond and Kaufmann 2006). Different industries
have differences in energy demand, and particularly high en-
ergy prices will affect the profits and investment returns of
energy-intensive industries, so the impact of these industries’
energy prices on carbon emissions should not be ignored (Lee
and Chong 2016; Chai et al. 2009; Zha and Ding 2014; Aldy
and Pizer 2015; Gamtessa and Olani 2018; Sato et al. 2019).
There, the relationship between energy prices and carbon
emission is a prior uncertainty.

It is now very difficult for most countries to obtain effective
industrial energy prices. Since several studies have attempted
to be concerned about the heterogeneity of energy prices with-
in countries (Ganapati et al. 2016; Sato et al. 2019), they have
drawn attention to the lack of assessments on the relationship
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between industrial activity and pollution due to a lack of
sector-level or firm-level data (Dechezleprétre and Sato
2017). However, few attempts have been made to assess the
relationship between sector-specific energy prices and carbon
emissions with cross-sectoral differences in the fuel mix.

This paper aims to overcome these limitations and attempts
to carry out a useful supplementary study based on existing
studies to explore the relationship between sectoral energy
prices and carbon productivity using a dataset covering 31
sectors for the period 2003 to 2015. Compared with the
existing literature, this paper has the following advantages:
(1) this paper constructed the energy price index of China’s
industrial sector 2003 to 2015, expanding the energy price
index of 31 sectors. (2) In the study of the dynamic relation-
ship between energy prices and carbon emissions, we con-
ducted a relevant analysis at the sectoral level and provide
relevant supplements to existing research. (3) This paper
adopted a panel smooth transition regression model to capture
the heterogeneous relationship between energy prices and car-
bon productivity in the panel data. (4) Our research links the
relationship between energy prices and emission reduction
and emphasizes the importance of setting reasonable energy
prices for energy conservation and emission reduction.

The remainder of the paper is organized as follows: the
“Literature review” section reviews the literature on the ener-
gy price-carbon emission nexus. In the “Data and variables”
section, the data sources and key variables are introduced and
described. The “Estimation and specification tests” section
presents the model and tests. The “Results and discussion”
section presents the results and discussion and, finally, the
conclusions and policy suggestions.

Literature review

To date, many studies have been conducted on the environmen-
tal Kuznets curve (EKC) hypothesis, revealing economic
growth and environmental degradation with an inverted U-
shaped term; in particular, there have been studies on the
EKC estimation of carbon dioxide (CO,) emissions, but there
is no consensus among the studies of the shape and nature of
the EKC (Al-Mulali and Ozturk 2016; Dogan and Seker 2016;
Shahbaz and Sinha 2019). Existing studies have attempted to
construct a multidimensional framework to discuss the impact
of different explanatory variables, including population, energy
consumption, oil price, trade, foreign direct investment, urban-
ization, financial development, and democracy at the national
level (Richmond and Kaufmann 2006; Soytas et al. 2007,
Jayanthakumaran et al. 2012; Dogan et al. 2019; Usman et al.
2019; Erdogan et al. 2020). Many existing studies have focused
on reducing carbon emissions from the industrial sector using
index decomposition rather than econometric models. For ex-
ample, Ang (2004) have adopted index decomposition
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methods to study the impacts of industrial carbon emissions
and provided detailed literature reviews. Due to the lack of data
on carbon emissions at the industry and firm levels, researchers
have not thoroughly investigated the role played by different
factors of carbon emissions (Cole et al. 2005) or the historical
determinants of industrial carbon emissions (Agnolucci and
Arvanitopoulos 2019).

With the development of index methods, some scholars
have found that energy intensity, scale effect, and substitution
effects are key factors of carbon reduction for industrial sec-
tors. The results suggest that improving energy efficiency and
promoting structure would be effective means of controlling
carbon emissions (see Liu et al. 2015; Shao et al. 2016).
Moreover, researchers have other methods to simulate the
impacts of environmental and energy policy (see
Schumacher and Sands 2007) and have analyzed how energy
prices influence the steel industry based on computable gen-
eral equilibrium (CGE). Edelenbosch et al. (2017) found that
reducing carbon emissions depends on the energy intensity
decline and conversion potential between energy consumption
types through a scenario simulation of demand policy. The
combination of improving energy efficiency and changes in
economic structure has offset more than half of the impacts on
the final energy use of increased economic activity in the
industry and service sectors in IEA countries and other major
economies (Cornillie and Fankhauser 2004; IEA 2018).
However, improving energy efficiency has often been as-
sumed to be one of the most cost-effective ways of reducing
CO, emissions, increasing the security of the energy supply,
and improving industry competitiveness. Energy prices can be
used as a measure of how environmental policy affects green
innovation to promote carbon productivity (Ley et al. 2013;
Aghion et al. 2016).

Thus far, research on energy prices has been extensive.
First, energy prices, as a key price factor, has an influence
on macroeconomic activity, such as the unemployment rate,
energy demand, exchange rate, and international trade, due to
the different fluctuations resulting from the price of other
goods (Hamilton 1996; Hooker 1996; Beckmann and
Czudaj 2013). It is impossible to depend only on income to
improve environmental quality (Richmond and Kaufmann
2006). A few studies have examined the impact of oil price
shocks on the macro economy and greenhouse gas emissions
(Vielle and Viguier 2007) and regulating the energy price to
play a role in energy saving and emission reduction (Loschel
and Schymura 2013; Nie and Yang 2016). Through the con-
sumption quantity, energy prices enhance energy efficiency to
reduce carbon emissions (Al-Mulali and Ozturk 2016), and
technological progress is a function of energy prices (Abadie
and Chamorro 2008; Aghion et al. 2016). Second, the price of
specific energy types and heterogeneous industries is related
to industrial structure, such as the asymmetric impact of oil
prices on different sectors due to energy demand elasticity and

the transition of alternative input elements (Hamilton 1988;
Lee and Ni 2002; Kilian 2008; Wang et al. 2009; Hamilton
2010; Ganapati et al. 2016). Third, energy prices can induce
energy-saving innovation. Popp (2001, 2002) and Linn (2008)
found that two-thirds of the initial change in industrial energy
consumption after a price change is due to price-induced sub-
stitution, while the remaining one-third is due to induced in-
novation. Existing research focuses on the relationship be-
tween energy prices and energy intensity and has not
reached a completely unified conclusion. For example, Hang
and Tu (2007) mentioned that increasing the energy price
could improve energy efficiency as an effective and
productive policy tool, but Chai et al. (2009) and Zhang and
Xu (2012) suggested that the role of energy prices is limited in
industrial energy consumption and can change the way of
economic development by improving energy efficiency.
Metcalf (2008) argued that the decrease in energy intensity
in the USA was caused by the change in industry structure
rather than energy price-induced innovation. Furthermore, a
firm will choose the most effective capital because there is no
way to replace the existing capital and energy in the short
term. In the long run, the energy consumption of a firm is
related to the energy price, and the firm can adopt energy-
saving capital (Atkeson and Kehoe 1999; Newell et al.
2006; Steinbuks and Neuhoff 2014). The empirical studies
on the nexus of energy price and carbon emissions have most-
ly been conducted at the national level (McCollum et al. 2016)
and drawn attention to the shortage of assessments on the
relationship between industrial activity and pollution and the
lack of sector-level or firm-level data (Dechezleprétre and
Sato 2017). However, scholars have noted the significant role
of energy prices, such as the nexus of energy and employment
(Kahn and Mansur 2013; Marin and Vona 2019), the impact
of energy prices on trade (Sato and Dechezleprétre 2015), and
the choice of investment location (Kahn and Mansur 2013;
Panhans et al. 2017; Saussay and Sato 2018). As sector-
specific energy prices reduce the measurement errors associ-
ated with cross-sectoral differences in the fuel mix, they are
expected to considerably improve the estimation in cross-
country analyses (Marin and Vona 2019; Sato et al. 2019).
Ganapati et al. (2016) analyzed how energy prices influence
the outcome price, production cost, and profit, showing that
raising the energy cost may increase the marginal cost and
goods price but decrease the price makeup. While energy
costs account for only a small portion of total production costs
in most manufacturing sectors, especially labor prices in
China, which are more sensitive than energy prices (Ouyang
and Sun 2015), energy prices are still one of the important
factors affecting the competitiveness of energy-intensive in-
dustries (IEA (International Energy Agency) 2013; Sato and
Dechezleprétre 2015).

It is easy to see that the existing literatures have paid some
attention to the role of energy prices in reducing carbon
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emission on the national or regional levels, but still have short
of the empirical research. Hence, this paper first constructs a
comprehensive dataset of industrial energy price indices at
sector levels covering 31 industry sectors in China for the
period 2003 to 2015. Furthermore, this paper employs the
panel smooth transition model to evaluate the effect of indus-
trial energy price index on carbon emission reduction, and
then examines the heterogeneous relationship for two diverse
groups of energy-intensive industries. Our conclusions offer
useful policy suggestions for decision-makers to facilitate the
energy price reform and industrial carbon emission.

Data and variables
Data

The study includes 31 selected industrial sectors during 2003—
2015, and the data are from China’s statistical yearbook,
China’s industrial statistical yearbook, China’s energy statis-
tics yearbook, and Chinese environmental statistics yearbook
(see Table 1 for sources and definitions). We describe the data
sources and processing steps for different variables below.

The change in carbon productivity is the key indicator for
assigning share reduction because carbon productivity involves
the concept of efficiency, combining economic conditions and
environmental performance (Kaya and Yokoburi 1997; Meng
and Niu 2012). Referring to Tone (2001), we calculate the carbon
productivity using the slacks-based measure (SBM) model that
considers carbon emission as the undesirable output. See the
evaluation model of carbon productivity in Appendix A and
the indicators in the attached Table 9.

Existing research focuses on national-level or specific en-
ergy prices such as oil prices (Gonseth et al. 2015), and not
every country publishes industry-level energy prices. The
problem created as a result is that specific energy prices do
not faithfully reflect the industry’s energy price costs, and the
endogenous nature of the industry’s energy price heterogene-
ity in the macro system generates endogeneity, which reflects
the industry’s real price costs when implementing emission
reductions. Therefore, it is necessary to construct an
industry-level energy price index. Sato et al. (2019) discussed
in detail the existing research on the construction of industry-
level price index, and they constructed an index in which the
weights are fixed over time, called the fixed weights energy
price index (FEPI).! Using logarithmic transformation can
isolate time constants, and fixed effects can be prevented by
controlling the industry sector energy types in price setting
errors and types of secondary energy choices and avoid some

! Sato et al. (2019) established variable weighted energy prices and fixed
weighted energy prices for 12 industrial sectors in 48 countries, including
China’s industrial sectors.
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part of the endogeneity problem as well as some measurement
error when combined with fixed effects in panel data. FEPI
can capture intertemporal changes in energy prices between
departments without substitution effects as the price index in
the panel data, while FEPI can control the unobserved char-
acteristics, so it can be a standalone variable (Sato et al. 2019).
In this paper, we adopt the producer price index of coal indus-
trial products, petroleum industrial products, and electric in-
dustrial products, and we calculate the comprehensive energy
price according to the energy consumption ratio of different
industries at different times. Referring to Sato et al.’s (2019),
the formula for FEPI is used as follows:
P j oo (p/
FEPL;, =%, S Fl X log(Pit) = ijit10g<Pit) (1)

gt

where F- {[ is the input of fuel quantity in sector i at time 7, using
the standard coal as a unit. P{, represents the real price of fuel j

in the total manufacturing industry of country # in 1990. w,’,
represents the intertemporal fixed price coefficient of fuel
price. Then, the equation becomes linear using geometrically
averaged prices of various fuels.

Due to the industry’s carbon emissions, it is not only relat-
ed to the input energy factors but also related to the industry’s
economic characteristics and environmental governance.
Therefore, to avoid missing variables, this paper also adds
some control variables, such as the industry’s environmental
regulation index (LER), the industry’s scale (LSIZE), the
industry’s foreign investment level (LFDI), the nature of prop-
erty rights (LIN_P), and their interactions, referring to Yuan
et al. (2017) and Ouyang et al. (2020). The method of the
environmental regulation index refers to Levinson’s (1999)
to replace the environmental regulation intensity with pollut-
ant emissions and collects three indicators of wastewater,
waste gas, and solid waste to reflect the enterprise’s sewage
discharge and environmental regulation intensity. By stan-
dardizing the treatment of pollutants and weighting the indus-
trial output value, it is possible to objectively reflect the inten-
sity of environmental regulations in the industrial sectors of
various provinces, as seen in Appendix B. In summary, the
descriptive statistics of the variables are shown in Table 1.

Estimation and specification tests

China’s industrial sectors are divided into mining, manufactur-
ing, electricity, gas, and water production, so the share of energy
consumption is heterogeneous. Since 2012, the electricity and
heat production sector has surpassed the manufacturing sector
and been the top carbon emitter among all industrial sectors
(Wang et al. 2017). Moreover, it is generally assumed that each
unit of the panel model is homogenous and cannot capture the
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Table 1 Definitions of the variables in the econometric regression model

Variable type Variable Definition Source

Dependent Carbon emission (LCP)  Calculated by SBM-DEA model, China’s industrial statistical yearbook (2003-2016);
variable detailed content seen in Appendix A China economic census statistics (2003-2016);

Threshold variable Energy price index (LEP) Calculated by the method of the fixed weight
industry price index, according to Sato

and Dechezleprétre (2015)

Control variables  Energy efficiency (LEI)
production added value

Environment regulation

(LER) detailed content seen in Appendix B
Environment regulation  Quadratic term of LER
square (LER2)

Foreign direct
investment (LFDI)
industrial enterprises
Enterprise size (LSIZE)

Energy consumption per unit of real industrial

Standardization of the waste discharge cos,

Industrial sales output value of foreign-invested
and Hong Kong, Macao, and Taiwan-invested

Industrial sales output value of industrial

Chinese energy statistics yearbook (2003-2016)

Chinese energy statistics yearbook (2003-2016);
China’s industrial statistical yearbook
(2003-2016); China economic census statistics
(2003-2016)

Chinese energy statistics yearbook (2003-2016);
China’s industrial statistical yearbook (2003-2016)

Chinese environmental statistics yearbook
(2003-2016)

Same as above

China’s industrial statistical yearbook (2003-2016)

China’s industrial statistical yearbook (2003-2016)

enterprises/number of industrial enterprises

Property (LIN_P)

Sales output value of state-controlled industrial

China’s industrial statistical yearbook (2003-2016)

enterprises/sales output value of industrial enter-

prises
LFDI_ER LFDI*LER
LSIZE_ER LFDI*LER
LIN_P _ER LIN_P*LER

/
/
/

All the enterprises are above designated size, and we use the current price / PPI (Producer’s Price Index for Manufactured Products) to transform the
current year’s prices (currency data) into 1990-constant prices to eliminate the impact of inflation

heterogeneity of cross-sectional units. In our paper, due to the
substitution between energy and other input factors, energy
prices can affect capital productivity, green technology adop-
tion, and, in turn, the demand for energy consumption (Diaz
et al. 2004; Linn 2009; Gamtessa and Olani 2018). Although
Hansen (1999) proposed the panel threshold regression model
(PRT), which can separate different cross-sections of individ-
uals into different systems for estimation, the energy price data
in our paper are not discrete and jumping but continuous and
gradually changing. Hence, this study proposes using the panel
smooth transition regression (PSTR) from Gonzilez et al.
(2005) instead of the traditional panel data fixed effect and
random effect models to effectively depict the heterogeneity
of the model parameters between the cross-sectional units and
to allow the model parameters to be smoothly transformed with
the transformed variables. The PSTR model has been applied
widely in previous studies; for example, it has been applied in
some studies on the relationship between pollution and eco-
nomic growth (Aslanidis and Xepapadeas 2008), between in-
flation and growth (Seleteng et al. 2013), and between temper-
ature and electricity consumption (Bessec and Fouquau 2008).
Other studies focus on the impact of prices on exports (Allegret
et al. 2014) and exchange rate behavior (Béreau et al. 2012).
Empirical studies suggest that the PSTR model is intended for
characterizing heterogeneous panels, allowing the regression
coefficients to vary both across individuals and over time
(Gonzalez et al. 2005).

In terms of heterogeneity in the PSTR model, it is assumed
that coefficients are bounded continuous functions of an ob-
servable variable, called the transition variable. Thus, they
fluctuate between a limited number of “extreme regimes” (of-
ten two). The PSTR model can be interpreted as a linear het-
erogeneous panel model with coefficients that vary across
individuals and over time, which generalizes the PTR model
by allowing the regression coefficients to change smoothly
when moving from one extreme regime or state to another
(Gonzdlez et al. 2005). As the transition variable is possibly
individual-specific and time-varying, the regression coeffi-
cients are allowed to be different for each of the individuals
in the panel and to change over time. Hence, there are three
steps to apply the PSTR model: (i) model specification, (ii)
parameter estimation, and (iii) model evaluation. The first step
is to test the linearity of the PSTR model to circumvent the
identification problem. Then, the second step is to determine
the number of location parameters. Finally, we can estimate
the PSTR model and analyze the results.

The PSTR model

The general PSTR model with m extreme regimes is defined
as shown in Formula (2):

Yit = Uy + ﬁoxit + z:;l:lﬂmxitgm (ql(tm)’ Yms CWl) + €ir (2)
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where 1 <i<N, 1 <t<T, Nrepresents different sectors, and 7
denotes the time. u;, is the fixed individual effect, and ¢, is the

error. The transition function g, (q,(,m i Vm +Cm) is the contin-

uous function, including the threshold variable ql(tm).

According to Gonzalez et al. (2005), we transform the transi-
tion function to the logistic function form as follows:

-1
Em (ql(t >; Yms CM) = {1 + exp [*’YHT (qiticj)} } Y
>0 1. Zcp (3)

where 7y is the slope coefficient of the transition function and
determines the smoothness of the transitions. ¢, is the location
parameter or threshold parameter, which determines the
thread value between zones. m is the number of location pa-
rameters. In general, when m = 1 or m = 2, the form is quadric
and logistic. Moreover, the transition function is g,, = 1 when
qi:> ¢, However, the transition function is g, = 0 when ¢;, <
¢, In particular, when the slope coefficient y — 0, the transi-
tion function is g,, = 0.5 , which implies that the function is a
linear fixed effect function. Generally, it is sufficient to con-
sider m=1 or m=2, as these values allow for commonly
encountered types of variation in the parameters (Gonzalez
et al. 2005). Hence, when the observed values are in a low-
zone system, (3, explains only the relationship between its vari-
ables. When the observed values are in the high-zone system, the
relationship between the variables is explained by 5y + ;.

In our context, we analyze the nonlinear link between en-
ergy prices and carbon productivity. The transition variable is
assumed to be the log of the energy price index in sector 7 in
year ¢. The basic PSTR model with two extreme regimes is
defined as

LCP; = ;s + BoLEP; + B3, LEP;g(q;3 7, ¢) + 0Zis + &it (4)

where the explained indicator LCP is the log of carbon pro-
ductivity in sector 7 in year . For 1 <i<N, 1 <t<T, N repre-
sents different sectors, and 7 denotes the time. LEI is energy
intensity, Z;, represents the control variables, including envi-
ronmental regulation (LER), production size (LSIZE), owner-
ship structure (LIN_P), and the cross variables (LFDI ER,
LSIZE ER,and LIN P_ER). u,, is the fixed individual effect,
and ¢;, is the error. The transition function g(g;;7,c) is a
continuous function of the observable variable LEI,;,, which
is normalized to be bounded between zero and one, and LEI;
determines the value of g(LEI; 7, ¢). According to Gonzalez
et al. (2005), the transition function is always formulated in
logistic function form as follows:

g(LEP;;7,¢) = {1 +exp (ngil(LEIi,fcz)}" Y>>0 ci<e<...<cp (5)
where 7y is the slope coefficient of the transition function and

determines the smoothness of the transitions. ¢, is the location
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parameter or threshold parameter, which determines the thread
value between zones. m is the number of location parameters.
When the threshold variable g, is different from x;, the elasticity
of carbon productivity with respect to the energy price index x;
for the ith sectors at time # is defined by the weighted average of
(o and f3; in the extreme regimes, as follows:

pste _ OLCPy

¢ =grgp, ~ Vo T Hig(LEL;y.c) (6)

Note that it is significant for interpreting the sign of these
parameters but not the values of parameters with extreme
situations.

Model specification test

Before estimating the panel data model, we must consider wheth-
er it is correct according to the linearity test. According to
Gonzalez et al. (2005), the rejection of the null hypothesis
(Ho : v=0) indicates that the model has nonlinear effects, and a
panel smoothing transformation regression estimation can be
used. Because the model includes undefined parameters y
and c, it is impossible to perform a nonlinear verification of the
model directly. It is deduced by first-order Taylor expansion at
v =0, so Formula (2) can be written as follows:

Yie = e + BoXie + BiXiqy + - + Boxaqly + uy (7)

where u; = uy + Ry, B xi, R, represents the rest of the Taylor
expansion. The null hypothesis for the linearity test of the model
is Ho : 7= 0, which means that H,, : ﬂ? = ﬁ; =..= ﬂ; =0.
Therefore, the location of parameter 7 must be identified before
the nonlinearity of Formula (2). To determine the value of m, the
linear fixed effect model and the linear auxiliary regression mod-
el are estimated, as well as the square sum of the residual squares.
The SSRy, and SSR; are calculated using the original hypothesis
(linear model hypothesis) and the alternative hypothesis (the pan-
el smooth transformation regression model), and then, we use the
residual sum of squares and the measurement by building the
following Lagrange Multiplier test statistic (LM test)

a1y SSRoSSRy ®
N3k
Ro—SSR, ) /mk
LM — TN SSRo=SSR,)/m 9)

SSRy/ [TN—N—m(k +1)

where £ is the number of exogenous variables, Formulas (3)
and (4) are the LM statistics and obey the asymptotic distri-
bution Xz(mk) and F(mk, TN — N —mk), respectively.
Moreover, Colletaz and Hurlin (2006) noted that pseudo-
LRT is the statistic with a distribution of Xz(mk):

LRT = —2[log(SSR;)~log(SSRy)] (10)
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Results and discussion
Statistics

Summary statistics are provided in Table 2.

Results of unit root tests

The characteristics of panel data are a combined time series
and use cross-sectional data. To avoid false regressions and
ensure the validity of the estimated results, it is necessary to
perform unit root tests to check the stationarity properties of
the variables. The statistical methods of the Levin et al. (2002,
LLC) test proposes a panel unit root test for the null hypoth-
esis of unit root against a homogeneous stationary hypothesis,
and the Fisher-ADF and PP-Fisher test tests both allow for
individual unit root processes (Choi 2001). All three panel
unit root tests examine the null hypothesis of a unit root with
the alternative hypothesis of the absence of a unit root. Table 3
shows that the variables reject the null hypothesis significantly
at a statistical significance level of 1% (the variable LFDI
rejects the null hypothesis significantly at a statistical signifi-
cance level of 5%), which means that the variables are
stationary.

Results of the linear and no remaining heterogeneity
tests

To ensure the robustness of the results, this paper tested the
linearity using the three statistics LM, LMy, and LR7
(Ho:v=0) in Egs. (8)—(9). If the statistical results reject the
null hypothesis Hy : #= 0, the relationship between the energy
price index and carbon productivity is nonlinear, and it is
further appropriate to use the nonlinear panel smooth transi-
tion function model. Furthermore, the three test statistics are
used to determine the optimal number of transformation

functions of the PSTR model. When the number of location
parameters is m =1 and m =2, respectively, LM,LM,and
LRy, the three statistics, reject the null hypothesis Hy: v=
0 at the 1% level. This finding shows that the relationship
between energy prices and carbon productivity is nonlinear,
so it is appropriate to use the nonlinear panel smooth transition
function model. Furthermore, it is necessary to examine the
nonlinear relationship between energy prices and carbon pro-
ductivity. When the number of location parameters is m =
1 and m =2, the three statistics LM, LM,and LR, show that
we cannot reject the null hypothesis when the transformation
function is Hy : 7= 1.Therefore, the optimal number of transi-
tion functions = 1 can be determined.

Since there are unrecognized parameters in the PSTR mod-
el, we can use the methods of the two-parameter grid search
and NLS to calculate parameters vy and c. The results are
shown in Table 4.

Energy price threshold and transition parameter

This paper applies the sequence of tests discussed at the end of
the “Results of unit root tests” section to determine the order m
of the logistic transition functions. According to the location
parameter (m) and the » (m) values, we can estimate the pa-
rameters of the PSTR model and the parameter and sum of the
squared residuals. Then, using the AIC and BIC information,
each threshold variable model is evaluated. Moreover, the
rules of the AIC and BIC with the area that contains the
PSTR model fully reflect the heterogeneity of the cross-
section and time (Colletaz and Hurlin 2006). From what has
been discussed above, we place the number of location param-
eters in the nonlinear conversion function in Table 5.
Measured by three kinds of statistical tests in the null hy-
pothesis test, if the null hypothesis is rejected, a further non-
linear inspection is required to define the number of panel
smooth transition functions to determine whether the existing

Table 2  The basic statistical characteristics of the variables

Variable type Variable Symbol Sample size ~ Mean Standard deviation ~ Min Max

Dependent variable ~ Carbon emission LCP 403 —0.005 0.026 -0.226 0.144

Threshold variable Energy prices LEP 403 9.249 2.446 5.931 17.250

Transition variable Energy intensity LEI 403 1.665 1.587 —1.355 5.845

Control variables Environment regulation LER 403 0.425 0.668 4.37e-06 2.886
Environment regulation square ~ LER2 403 0.626 1.320 1.91e-11 8.327
Foreign direct investment LFDI 403 0.189 0.142 0 0.611
Enterprise size LSIZE 403 —1.536 1.201 -4.127 3.208
Property LIN_P 403 0.221 0.201 0.001 0.690
LER*LFDI LFDI ER 403 0.043 0.081 0 0.466
LER*LSIZE LSIZE ER 403 -0.729 1335 —9.278 0.032
LER*LIN_P LIN_P_ER 403 0.128 0.2680 7.56e—08  1.476
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Table 3 The results of the panel

ADF-Fisher chi-square (at level) Fisher-PP chi-square (at level)

unit root test Variable LLC

LCP — 14.208%*
LEP — 6.348%%*
LER — 42547
LER2 —31.540%**
LEI —47.423% %%
LFDI —3.985%*
LSIZE —5.160%**
LIN P — 8.394%**
LFDI ER —27.090%**
LSIZE ER —7.082%%*
LIN P ER — 15.565%**

447.892%** 584.371%**
212.455%%%* 114.322%%*
166.360%** 82.371%*
161.990%*** 94.149%**
276.894+* 191.333***
163.437#%%* 163.437%%*
325.146%%* 260.149%***
353.896%%* 416.486***
157.225%*% 157.225%*
219.150%** 219.150%***
214.631%** 214.631%**

*#% ** and * denote statistical significance at the 1%, 5%, and 10% levels, respectively

conversion function is sufficient to describe the nonlinear
characteristics of the model. Then, the nonlinear relationship
of the model is tested using the threshold variable (LEP).
However, the results reject the null hypothesis, which requires
a further nonlinear inspection to determine the number of pan-
el smooth transition functions to examine whether the existing
conversion function is sufficient to describe the nonlinear
characteristics of the model. To identify the number of transi-
tion functions, we plug y =1 into Formula (2), convert the

function g, (q,(tm );7,,1 ,¢m), and implement the first-order

Taylor expansion at y =2 as follows:
LCP; = u;, + B,LEP; + B/LEP;g(q;:7,¢) (11)
+ BiLEPugy + ' Z +

Table 4 Linearity and no remaining heterogeneity test of the threshold
variable (LEP)

Threshold variables LEP;,
The number of location m=1 m=2
parameters
(Linearity test) LM  W=23.744%#%% W =8.898
Hy:v=0,H,:y=1 (0.005) (0.179)
LMg F=5.525%#% F=1.490
(0.008) (0.180)
LRy LR=24.472%+* LR=8.998
(0.004) (0.174)
(No remaining nonlinearity testy LM W =8.772 W=5313
Hy:vy=1,H;:y=2 (16.919) (0.504)
LMy F=0.853 F=0.855
(1.907) (0.528)
LR;7 LR=8.868 LR =5.349
(16.919) (0.500)

Estimation results of the PSTR

When determining the optimal number of model conversion
functions and the number of location parameters, we must
estimate the PSTR model (1) by using NLS based on a grid-
search procedure. Table 6 reports the estimation results. When
61>0, By<e; < Po+ (1, it means that coefficients e;, will in-
crease as the energy price index (LEP;,) increases. Otherwise,
when (3 < 0,5, > e;;> By + (1, coefficients e;, will decrease as
the energy price index (LEP;,) decreases.

In the existing research, it is generally believed that the
increase in energy prices will cause the production cost of
enterprises to increase and reduce the use of energy to achieve
the effect of emission reduction (Newell et al. 1999). Because
the existing literature involves theoretical model building un-
der the condition of complete and incomplete competition,
assuming that enterprise production is completely elastic, the
volatility of energy prices can change consumer demand, but
these assumptions do not completely conform to the real econ-
omy and will overestimate the role of energy prices in energy
conservation and emissions reduction policy (Ganapati et al.
2016). It can be found from the regression results in Table 6

Table 5 Determination of the number of location parameters

Model 1 LEP;

The number of location parameters m=1 m=2
The optimal number of threshold variables 1 1
Residual sum of squares 0.187 0.176
AIC —7.568 -17.379
BIC —7.249 —7.240

Hp : v=0 represents the linearity of the model. The P values are in

parentheses
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Table 6 The estimated results of the PSTR model by sector

Parameter type Variables PSTR
Linear component Bo(LEP) 0.0]2%:%*
(0.005)
0,(LER) 1.248
(0.874)
6>,(LER2) —0.160
(0.121)
05(LEI) —0.053 %%
(0.011)
04(LFDI) —0.051
(0.044)
0s(LSIZE) —0.029%**
(0.009)
Os(LIN _P) 0.389%**
(0.092)
6,(LFDI _ER) —2.010*
(1.171)
0s(LSIZE ER) 0.448*
(0.237)
6,(LIN P ER) —1.541%*
(0.662)
Location parameter c 7.107
Slope parameter Y 55.344
Nonlinear component G1(g(LEP;; v, ¢) —0.007%*:*
(0.004)
Statistics R 0.179
AIC —7.549
BIC —17.331

w0k % and * denote statistical significance at the 1%, 5%, and 10%
levels, respectively. The standard errors are in parentheses

that when it is significantly less than the threshold value of
7.107, the energy price has a significant positive relationship
with the increase in carbon productivity. When the energy
price reaches the threshold of 7.107, the conversion function
g(.)=0, and then the influence coefficient of the energy price
on carbon productivity is 0.012 (0.012-0.007* 0=0.012).
When the energy price rises to more than 7.107, the conver-
sion function g(.) = 1, and the effect coefficient of the energy
price on carbon productivity decreases to 0.005 (0.012—
0.007*1 =0.005), and the weakening effect is statistically sig-
nificant. It can be seen from the results that when the energy
price rises, the carbon productivity of the industry is im-
proved, possibly because the rising energy price increases
the production cost. Some industries reduce the consumption
of fossil energy by replacing the input of non-energy ele-
ments, thus reducing carbon emissions. The industry can also
improve carbon productivity by improving energy
efficiency—that is, the coefficient is called when energy
prices rise within a certain range, and the increase in carbon
productivity of the industrial sector is suppressed but is not

statistically significant, and improvements in energy
efficiency can significantly increase carbon productivity,
perhaps because some industries are energy intensive, such
as the power production industry, and the power input
required by this industry is dependent on petrochemical
energy consumption. Zha and Ding (2014) found that the
power sector is the least sensitive to energy prices due to its
relatively stable energy demand.

However, when the energy price rises to a certain stage, the
effect of the energy price on reducing carbon emissions will
weaken, which means that carbon emissions cannot be re-
duced by raising energy prices. Furthermore, the reported
model’s slope coefficient in Table 6 is relatively small, which
means that the changing trend of the transformation function
is relatively smooth, with 66 observation values less than
7.107 accounting for 16.38% of all observed data, putting it
in low-zone system. There are 337 observed values greater
than 7.107, accounting for 83.62% of all observed data, and
they are in the high-zone system. Each point in Fig. 1 repre-
sents the corresponding observation values, and it can be seen
that some of the observed values are between the high- and
low-zone systems, which also verifies that the method adopted
in this paper is reasonable.

Discussion

There exists heterogeneity of energy input in different sectors,
such as cement and steel belonging to nonmetallic mineral
products and the black metal smelting and rolling processing
industries being energy-intensive and highly polluting indus-
tries, but the tobacco and wood processing industries feature
low consumption and low emissions. Therefore, the sensitiv-
ity of industry production to energy prices will vary.
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Fig. 1 Transition function for industrial sectors on the whole. Estimated
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Therefore, we divided the 31 sectors into two groups based on
carbon emissions, referring to Zha and Ding (2014).

As shown in Table 7, the grouping samples have both
rejected the null hypothesis significantly (Hy : #=0), implying
that a nonlinear relationship exists. For the significant hetero-
geneity in the subsample, the PSTR model is fit to analyze the
nonlinear effect of energy prices on carbon productivity.
Similarly, due to rejecting the null hypothesis Hy: »=0 but
accepting the null hypothesis Hy: #=1, we can obtain the
optimal number of transition functions as »* = 1. Moreover,
as Table 6 shows, the statistical test results in the subsample
are consistent. The AIC and BIC values are relatively small
when m =1 is adopted, so m" =1 is the optimal position pa-
rameter of the sample number. Above all, the optimal number
of PSTR models in the subsample is »* =1, and the optimal
location parameter is m” = 1. The grouping samples both re-
ject the null hypothesis significantly (Hy : 7 = 0), implying that
a nonlinear relationship exists. For the significant heterogene-
ity in the subsample, the PSTR model is fit to analyze the
nonlinear effect of energy prices on carbon productivity.
Similarly, due to rejecting the null hypothesis Ho : #=0 but
accepting the null hypothesis Hy: =1, we can obtain the
optimal number of transition functions as r* = 1.

As Table 8 shows, the statistical test results in the subsam-
ple are consistent. The AIC and BIC values are relatively
small when m = 1 is adopted, so m™ = 1 is the optimal position
parameter of the sample number. Above all, the optimal num-
ber of PSTR models in the subsample is 7* = 1, and the opti-
mal location parameter is m™ = 1.

Two groups, on with high energy intensity and one with
low energy intensity, correspond to models I and II, respec-
tively, and the results are shown in Table 8. For the low-
energy-intensity group, when the price is significantly less
than the threshold value of 6.874, the energy price has a sig-
nificant negative correlation with the increase in carbon pro-
ductivity. When the energy price reaches the threshold value
of 6.874, the conversion function g(.)=0, and the influence
coefficient of the energy price on carbon productivity is —
0.017 (=0.017+0.02 x 0= —0.017). When the energy price
rises to more than 6.874, the conversion function g(.) = 1, and
the coefficient of the energy price on carbon emissions

increases to 0.003 (—0.017 + 0.02 x 1 = —0.003). The relation
between energy price and carbon productivity becomes
positive. Zha and Zhou (2014) analyzed the substitution rela-
tionship between energy and non-energy elements in China’s
industrial sectors and found that most of the industrial sectors
had a substitution relationship between energy and capital.
These low-energy-intensity industries, such as the textile and
garment industries, water production, and supply industries,
are labor-intensive and capital-intensive industries, respective-
ly. Energy factors account for a relatively small proportion of
input factors and are not highly sensitive to energy prices.
Even when energy prices are high, capital-intensive industries,
for example, will introduce energy-saving equipment, which
reduces carbon emissions by improving energy efficiency
rather than reducing energy input. However, the introduction
of energy-saving equipment will increase the production cost
of the enterprise so that when the energy price exceeds a
certain threshold, the enterprise will consider measuring the
cost of input factors. Higher energy prices within a certain
range, such as capital-intensive enterprise energy-saving facil-
ities, may occur through reform to improve the efficiency of
energy consumption rather than increasing energy consump-
tion, resulting in a loss of carbon productivity. However, when
the energy price exceeds the threshold value, the improvement
of the energy efficiency of enterprises will cost a great deal of
money. Enterprises will adjust the proportion of input factors,
and normal production can be guaranteed by increasing the
input of labor alternative energy.

For the samples in the high-energy-intensity emission
group, the influence coefficient of energy prices on carbon
productivity is negative but not significant when the energy
price is less than the threshold value of 7.794. When the en-
ergy price reaches the threshold value of 7.794, the conversion
function g (...) =0, and the influence coefficient of the energy
price on carbon emission growth is — 0.002 but not significant.
When the energy price is greater than 7.794, the conversion
function g(.) = 1, and the effect coefficient of energy prices on
carbon emissions increases to (—0.002 + 0.005 x 1 =0.003).
The effect of energy prices on carbon productivity increases.
Compared to its high sensitivity to energy prices, the energy
price threshold is lower (6.874 < 7.794) because most energy-

Table 7 Linearity and no remaining heterogeneity test of the threshold variable by group
Statistical variable m =1 m=2 m=1 m=2
Hp:v=0,H;:v=1 Ho:y=1,H;:y=2
Model I LM W =23.744%%% (0.005) W =22.543 (0.179) W=8.772(16.919) W =5.313 (0.504)

(high-energy-intensity emission group) LMy

F=5.525%**(0.008)

F=1.490 (0.180) F=0.853 (1.907) F=0.855(0.528)

LRy LRT =24.472%**% (0.004) LRT=8.998 (0.174) LRT=8.868 (16.919) LRT =5.349(0.500)

Model II (low-carbon-emission group) LM

W =29.754%%% (0.001)
LMp F=3.061%**(0.001)
LRy LRT =32.285%** (0.000) LRT=8.998 (0.174) LRT =0.544 (1.894)

W =28.898 (0.179)
F =1.490 (0.180)

W =6.825 (18.307)
F=0.544 (1.894)

W =5.313 (0.504)
F =0.855 (0.528)
LRT =5.349 (0.500)

k% and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. The standard errors are in parentheses
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Table 8 The estimated results of
the PSTR model by sector

intensive industries have a high degree of dependence on fos-
sil fuel. Just below the threshold of rising energy prices, the
role of energy prices is not significant. However, when the
energy price exceeds the threshold value, the influence of

Low-emission group (II)

Parameter type Variables High-emission group (I)
Linear component Bo(LEP) —0.002 -0.017*
(0.004) (0.010)
0;(LER) —1.826%#* 26.9427%*
(0.364) (11.682)
0,(LER2) 1.305%** —121.533
(0.467) (102.457)
05(LEI) —0.006 —0.070%**
(0.012) (0.014)
04(LFDI) —0.074%# —0.003
(0.028) (0.098)
0s(LSIZE) 0.002 —0.058%#*
(0.007) (0.010)
06(LINp) 0.023 0.491 %%
(0.094) (0.123)
0,(LFDI _ER) 2.726%%* -19.918
(0.599) (17.239)
0g(LSIZE _ER) —0.747%5% 6.803**%*
(0.223) (1.615)
O9(LIN P ER) —2.687* —25.959%%*
(1.587) (11.471)
Location parameter c 7.794 6.874
Slope parameter hY 5.151 1516.7
Nonlinear component [B1(g(LEP;; v, ©)) 0.005%* 0.0207%**
(0.003) (0.007)
Statistics R 0.077 0.075
AIC —7.644 —7.511
BIC -7.291 —7.142

##% % and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. The standard errors are

in parentheses

the rising energy price on the carbon industry is significant,
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and enterprises can improve their energy efficiency to reduce
carbon emissions. This finding is consistent with Kander and
Schon (2007), who found that only when energy prices rise to
a certain level will enterprises increase capital investment to

7 8 9

10 11 12

Log of energy prices index
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reduce energy consumption. The enterprises will consider
which option is more reasonable between the cost of rising
energy and clean energy alternative investment. From the per-
spective of social externalities, if the benefit of emission re-
duction cannot be achieved through energy prices, the gov-
emment may shut down some energy-consuming and high-
emission enterprises to achieve the goal of energy conserva-
tion and emission reduction. However, this approach cannot
achieve the sustainability goal of energy conservation and
emission reduction in the industrial sector.

Figure 2 depicts the conversion function of the high-energy-
intensity group, among which there are 66 observations for the
high-zone system, accounting for 21.63% of the high-energy-
intensity group. The lower area of the observed value is 142,
accounting for 78.37% of the high-energy-intensity group.
Even if prices are greater than the threshold value or have a
positive relation with rising energy prices and carbon productiv-
ity, the slope coefficient (y =5.151) shows that high energy
prices significantly influence carbon emissions. A firm will enter
the high-energy-intensity group after it reaches the threshold of
the low area. High-energy-intensity industry enterprises, due to
cost drivers, must improve energy efficiency by investing in
clean energy to meet the power demands of the enterprise.
Further validation of high energy prices has a role in reducing
carbon emissions in high-energy-intensity sectors.

Similarly, Fig. 3 describes the energy price conversion func-
tion of the low-carbon-emission group. For the low-carbon-
emission industries, 166 observations are in the high zone, ac-
counting for 85.13% of the observed data. Additionally,
29 observations are in a low area, accounting for 14.87%
of the sample observations from the slope coefficient
(y=1516.7). Sectors in the low-energy-intensity group
are mostly in the high area, meaning that the sectors
cannot make adjustments to higher energy prices in a
timely manner when energy prices do not exceed the
threshold value, rather than causing enterprises’ energy
consumption to have the rebound effect, thus increasing
carbon emissions. However, after reaching the ultrahigh
threshold, these sectors have reduced carbon emissions
by decreasing the proportion of energy inputs.

Conclusion

From the industry perspective, this article discusses the influence
of energy prices on carbon emissions based on data from 2003 to
2015 revealing China’s energy price influence on carbon emis-
sion according to the energy intensity level of the high and low
groups. The results show that there is a nonlinear relationship
between energy prices and carbon productivity. On the whole,
the energy price can play a regulatory role in energy conservation
and emission reduction, but when the price is higher than a
certain threshold, the regulatory role will be weakened.

@ Springer

Moreover, given that firms are divided into two groups according
to energy intensity, high-energy-intensity industries are more
sensitive to energy prices and reduce carbon emissions by im-
proving energy efficiency and alternative factors. Industries with
low energy intensity are sensitive to price adjustments, so in-
creasing prices will definitely reduce carbon emissions by im-
proving energy efficiency. Overall, our findings imply that high
energy prices can be regarded as a signal of strict regulation,
while low energy prices are a sign of relatively weak regulation,
which is consistent with the research of Marin and Vona (2019).
In particular, the measures should focus on the energy-intensive
sectors. Unreasonable energy prices actually distort the cost of
energy use, which is not conducive to energy saving and emis-
sion reduction in high-energy-intensity sectors.

This paper emphasizes the importance of energy prices for
industrial energy conservation and emission reduction and
provides evidence for the government to formulate fair and
reasonable environmental governance policies and energy
price reforms. At this stage, to ensure air quality, some
energy-intensive factories, such as iron and steel plants, will
be temporarily shut down, which will not bring about long-
term sustainable environmental governance and industrial en-
ergy consumption transformation. Energy prices can be used
as a regulatory tool for environmental governance, but the
premise is the rationality of energy prices; otherwise, the phe-
nomenon of high carbon emissions and high energy consump-
tion cannot be effectively controlled. China’s energy conser-
vation and emission reduction work is a systematic task.
Therefore, while the government implements environmental
governance and the market-oriented reforms of energy prices,
the government needs to consider the allocation of energy
prices in different industries and the relationship between dif-
ferent types of energy prices.
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Appendix 1. The method of calculating
carbon productivity

We adopt carbon productivity as an indicator of carbon emis-
sions in our paper. Using the data from 2003 to 2015 for

X
K 1

China’s industrial sectors, we will employ here the input-
oriented SBM model under variable returns to scale (VRS),
referring to Tone (2001). The directivity distance function is
defined as.

1
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where (x" ', 3", b" ') represents the input and output vector for
industry i. And (g%, g, &) is the direction vectors of bad output
and input expansion, and (s}, s, s? ) represent the relaxation
vectors of expectation input and bad output, respectively.
When both are greater than zero, the actual input and pollution
are greater than the boundary input and output, but the actual
output is less than the boundary output. These basic data for
calculating carbon productivity are from the Chinese statistical
yearbook (2003-2016), the Chinese industrial statistical year-
book (2003—-2016), and the Chinese energy statistics yearbook
(2003-2016). Moreover, the average number of workers presents
the indicator of human capital, and obtaining physical capital is
calculated by the perpetual inventory method. The key to the
calculation is to determine the capital stock in the base period
and the depreciation index of fixed asset investment. At present,
the country does not publish the officially calculated capital stock
of subindustries, so it takes some time to calculate this indicator.
For the estimation of the economic indicators of different sectors
in different periods, the most significant problem is that the clas-
sification of industries in different time periods needs to be ad-
justed, which is explained in the processing of energy consump-
tion indicators in this paper. Second, using the perpetual inven-
tory method needed to base the estimation and allowing for
depreciation, capital investment, and the stock price index of
investment in fixed assets—due to the selection in this paper of
the other indicators in 1990 as the base—we constructed our
calculation based on the industrial divisions, which will be added
to obtain the data based on 1990 as the base of the capital stock
per year.

Appendix 2. The method of calculating
environment regulation

Due to the heterogeneity between different sectors, the emis-
sion intensity of different pollutants is different. Based on the
availability of data, this paper selects three indicators to mea-
sure the intensity of environmental governance: the rate of
wastewater discharge reaching the standard, the rate of sulfur
dioxide removal, and the comprehensive utilization rate of
solid waste. The specific methods are as follows: linear stan-
dardization is carried out according to the range of 0—1 for the
wastewater discharge standard rate, the sulfur dioxide removal
rate, and the comprehensive utilization rate of solid waste,
which can eliminate the unmeasurable indexes using the
mathematical transformation of relevant indexes.

In the specific context of environmental regulation policy,
enterprises will set targets to reduce pollutant emissions. Thus,
many researchers use quantitative indicators to measure the in-
tensity of environmental regulation directly and choose indicators
related to pollutants in the industrial sector. There are three main
types of pollutants discharged by enterprises: wastewater, waste
gas, and solid waste. A single type of pollutant emission cannot
refer to the status of industrial enterprises and cannot fully reflect
the intensity of environmental regulation. Therefore, the
measurement of environmental regulation variables in existing
studies is mostly a comprehensive indicator. Zhu et al. (2011)
standardized industrial wastewater discharge, industrial solid
waste discharge, and SO, emissions and then weighted the

Table 9  The definitions of the indicators for carbon productivity of the industrial sectors and descriptive statistics

Type Variable Definition Max Min Mean Std. dev  Unit
Economic input Energy consumption  Standardizing different types of 22,734.13  41,350.25 22,734.13  41,350.25 10,000 tons
energy according to conversion factors standard coal
Physical capital Calculated using the perpetual 34,817 116.436 3035.127  4418.329 10,000 Yuan
inventory method
Human capital The average number of workers 909.26 14.49 247.752 195.013 10,000 people
Undesirable output  Carbon emission 974,000 1180 92,979.65 151,736.7 100 million tons
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Table 9 (continued)

Variable Definition

Type

Max Min Mean Std. dev  Unit

Calculated by Intergovernmental Panel

on Climate Change (IPCC 2006)

coefficient method
The real industrial production
added value

Expected output Output value

37,280.7  24.041 2590.515  4091.97 100 million Yuan

calculations to obtain environmental regulations. This study re-
fers to Levinson’s (1999) measurement method to replace the
environmental regulation intensity with pollutant emissions and
collects three indicators—wastewater, waste gas, and solid
waste—to reflect the enterprise’s sewage discharge and environ-
mental regulation intensity. By standardizing the treatment of
pollutants and weighting the industrial output value, it is possible
to objectively reflect the intensity of environmental regulations in
the industrial sectors of various provinces. The specific treatment
is as follows: firstly, the linear standardization of unit pollution
emissions in various industries is as follows.

UE; = [UE;—min (UE;)]/ [max (UE;)—min (UE,)] (13)

where UE}; is the standardized value of the pollutant emission
per unit output value of j pollutant in the i industry; max(UE;)
and min(UE)) are the maximum and minimum values of each
index in all industries, respectively; and UE; is the original value.

Then, we calculate the adjustment coefficient of each index
(W), following Ouyang et al. (2020):

w __Ey , OUTPUT,
= m /
/=3 E] S OUTPUT;
E; | By UE;

_ - 14
OUTPUT/ Y7 ,OUTPUT;  mean(UE;) (14)

where Ej; is pollution discharge of the jth pollutant in sector

is 21 s the proportion of the jth pollutant emission and the
>

7

i=1
ith sector in all industry sectors; OUTPUT; is the output value

of sector i; %
" ;

value to all industrial sectors; after conversion, the ratio of the
pollutant emission per unit output value of j pollutant in the ith
industry (UE;) to the average level of the output value of the
Jjth pollutant (UE;). After obtaining the weighted weights of
the indicators for each year, the average value is further esti-
mated. Then, through the standardized values and average
weights of individual indicators, the environmental regulation
of each indicator and the overall environmental regulation are
calculated

is the proportion of sector i’s output

1

Si = %), W,UE; (15)
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