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Abstract
As advance of economy and industry, the impact of air pollution has gradually gained attention. In order to predict air quality,
there were many studies that exploited various machine learning techniques to build predictive model for pollutant concentration
or air quality prediction. However, enhancing the prediction performance always is the common problem of existing studies.
Traditional templates based on machine learning and deep learning methods, such as GBTR (gradient boosted tree regression),
SVR (support vector machine-based regression), and LSTM (long short-term memory), are most promising approaches to
address these problems. Some previous researches showed that ensemble learning technology can improve predictive perfor-
mance of other domains. In order to improve the accuracy of forecasting, in this paper, we propose a hybridmodel and framework
to improve the forecasting accuracy of air pollution. We not only exploit stacking-based ensemble learning scheme with Pearson
correlation coefficient to calculate the correlation between different machine learning models to integrate various forecasting
models together, but also construct a framework based on Spark+Hadoop machine learning and TensorFlow deep learning
framework to physically integrate these models to demonstrate the next 1 to 8 h’ air pollution forecasting. We also conduct
experiments and compare the result with GBTR, SVR, LSTM, and LSTM2 (version 2) models to demonstrate the proposed
hybrid model’s predictive performance. The experimental results show that the hybrid model is superior to the existing models
used for predicting air pollution.
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Introduction

Air pollution is one of key factors for global warming that lead
to the causes of environment. The World Health Organization
(WHO) (Who.int 2019) claimed that the polluted air inhaled
by 95% of world’s people. The contaminant particles are
contained in the PM2.5 and PM10 are the diameter of 2.5 μm
and 10 μm (US EPA. 2019). It can easily pass through the

human respiratory system through nose and throat that dam-
age the physical system and stimulate many diseases (UN
Environment 2019; Yang et al. 2018; Fan et al. 2016; Guo
et al. 2020). As a precaution, the air pollution forecast, forms
the basis for taking effective pollution control measures, and
hence, accurate forecasting of air pollution has become an
important issue (Delavar et al. 2019).

The pollution information primarily includes PM2.5 and
PM10 values. These values are useful for the authorities to take
prevention action to reduce the pollution control. Therefore,
prediction of the PM2.5 and PM10 concentration value is the
managerial solution to prevent and mitigate the malevolent
ramifications. Hence, predicting the concentration values of
PM2.5 and PM10 continuously needs novel methods.

For government, local and tribal air quality planners to ad-
dress these levels of pollution backgrounds are extremely dif-
ficult and need to be seen. Governments are therefore increas-
ingly concerned about the prediction of PM2.5 concentrations.
In recent years, many studies (Zhou et al. 2014; Elangasinghe
et al. 2014; Hu et al. 2014; Deng et al. 2019; Maharani and
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Murfi 2019; Wang and Song 2018; Soh et al. 2018; Cho et al.
2019; Yi 2018; Mahajan et al. 2018; Rybarczyk and
Zalakeviciute 2018; Franceschi et al. 2018; Corani 2005; Bai
et al. 2018; Fielding, R. T. Chapter 5 2000; Zhang et al. 2019)
have been conducted on the prediction of air pollution with the
exception of air pollution gas concentration. Indeed, physical
model, statistical model, machine learning technique, and deep
learning are used to predict the air pollution. Each approach has
its own pros and cons in different situations. In addition, as well
known that ensemble learning is a machine learning paradigm
where multiple learners are trained to solve the same problem.
Unlike ordinary machine learning approaches that try to learn
one hypothesis from training data, ensemble methods try to
build a set of hypotheses and combine them to predict what
them want (Zhou 2019; Polikar 2006; Behera and Roy 2016;
Mitchell 1997; Breiman 1996; Usmani et al. 2018; Zheng and
Zhong 2011; Siwek et al. 2010; Zhang et al. 2015; Shang and
He 2018; Verma et al. 2018; Rijal et al. 2018; Li et al. 2018; Liu
et al. 2019; Franceschi et al. 2018; Ventura et al. 2019).

According to existing studies (Smola and Schölkopf 2004;
Tsai et al. 2018; Chen et al. 2018), there are various machine
learning methods, such as general machine learning and deep
learning, have different precisions in different areas.
Therefore, how to combine various methods to improve the
accuracy of air quality prediction will be an important issue. In
addition, different methods require different computing envi-
ronments and resources, such as traditional machine learning,
which can perform predictions on big data platforms, while
deep learning methods often have better performance on the
GPU. Therefore, how to integrate these different environ-
ments to predict air quality in real time is also an important
issue.

In this work, we will propose a hybrid model and frame-
work to improve the air pollution forecasting accuracy. We
not only exploit stacking-based ensemble learning scheme
with Pearson correlation coefficient to calculate the correla-
tion between different machine learning models to integrate
the forecasting results of various forecasting models (GBTR,
SVR, LSTM, and LSTM2 (version 2)) together, but also con-
struct a framework based on Spark+Hadoop machine learning
and TensorFlow deep learning framework to physically inte-
grate these models to demonstrate the next 1 to 8 h air pollu-
tion forecasting. In the work, the main difference between
LSTM and LSTM2 is the scheme of filling the missing value.
In the LSTM, the missing values are filled up with zero, while
the LSTM2 exploit the Akima’s interpolation (Akima 1970).
Obviously, the forecast result of LSTM and LSTM2 will be
not the same. The Pearson correlation coefficient is used to
find the best model for different time and different monitoring
station. We use the historical prediction results to find the
linear regression equations of these models, as a weight for
adjusting the prediction results, and then correct the prediction
results. In this work, we retrieve the air pollution data from the

Environmental Protection Administration Executive Yuan,
R.O.C (Taiwan), from year 2012 to 2018 to train and test
various forecasting model, and finally use the data of year
2019 to verify the result. The mean absolute error (MAE)
and the root mean square error (RMSE) are exploited as per-
formance metrics of the work. We also conduct many exper-
iments and compare with GBTR, SVR, LSTM, and LSTM2
(version 2) models to demonstrate the predictive performance
of the proposed model. The experimental results show that the
hybrid model based on the hybrid framework is superior to
single air pollution model.

The main contributions of this work are as follows:

1. Building a computing framework for the proposed hybrid
model, which is referring to author’s previous work (Tsai
et al. 2018; Chen et al. 2018; Chang et al. 2018).

2. Proposing a hybrid model that exploits stacking ensemble
learning model to integrate various machine learning
models for improving the air pollution forecasting
accuracy

3. Applying Pearson correlation coefficient to decide corre-
lationwith the four kinds (GBT, SVR, LSTM, LSTM2) of
model and exploiting linear regression equation to find
the best model

4. Substituting the forecast value with the result obtained
from best model and evaluating the result using MAE
and RMSE factors

The rest of this paper is arranged as follows. Section II
presents background and related work. Section III describes
the proposed hybrid framework method. Section IV shows the
experimental results, and finally Section V provides the con-
clusions of the work.

Background and related work

This section discusses the background of ensemble learning in
various approaches to predict the concentration of PM2.5. The
concepts GBT (gradient boosted tree regression), Support
Vector Machine (SVM), and long short-term Memory
(LSTM) are also outlined and compare with the hybrid model
suggested in this paper.

Ensemble learning

Behera (Behera and Roy 2016) stated that the ensemble learn-
ing is a kind of supervised algorithm; it can train and predict
the accurate value. The study also shows that there are differ-
ent types of ensemble learning such as Bayes optimal classi-
fication, Bootstrap aggregation, Boosting, Bayesian averaging
parameter, Bayesian model combination, Bucket of models,
Stacking, and Remote sensing.
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Mitchell (Mitchell 1997) used the optimal classifier from
Bayes, which is a classification technique that assumes that
the data is conditionally independent from the class to make
the calculation more feasible. Breiman (1996) has conducted a
study in order to obtain a better learning model for the ensem-
ble. In Bagging predictors, each model has the same weight
that trains each model to achieve high classification accuracy
with a randomly drawn subset of the training set. By training
each model data, boosting builds an ensemble model that can
deliver better accuracy.

Usmani et al. (2018) predicted the performance of Karachi
Stock Exchange (KSE), using comprised model of four kinds
of machine learning technique such as single layer perceptron
(SLP), multilayer perceptron (MLP), radial basis function
(RBF), and support vector machines (SVM), respectively.
The accuracy of the result was up to 95.7%. A study has been
conducted by Zheng and Zhong (2011) to exploit the ensem-
ble model incorporating with ARIMA and ANN for improv-
ing time series forecast. The result indicated that ensemble
model has been the effective way to decreasing the forecast
error.

The authors in (Siwek et al. 2010) merged multilayer
perceptron (MLP), support vector machine for regression
(SVR), Elman network (EN), and radial basis function net-
work (RBF). They integrated predicted values of those models
into one final forecast value with additional neural network to
forecast the daily average values of PM10 and showed that
neural predictor ensemble improved the accuracy of air pollu-
tion forecast. The result demonstrated that the hybrid model
was effective for short-term forecast of air pollutant.

Zhang et al. (2019) launched a nonlinear autoregressive
with exogenous input (NARX) network and Auto
Regressive Moving Average (ARMA) composed a hybrid
model to predict air pollutants in short terms. NARX network
solved the problem of nonlinear and multidimensional, an
ARMA improved the flexibility of the model. The result
showed that hybrid model was effective for air pollutant
forecast of short term. Further, Shang and He (2018) devel-
oped a combined random forests and ensemble neural net-
work model to predict PM2.5 concentrations in every hour. It
had shown that the ensemble neural network had better per-
formance than the random forest.

Verma et al. (2018) constructed an ensemble of three
Bi-directional LSTMs (BiLSTM) to improve the predic-
tion of PM2.5. It showed that the ensemble model of
BiLSTM performed better than single BiLSTM in most
of case. Rijal et al. (2018) worked with an ensemble of
deep neural network-based regression with outdoor im-
ages to estimate PM2.5 concentrations, consisted of three
CNN learners, which were VGG-16, Inception-v3, and
ResNet50. The result showed that ensemble of three
learners generated a better PM2.5 concentration prediction
in comparison to individual learner.

Li et al. (2018) built a wavelet neural network ensem-
ble model, composed of predictive products of environ-
mental weather models CUACE, BREMPS, and WRF-
Chem. It showed that ensemble model effectively reduced
deviation and had higher accuracy in comparison with
four kinds of neural network models (BP, RBF, Elman,
and T-S fuzzy). Liu et al. (2019) proposed a model con-
sists of five algorithms: wavelet packet decomposition
(WPD), gradient boost regression tree (GBRT), linear pro-
gramming boosting (LPBoost), multilayer perceptron
(MLP), and Dirichlet process mixture model (DPMM).
Based on four pollutant data in Tangshan, the proposed
model has satisfactory forecasting performance.

Franceschi et al. (2018) conducted a study to develop a
model to forecast PM10 and PM2.5 to help local authorities
to prevent human exposure to high levels of pollution
using combined model with data mining algorithms, arti-
ficial neural networks (ANN) and k-means clustering with
multilayer perceptron for hourly forecasting of air pollu-
tion. The results of the study are useful to anticipate and
take measures to control air pollution and protect human
population.

Ventura et al. (2019) developed a model with an aim to
anticipation of air pollution episodes in different areas
(rural, industrial, and urban) using two models: Holt–
Winters (HW) and artificial neural network (ANN), using
PM2.5 concentration time series. The result of both fore-
cast models proved that it is accurate enough to be con-
sidered as a useful tool and to help to make decisions
about air quality management.

Methodology

Data source

The air pollution data is retrieved from Environmental
Protection Administration of Executive Yuan, R.O.C
(Taiwan), from year 2012 to 2018 in this work. These data
includes 17 attributes, such as CO, NO, NO2, NOx, O3, PH
Rain, PM10, PM2.5, Rainfall, Rain Cond, RH, SO2,Wind HR,
Wind Direction, Wind Speed, and Wind HR. This work con-
siders air pollution prediction concentration of PM2.5 and
PM10. We have collected the data from EPA of Taiwan and
have built a visualized platform based on Google Map, as
shown in Fig. 1.

As we know that there are some missing values while re-
trieving the data from data source. In this work, the method
used to fill in the missing value is the Akima. Techniques of
gradient boosted tree regression (GBT), support vector ma-
chine (SVR), and long short-term memory (LSTM) machine
learning algorithms are used to predict the concentration of
PM2.5 every hour.
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Model evaluation

Mean absolute error (MAE) and root mean square error
(RMSE) are used to evaluate the forecasting performance of
the proposed hybrid model. The MAE value reveals the aver-
age deviation between the actual data and forecasting data.
The RMSE is sensitive to the relatively close to the ground
and carrying a lot of weight error and reflects refined average
departure from the norm of forecasting data. MAE and RMSE
defined as in (1) and (2),

MAE ¼ 1

N
∑N

n¼1j f n−Rnj ð1Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
∑N

n¼1 f n−Rnð Þ2
r

ð2Þ

where N is the number of data, fn is the forecast value of the
model, and Rn is observed value.

Gradient boosted tree

Gradient boosted tree regression (GBT) (Friedman 2002)
is a kind of machine learning technique for regression and
classification problem, which produces a prediction
model.

In general, the technique of gradient boosting is used with
decision trees as base learners. Gradient boosting combines
weak “learners” into a single strong learner in an iterative
fashion. Generic gradient boosting at the m-th step would fit
a decision tree hm(x), to pseudo-residuals. Let Lm be the num-
ber of its leaves. The tree partitions the input space into Lm
disjoint regions R1m;…;RLmm, and predicts a constant value in

each region, he output of hm(x) for input x can be as formula
(3):

hm xð Þ ¼ ∑
i¼1

Lm

bim1Rim Xð Þ; ð3Þ

where bim is the value predicted in the region Rim. This opti-
mization algorithm builds the model in a stage-wise fashion.
Further, PM2.5 concentration is exploited as input of GBT
model to predict PM2.5 concentration in every 1 h. Then,
autoregressive integral moving average (ARIMA)
(Hyndman and Athanasopoulos 2018) forecast technique is
used to predict a future of future value based on past data.
The formula of ARIMA is expressed as (4):

1−∑p
i¼1∅iLi

� �
1−Lð ÞdX t ¼ 1þ ∑q

i¼1θiL
i� �
εt; ð4Þ

where p and φi are the order of autoregressive model and
parameter of the autoregressive part. Li, d, Xt, q, θi, and εt
are log operator, degree of differencing, time series of data,
order of the moving average, parameter of the moving aver-
age, and error terms.

Further, to predict PM2.5 concentration in next 2 to 8 h,
ARIMA model is used. Then, the input data is generated by
ARIMA and GBT model to predict PM2.5 concentration. If
there are missing data from the Environmental Protection
Administration, the observed value is used as a missing value.

Support vector machine (SVM)

Support vector machine (SVM) is a machine learning tech-
nique, which constructs a set of hyperplane in multidimen-
sional space for regression analysis (Cortes 1995). It is used
for minimize the error and individualize the hyperplane for
maximizes the margin. In this training, data model is same
as GBT model, as shown in (5).

f xð Þ ¼ wTφ xð Þ þ b ð5Þ
where x is the data,wT is a maximum-margin hyperplane, φ(x)
is the radial basis function kernel (RBF kernel) (Chang et al.
2010), and b is the bias. The RBF kernel represented as shown
in (6),

k x; x
0

� �

¼ exp
x−x0�
�

�
�2

2

2σ2

 !

K x; x
0

� �

¼ exp −
x−x0�
�

�
�

�
�

�
�
2

2σ2

 !

ð6Þ

where x are the data, x′ are the data after mapping, ||x-x

′||2 x−x0�
�

�
� 2

2 is the squared Euclidean distance between x and
x′, and σ is the parameter.

North Taiwan

(Dongshan)

Central Taiwan

(Zhushan)

Southern Taiwan

(Daliao, Linyuan, Pingtung)

Eastern Taiwan

Fig. 1 Google Map of various parts of Taiwan (http://120.126.151.156/
national/index.html?at = 25.0000,121.0000,10&m= pm25)
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Akima’s interpolation method (Akima 1970) is used for
fill-up the missing values, similar to GBT model. ARIMA is
also used to generate input data of predicting PM2.5 concen-
tration in next 2 to 8 h. Then, the SVRmodel is used to predict
PM2.5 concentration in next 1 h.

Further, the input data generated by ARIMA and SVR
model is employed to predict PM2.5 concentration in next 2
to 8 h.

Long short-term memory

Long short-term memory (LSTM) (Hochreiter and
Schmidhuber 1997) is an artificial recurrent neural net-
work architecture used in the field of deep learning. It
consists of a cell, input gate, output gate, and forget gate.
The cell remembers the values of time intervals and the
three gates are control of the flow of information, which
enter and exit the cell. The forget gate decides which
information will be discarded from the cell. The function
of the forget gate is shown in (7),

f t ¼ σ W f ˙ ht−1; xt½ � ¼ bf
� � ð7Þ

where Wf is the weight matrices, ht−1 is the hidden
layer vector at the previous unit (t−1), bf is the bias
vector parameters, and xt is the input vector which is
added into Sigmoid function S(t) to generate the value
between 0 and 1. Zero means information is completely
forgotten, while one represents that information are
completely remembered. Hence, Sigmoid function S(t)
is shown in (8),

S tð Þ ¼ 1

1þ e−t
; ð8Þ

Further, the input gate decides which new information
needs to be remembered in cell state. The function of deciding
how much new information cell state needs to be remembered
is shown in (9),

it ¼ σ Wi˙ ht−1; xt½ � þ bið Þ ð9Þ

Then, the value of it is between 0 and 1. It multiply by it and

election message eCt is represented in (10) to obtain the infor-
mation which want to add into the cell state Ct as shown in
(11).

eCt ¼ tanh Wc � ht−1; xt½ � þ bcð Þ; ð10Þ

Ct ¼ f t � Ct−1 þ it; ð11Þ

In addition, we employ past 72 h’ data retrieved from
Environmental Protection Agency of Taiwan to predict
PM2.5 concentrations in next 1 to 8 h.

Pearson correlation coefficient

A measure of the linear correlation between two variables X
and Y is the Pearson correlation coefficient (Pearson 1895).
According to the inequality between Cauchy-Swarz (Steele
2004), Pearson’s coefficient of correlation ranges from − 1
to + 1. If the value exceeds 0 represents a positive linear cor-
relation, less than 0 is a negative linear correlation, and no
linear correlation is equal to 0.We assume thatX and Y’s value
is the model’s real and predicted value. These values replace
them with Pearson’s coefficient formula of correlation to fore-
cast one of the best models out of four in eight different time
intervals. The formula of the Pearson correlation coefficient is
displayed as (12),

r ¼
∑
n

i¼1
X i−X
� �

Y i−Y
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

i¼1
X i−X
� �2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

i¼1
Y i−Y
� �2

r ð12Þ

where r is the Pearson correlation coefficient, n is the number

of the forecast value, X is the average value of observed value,

and Y is the average value of forecast value of the model.
In four models, we select the model’s largest Pearson cor-

relation coefficient value as the best model. The largest coef-
ficient value of Pearson correlation represents the model’s
forecast value having a high relation to the value of reality.
The reason we use Pearson’s coefficient formula to find the
best model is that we use the best model’s forecasted value
and the observed value to perform linear regression analysis.

Linear regression

Linear regression is a method of analyzing the relationship
between explanatory variable and dependent variable
(Freedman 2009). The explanatory variable and dependent
variable relationship is expressed in two unknowns as a linear
equation. One variable that is unknown is intercept, and an-
other is the coefficient of regression. The linear regression
formula is expressed as (13),

Y ¼ αX þ β ð13Þ
where X is explanatory variable, Y is dependent variable, α is
regression coefficient, and β is intercept.

We are building the model of linear regression (Seal 1967)
in this research work to find the linear equation that showing
the relationship between the best model’s forecast value and
the actual value. It is unknown the coefficient of regression
and intercept that we need to acquire by model of linear re-
gression. The model of linear regression is shown in (14).

yn ¼ αxn þ β; n ¼ 1; 2;…;N ð14Þ

38159Environ Sci Pollut Res (2020) 27:38155–38168



where N is the number of data, xn is the forecast value of the
best model, and yn is the adjusted value.

Hybrid model development

The hybrid model is built by integrating the forecasting results
of following models: GBT, SVR, LSTM, and LSTM2, and is
used for forecasting the next 1 to 8 h of concentration of
PM2.5. Since the forecasting of each model is autonomous,
the Pearson correlation coefficient is calculated and the linear
regression design is constructed individually. Pearson’s index
of correlation calculation, the ratio of regression, and the in-
terception of distinct time intervals are not the same. The
model design of each monitoring stations has individual con-
figuration. For instance, a site’s model of PM2.5 forecasting
may comprise more than two types of model.

Therefore, by constructing a linear regression model, this
hybrid model acquires a coefficient of correlation and inter-
cept of each moment series. We calculate the correlation co-
efficient from the prediction results of every hour in all pre-
diction models, and calculate the linear regression equation of
the hybrid model with the highest value of the correlation
coefficient from 1 to 8 h, respectively. Then use the calculated
value of the obtained linear regression equation as the predic-
tion result. The value resulting from the linear equation calcu-
lation is used as the Hybrid model’s prediction value.

The observed value and the forecasted value of four types
of model must exist at the same time so that we can do the
Pearson correlation coefficient calculation. We use the pre-
dicted and observed values of the model with the highest
correlation coefficient to calculate the coefficient and intercept
of the linear regression equation. The flowchart of the hybrid
model is shown in Fig. 2.

In Algorithm 1, GBTn, SVRn, LSTMn, and LSTM2n are
the forecasted values of GBT, SVR, LSTM, and LSTM2.

Where n is the number of input data and Realityn is the
observed value. Line 2 sets initial value of hr is one. Up
to 8 h will be predicted by the loop. Then, calculate the
coefficient of Pearson correlation between four models

and the value of reality. The GBThr
Pearson, SVRhr

Pearson,

LSTMhr
Pearson, and LSTM2hrPearson are Pearson correlation

coefficient of GBT, SVR, LSTM, and LSTM2 respective-
ly. Then, it selects the highest Pearson correlation coeffi-

cient as the best model. The BesthrPearson is the Pearson
correlation coefficient of the best model. Then it builds
the model of linear regression with the predicted value of
the best models and the observed value. The coefficient of
regression and interception is α[hr] and β[hr], respective-
ly. Finally, these values are replaced by the hybrid model
and get the next 8 h forecast value.

Fig. 2 Flow graph of hybrid
system
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Hybrid model framework

The hybrid model forecasting framework is modified and
revised from (Chen et al. 2018) and is shown in Fig. 3. It is
comprised of MongoDB, Hadoop, Spark, Tensorflow,
Keras, and RESTful it embraces. MongoDB is a type of
NoSQL database that is also a cross-platform and open-
source document-oriented database with fault tolerance ca-
pabil i ty. Hadoop (https: /hadoop.apache.org) is a
distributed, clustered system processing framework that
processes and s to res da ta . In th is con tex t , the
programming of Hadoop Distributed File System (HDFS)
is used to split the files and distribute them in a cluster into
different nodes to make data processing faster. Spark
(http://spark.apache.org/) is used to analyze big data. It
not only provides Hadoop’s accelerated analytics service,
but also a library for machine learning (MLlib). In the
work , bo th the GBT and the SVR mode l s a r e
implemented on the Spark and Hadoop platform. In
addition, Tensorflow is used to build and to run deep
l e a r n i ng mode l s , su ch a s LSTM and LSTM2 .
Representational State Transfer (RESTful) (Fielding, R.
T. Chapter 5 2000) is web service architecture to observe
the outcome of each model. Web server allows the forecast
value of models to be shown on the web through RESTful
technique in this research work. Furthermore, GTX
1080Ti’s four Graphics Processing Unit (GPU) cluster is
used to accelerate deep learning computation.

Case study

Evaluation

In this work, the data includes 67 air quality monitoring sta-
tions and is retrieved from the EPA of Taiwan. The training
data is from year 2012 to 2017. One of four models’ forecast-
ed values in 2018 are used as the values that fit reality value to
build linear regression model. Pearson correlation coefficient
is calculated to find the best model, which has highest relation
with observed value. Table 1 shows the best forecastingmodel
and coefficient value for Pearson correlation.

For instance, the best forecast model in Daliao district is
GBT for the first 2 h. The coefficient of GBT’s Pearson cor-
relation is 0.92 and 0.83. The remaining hours are SVR’s best
model for predicting PM2.5 concentration. Pearson’s correla-
tion coefficient is 0.78, 0.75, 0.73, 0.72, 0.72, and 0.71 respec-
tively. Therefore, the hybrid model of Daliao consists of a
linear regression model of GBT and SVR. The hybrid model
may contain more than two types of linear regression model.
The r value of Linyuan, Dongshan, Nanzi and Linyuan,
Xiaogan, Dongshan, and Nanzi in LSTM and LSTM2 are
0.41–0.71 and 0.4–0.73. The r value therefore shows that
there is no significant difference between LSTM and
LSTM2. Hence, the research work is not included LSTM2
method for PM10 concentration forecasting. The r value of
GBT and SVR are 0.63–0.92 and 0.63–0.94. Therefore, there
is no big difference between GBT and SVR. The best model

Fig. 3 Hybrid framework of air pollution forecasting
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for Daliao, Pingtung, and Zhushan is the combination of GBT
and SVR. The other best model for Linyuan is the combina-
tion of SVR and LSTM. LSTM is well performed for the
district of Dongshan. The combination of GBT and LSTM
is good for Nanzi. Another experimental observation, SVR
is Daliao’s best model, and from 4 to 8 h Zhushan.

In Fig. 4, Google Map of Taiwan shows on the right side. It
indicates that the current location PM2.5 value and red color
indicate that the data is not available at the particular point of
time. The graphical representation of the current PM2.5 value
and history of the past and prediction of the future value is
shown on the left side of Fig. 4. The reader can refer to the

Fig. 4 Online daily basis PM2.5/PM10 forecasting screen shot

Table 1 Pearson correlation coefficient between hybrid models

Daliao Linyuan Pingtung Zhushan Xiaogang Dongshan Nanzi

1 h Model GBT SVR GBT SVR GBT LSTM2 GBT

Pearson 0.92 0.89 0.91 0.94 0.91 0.68 0.93

2 h Model GBT LSTM2 GBT GBT GBT LSTM GBT

Pearson 0.83 0.73 0.85 0.86 0.84 0.5 0.84

3 h Model SVR LSTM GBT GBT GBT LSTM GBT

Pearson 0.78 0.71 0.78 0.8 0.78 0.53 0.77

4 h Model SVR LSTM GBT SVR GBT LSTM GBT

Pearson 0.75 0.64 0.74 0.75 0.74 0.52 .71

5 h Model SVR LSTM2 GBT SVR GBT LSTM LSTM

Pearson 0.73 0.63 0.7 0.71 0.7 0.41 0.7

6 h Model SVR LSTM2 SVR SVR GBT LSTM2 GBT

Pearson 0.72 0.62 0.67 0.67 0.66 0.45 0.63

7 h Model SVR LSTM2 SVR SVR GBT LSTM2 LSTM2

Pearson 0.72 0.49 0.65 0.65 0.63 0.4 0.6

8 h Model SVR LSTM2 SVR SVR LSTM2 LSTM LSTM2

Pearson 0.71 0.56 0.64 0.63 0.62 0.41 0.6
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website for further understanding of the concept. (http://120.
126.151.156/national/index.html?at = 25.0000,121.
0000,10&m = pm25).

The current PM2.5 reading and forecasted value for the next
8 h are shown in Fig. 5a. The current reading of PM2.5 at the
specific location and its wind speed are shown in the top of the
diagram. At the end of the diagram shows how different algo-
rithms are performed in the graphical form. The GBT, SVR,
LSTM, LSTM2, and the hybrid model are expected to provide
the PM2.5 forecast for the next 24 h. Figure 5 a shows one
more algorithm ALSTM (Chang et al. 2020). We are not
considering the performance of ALSTM in this paper. In
Fig. 5 a, the hybrid model predicts more accurately than other
algorithms. In some ways, the GBT algorithm also performs
very close to the hybrid model. The SVR, LSTM, and LSTM2
algorithms perform well up to 8 h. As shown in the figure, the
performance of the SVR, LSTM, and LSTM2 is not good after
8 h.

Figure 5 b shows the current concentration value of PM10

and the forecast for the next 8 h. Compared with other algo-
rithms, the proposed hybridmodel performswell from the first
hour onwards. Its predictive result is very close to the ob-
served value. The difference between the observed value and
the forecasted value is very small. LSTM also performs very
close to the hybrid model. But the GBT’s performance is not
good compared with other algorithms. But the same GBT

performs well in predicting the value of PM2.5, as shown in
Fig. 5a. This shows that the performance of GBT, SVR, and
LSTM changes constantly each frequent hour. However, the
hybrid model constantly performs the result. The forecasted
result of hybrid model is close to observed value.

The forecasting accuracy is measured using MAE and
RMSE. Figure 6 a, c, e, and g and Fig. 7 a, c, e, and g show
the comparison of MAE and RMSE between single model,
such as GBT, SVR, LSTM, LSTM2, and proposed hybrid
model. Hybrid model of forecasting concentration of PM2.5

and PM10 in 1 to 8 h can be observed to have lower MAE
compared with single model. Figure 6 b, d, f, and h and Fig. 7
b, d, f, and h are the average RMSE comparison between
single model and hybrid model. The experimental result re-
veals that the hybrid model performance is good in bothMAE
and RMSE for 1 to 8 h PM2.5 and PM10 prediction. Hence, the
proposed hybrid model is therefore an effective way to im-
prove air pollution.

Comparison of existing work with hybrid model

Table 2 shows the comparison of the existing works and pro-
posed hybrid model with respect to various factors. The
existing hybrid models (Mahajan et al. 2018; Liu et al. 2019;
Jiang et al. 2018) use various combinations of algorithms.
These models use only limited variables, maximum of 7

Fig. 5 Hybrid model compared with GBR, SVR, LSTM, and LSTM2 for PM2.5 and PM10
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futures, as the input for forecasting the PM2.5, and the data
collected from the locations are limited up to 7 sites. The
training data set used by the existing hybrid models is a period
of maximum 3 years and minimum 2 months. In the proposed
hybrid model, we ensemble the four well-known algorithms:
LSTM, SVR, GBT, and LSTM2, and up to 17 variables as the
input for forecasting the PM2.5. The data set used in this work
are collected from 67 monitoring station that include data for
7 years. In addition, compared with the existing model, we
have built a practical platform, which consisting of
MongoDB, Hadoop, Spark, Tensorflow, Keras, and
RESTful web service server, for computing the data to obtain

the more accurate forecasting value. Hence, the proposed hy-
brid model is considered to be better than the existing one.

Conclusion and future work

In this work, we have proposed a hybrid model to improve the
prediction accuracy of air pollution, particularly for PM2.5 and
PM10. In this work, we build a computing framework for the
proposed hybrid model and propose a hybrid model that ex-
ploits stacking ensemble learning model to integrate various
machine learning models for improving the air pollution
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forecasting accuracy. In the hybrid model, Pearson correlation
coefficient is applied to decide correlation with the four kinds
(GBT, SVR, LSTM, LSTM2) of model and exploiting linear
regression equation to find the best model. The forecasted
value will be substituted by the forecasted value of proposed
best model. The proposed hybrid model is run on the cloud-
based big data platform, which comprises Spark+Hadoop ma-
chine learning environment and TensorFlow-based deep
learning framework to physically integrate these models to
demonstrate the next 1 to 8 h air pollution forecasting. The
evaluation results reveal that the proposed hybrid model is
superior to single traditional machine learning techniques in

terms of MAE and RMSE. We think that the proposed frame-
work can be easily applied to other country.

The concentration of air pollutants remains difficult to pre-
dict; however, because of the multiplicity of sources and the
complexity of physical and chemical processes which influ-
ence air pollutant formation and transportation. We will de-
velop newmethods for predicting concentrations of PM2.5 and
PM10 in the future. For example, we know that meteorological
data is an important parameter that affects air quality predic-
tion. We can design an adaptive weighting method based on
parameters of various attributes, especially meteorological da-
ta at the location of the station (such as wind direction, wind
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speed, rainfall). Give different weights according to different
values, and then calculate which weight can get the smallest
MAE, in order to get the best model, and finally add the
prediction results obtained by various weight models to our
ensemble learning model to get better result.
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