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Abstract
Wind power, a clean and renewable resource, is regarded as one of the most promising and economical resources during the
transformation from fossil fuels to new energy resources. Thus, the accuracy of wind speed forecasting work is very important to
integrate the wind resource into electrical power system on a large scale. To improve the short-term wind speed forecasting
accuracy, a novel compound model is introduced in this paper. For the proposed model, the fast ensemble empirical mode
decomposition method was employed to do the data preprocessing. After the data preprocessing, phase space reconstruction was
used for choosing each sub-series’ input and output vectors for the forecasting model dynamically. Then, the bat algorithm was
applied to optimize the connection weights and thresholds of the traditional back propagation neural network. The forecasting
results can be obtained through the aggregation of sequential prediction. The performance evaluation of this proposed model
indicates that it can capture the nonlinear characteristics of the wind speed signal efficiently. The proposed model shows better
performance when being compared with the parallel models.
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Introduction

With the rapid economy development in twenty-first century,
the energy consumption keeps increasing over the years.
Nowadays, the energy resources have been treated as one of
the fundamental factors which impact the economy develop-
ment of all countries of the world. In the IEA world energy
outlook 2017, the global energy demands will increase by
30% now until the end of 2040. With the development of
renewable energy, the structure of energy consumption will
change dramatically, and the renewable energy may become

the backbone of the energy structure. The technical stacks of
wind power, one of the renewable energy resources, have
made a great progress to countries all over the world thanks
to the widespread distribution, mature developing techniques,
and non-pollution characters of the wind power. By the end of
2017, the global total rated capacity of wind power genera-
tions has reached 539,291 MW. And the annual growth is as
high as 10.8%which is 52,552MWrated capacity for the year
2017. As the largest developing country in the world, China
has also made its own efforts to develop and utilize the wind
energy resources. In 2010, the newly rated capacity of wind
power of China has reached at 44.7 GW, making China the
largest rated wind generation capacity of the world. However,
there are also some problems that need to be addressed during
the wind power development. The wind speed, which pro-
duces random, intermittent, uncontrollable output, may affect
the operation safety and stability of the power grid negatively.
To solve this problem, an accurate short-term wind speed
forecasting is needed. The high precision of the short-term
wind speed forecasting not only can help the system operator
to do the dispatching work accordingly in real time but also
can reduce the spinning capacity of the system which benefits
in economic performance.
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In general, the wind speed forecasting can be classified into
three categories in terms of time scale: long-term forecasting,
medium-term forecasting, and short-term forecasting. The
long-term wind speed forecasting is mainly used to help the
wind power enterprises to develop annual generation strategy
or assess a new wind energy project before the construction.
The medium-term forecasting is used as a reference for the
wind farms in developing unit maintenance and repair plans.
The short-term wind speed forecasting which is referring to
the forecast for the next 3 days (72 h) which plays an impor-
tant role during power dispatching cooperation as well as en-
suring the operation safety and stability of the power system.

From another perspective, the wind speed forecasting can
be classified into three categories in terms of the forecasting
approaches: physics methods, statistic-theory-based data-driv-
en/artificial intelligence approaches. The numerical weather
prediction (NWP) is one of the most commonly used physics
method of wind speed forecasting. Hoolohan et al. (2018)
presented a hybrid numerical weather prediction model
(NWP) and a Gaussian process regression (GPR) model for
near ground wind speed prediction up to 72 h ahead using data
partitioned on atmospheric stability level to improve perfor-
mance of proposed model. Considering that the hybrid
methods can outperform statistical methods, particularly with
longer forecasting timeframe, the author investigated how the
atmospheric stability level can affect the NWP forecasting
accuracy and if the forecasting accuracy can be improved with
data partitioning. The result showed that the power forecasting
can be enhanced with the wind predicting method proposed in
this paper. The advantage of physics methods is that it does
not require for much historical data, and the geological and
meteorological factors of the wind farm area can be well de-
scribed. However, since it is difficult to do comprehensive
meteorological factors collection and analysis in a very short
time, the physics predicting techniques fit the medium or
long-term wind speed forecasting better rather than the short
term.

Different from the physics methods, the statistical models
which put more focus on analyzing the wind speed in time
series, has more applications when it comes to short-term
wind speed forecasting. Auto-regression model (AR), moving
average model (MA), auto-regressive moving average model
(ARMA), and auto-regressive integrated moving average
model (ARIMA) are four of the most commonly used models
in industry. Lydia et al. (2016) indicated that it is needed to
develop the models which can do the hourly wind speed fore-
casting with higher reliability and greater accuracy. Thus, the
authors built a hybrid model based on linear and non-linear
auto-regressive moving average models with and without ex-
ternal variables to predict wind speed from 10-min intervals
up to 1 h. A genetic algorithm-support vector regression mod-
el (GA-SVR) model was proposed by Santamaria-Bonfil et al.
(2016) to predict the wind speed, where the genetic algorithm

is employed to tune the parameters of support vector regres-
sion which is used for predicting the wind speed. Based on the
auto regressive moving average (ARMA) method, Erdem and
Shi (2011) proposed four approaches to perform the wind
speed and wind direction forecasting. Besides the AR-based
models, the support vector regression (SVR), and Gaussian
process regression (GPR) are also widely used statistical
methods. A hybrid model was proposed by Zhang et al.
(2016) which combines the auto regressive model and
Gaussian process regression for probabilistic wind speed fore-
casting. The results of this work indicate that the proposed
method can not only improve the forecasting accuracy at sin-
gle point but also produce good forecasting intervals when it is
compared with other techniques.

The time series models require less data with simple and
fast operation, but there are still some existing defects for such
methods. First, the models are usually based on a certain sta-
tistical assumption, while in practical, the wind speed data
does not follow the assumption very well. Second, there is
no clear standard during the process of model identification
and parameter estimation, which makes the performance af-
fected by great human subjectivity.

With the development of computer technology, the artifi-
cial intelligence neural networks are employed by researchers
to solve the existing problems. In recent years, the artificial-
intelligent-based methods have increasing number of deploy-
ments in wind power predicting works. Zhang et al. (2018)
presented a wind speed forecasting method using radial basis
function (RBF) neural network based on principal component
analysis (PCA) and independent component analysis (ICA).
Compared with the traditional neural network models, the
model in this work reduced the effect of wind speed sequence
volatility and enhanced the short-term wind speed forecasting
accuracy. Lazarevska (2016) introduced an approach to fore-
cast the wind speed based on extreme learning machine
(ELM). According to the analysis result from this paper, the
ELM is a simple method with good approximation perfor-
mance, and fast computation. Back propagation (BP) neural
network is another method that has been widely used in wind
speed forecasting due to its strong function reproducibility.
Guo et al. (2011) proposed a hybrid wind speed forecasting
method based on BP neural network. This method is able to
predict the average daily wind speed for the next year, and can
obtain relatively low average absolute error in its case studies.
The wind speed forecastingmodel proposed by Sun andWang
(2018) combines fast ensemble empirical mode decomposi-
tion (FEEMD), sample entropy, phase space reconstruction,
and BP neural network. The experimental results of this work
show better performance than the regular model in short-term
wind speed forecasting. Liu et al. (2017) proposed a novel
hybrid methodology which combines three individual fore-
casting models, the adaptive neuro-fuzzy inference system,
the BP neural network, and the radial basis function (RBF)
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neural network. It has been proved in practice that BP neural
network can accurately approximate any non-linear function
which result in better forecasting results in wind speed
predicting. Therefore, this paper chooses back propagation
neural network as the main forecasting method.

However, simply using the neural network model for wind
speed forecasting cannot meet the requirements for the accu-
racy of wind speed forecasting. Thus, optimization algorithms
are often employed to improve the accuracy of the predicting
model. Jiang et al. (2018) used Cuckoo search algorithm
(CSA) and harmony search algorithm (HSA) to optimize the
parameters of BP neural network which improve the
predicting accuracy in short-term wind speed forecasting. Su
et al. (2014) introduced a wind speed forecasting model based
on ARIMA. Particle swarm optimization (PSO) was used to
optimize the model parameters. The optimization algorithm
improves the fitting accuracy and avoids over-fitting. Zhou
et al. (2018) optimized the model parameters by implementing
the backtracking search algorithm (BSA). Performance results
show that the optimization algorithm improves the perfor-
mance of the short-term wind speed forecasting model. In
recent years, a meta-heuristic optimization algorithm called
bat algorithm (BA) has been proved to have better perfor-
mance coma to genetic algorithm (GA), particle swarm opti-
mization (PSO), and so on (Mirjalili et al., 2014). Yang and
Gandomi (2012) have proved that BA is better than the
existing methods in optimization. The conjugate gradient
(CG) method has been proposed by Xiao et al. (2017) to
improve the BA performance by optimizing the initial weight
of the neural network.Wu and Peng (2016) also utilized BA to
optimize the parameters of least squares support vector ma-
chine (LSSVM) model which improves the performance of
the model. Tavakkoli et al. (2015) is another work which
combined BA, GA, and PSO with SVR in case studies. The
experimental results show that the SVR model optimized by
BA performed better than the model optimized by other
methods. Since the BA shows better performance in optimiz-
ing the parameters of the neural network, the BA will be
employed in this work to improve the forecasting accuracy.

With the further study about the wind power forecasting,
scholars found that the chaotic nature and inherent complexity
of wind speed in time series can affect the stability of fore-
casting model. Thus, to construct a stable forecasting model, it
is necessary to make analysis of the original data features. The
wavelet transform (WT), variational mode decomposition
(VMD), singular spectrum analysis (SSA), empirical mode
decomposition (EMD), ensemble empirical mode decomposi-
tion (EEMD), and fast ensemble empirical mode decomposi-
tion (FEEMD) had all been used in previous signal analyzing
research works for wind speed in time series.

In this work, the authors decomposed the wind speed signal
into two components byWT: an approximation signal to main-
tain the major fluctuations and a detail signal to remove the

stochastic volatility (Liu et al., 2014). Ali et al. (2018) present-
ed a method for short-term wind speed forecasting by using a
hybrid approach based on VMD in conjunction with both lin-
ear and nonlinear predicting models. After being decomposed
into multiple intrinsic narrow band components, the data was
predicted using ARIMA and artificial neural network. Another
short-term wind speed and wind power forecasting model
proposed by Liu et al. (2018) is singular spectrum analysis
(SSA) and locality-sensitive hashing (LSH) based, where
SSA is for decomposing and LSH for selecting similar
segments of the mean trend segments in order to enhance the
accuracy and efficiency of forecasting. Yu et al. (2017) came
up with EMD to decompose the original sequence into several
Intrinsic Mode Functions (IMFS) and a residue value generat-
ed due to the non-stationary and nonlinear characteristics of
wind speed sequences. To overcome the shortcoming of EMD
mixed mode, Wu and Huang (2009) improved the EMD by
adding white noise into original series and named it as EEMD.
Santhosh et al. (2018) preprocessed the original wind speed
data through EEMD, and the results revealed that the EEMD
data preprocessing can enhance the forecasting accuracy.
Compared with EMD, EEMD has a better performance in
the decomposition of non-stationary signals. In 2014, Wang
(2014) introduced a method to optimize the real-time compu-
tational performance of EEMD which is known as FEEMD.
Jiang and Ma (2016) used the FEEMD as noise canceling
method to help forecasting the key indicators in electric power
system, including short-term wind speed, electrical load, and
electricity price. Liu et al. (2015) combined FEEMD, mind
evolutionary algorithm (MEA), GA, and multilayer perceptron
neural network (MLP) together for the wind speed multi-step
forecasting. The experimental results indicate that FEEMD
could address the wind speed fluctuation efficiently and im-
prove the performance of theMLP neural networks significant-
ly. Thus, FEEMD is chosen in this work to preprocess the
original wind speed data. EMD as well as WT are also con-
ducted for a comparison purpose.

As mentioned above, the wind speed forecasting accuracy
can be improved by applying signal decomposition algo-
rithms. However, other characteristics of wind speed like cha-
otic should also be considered. The chaos is one of the uni-
versal natural phenomena which seem random but has its in-
ternal rules. To consider the chaotic characteristic of wind
speed, phase space reconstruction (PSR) is employed into
wind speed forecasting. Han and Liu (2015) studied the online
forecasting of short-term wind speed and power generation at
wind farm based on PSR. After reconstructing the sample
space, the short-term wind speed is predicted by BP neural
network. Gao et al. (2013) combined the chaos PSR and nu-
merical weather prediction (NWP) for a short-term wind
speed forecasting in which the historical wind speed data re-
constructed by PSR and the external factors from NWP data
are used as input, and the general regression neural network
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(GRNN) was developed for forecasting. Compared with the
chaos GRNN model, NWP GRNN model and Persistence
Model, the method presented in this work shows an improve-
ment in forecasting accuracy.

To consider the volatility and chaotic characteristics of
wind speed, this work combined the fast ensemble empirical
mode decomposition, phase space reconstruction, and neural
network for short term wind speed forecasting. In the devel-
oped FEEMD-PSR-BA-BPNN model, the FEEMD technolo-
gy is employed to decompose the raw wind speed time se-
quence into a series of more stable subsequences, and the
phase space reconstruction (PSR) is applied to determine the
input and output matrix of neural network. The back propa-
gation neural network (BPNN) with two hidden layers is uti-
lized for forecasting, and the bat algorithm (BA) is introduced
for the optimization of connection weights and thresholds of
BPNN to enhance the forecasting stability of model. There are
few relevant literatures on wind speed forecasting which pro-
posed the hybrid model as what in this paper. This paper will
fill this gap. The rest of the paper is organized as follows.

“Materials and methods” section gives a brief description
about the fast ensemble empirical mode decomposition, phase
space reconstruction and the back propagation neural network
optimized using bat algorithm; a holonomic short-term wind
speed forecasting framework is introduced in “The framework
of the hybrid model” section; “Data preprocessing” section is
designed for data preprocessing and result forecasting when
discussion are provided in “Short-term wind speed forecast-
ing” section; final conclusion is shown in “Conclusions”
section.

Materials and methods

This part gives an introduction of all methods and algorithms
which will be utilized in the proposed hybrid model.

Fast ensemble empirical mode decomposition

The fast ensemble empirical mode decomposition (FEEMD)
was derived from empirical mode decomposition (EMD).
FEEMD is a time domain signal decomposing method which
is proposed by the scientist N. E. Huang (1998). The calculat-
ing steps of EMD are shown as follows:

1) Determine the maximum value xmax(t) and minimum val-
ue xmin(t) of the original time series x(t), and the upper
envelope Ui(t) and lower envelope Li(t) of x(t) are con-
structed through interpolation method.

2) Calculate the mean curve mi(t):

mi tð Þ ¼ Ui tð Þ þ Li tð Þ
2

ð1Þ

3) Subtract m(t) from x(t) to get h(t)

hi tð Þ ¼ xi tð Þ−mi tð Þ ð2Þ

4) There are two conditions that needs to be met to deter-
mine if h(t) is an intrinsic mode function (IMF): (1) the
difference between the number of extreme points and the
number of zero points is less than or equal to one; (2) the
mean sequencemi(t) approaches 0. If all abovementioned
conditions are met, an intrinsic mode function IMFi is
obtained, otherwise, return to the first step.

5) Calculate the remaining data:

ri tð Þ ¼ xi tð Þ−hi tð Þ ð3Þ
Repeat the above steps to obtain number of n IMF compo-

nents and one residual component R:

x tð Þ ¼ ∑
n

i¼1
IMFi tð Þ þ R ð4Þ

To improve the EMD, the fast ensemble empirical mode
decomposition added different Gaussian white noise series
implementation into the original signal. This step overcomes
the mode-mixing problem existing in EMD algorithm and
speeds up the computing process. Two important parameters
need to be determined in the process of FEEMD algorithm,
the amplitude k of white noise and the number of iterations M.
The specific steps of the FEEMD algorithm are as follows:

1) The white noise nm(t) is randomly added to the original
sequence x(t), and the new sequence xm(t) can be obtained

xm tð Þ ¼ x tð Þ þ nm tð Þ ð5Þ

2) According to the decomposition steps of EMD, xm(t) is
decomposed into several IMFs and residual sequences R,
which are expressed as zi,m(t) and ri,m(t), respectively.

3) Repeat the first step and the second step with different
frequency of white noise until the number of iterations
reach the number of M.

4) Compute the mean value to get the final IMF components
and residual component R:

IMFi tð Þ ¼ ∑M
m−1zi;m tð Þ

M
ð6Þ

Ri tð Þ ¼ ∑M
m−1ri;m tð Þ

M
ð7Þ

Considering the characteristic of wind speed data, this pa-
per sets the amplitude k of white noise as 0.05–0.5 times and
the iteration timeM as 100, and please refer to Liu et al. (2015)
for details on the decomposition procedure.

7356 Environ Sci Pollut Res (2020) 27:7353–7365



Phase space reconstruction

The chaos theory describes the irregularity and randomness of
chaos phenomena which exist in the nature and human society
universally. To address the nonlinearity and chaotic character-
istic of the wind speed in time series, this paper reconstructs
the phase space of each subsequence by the phase space re-
construction which originates from the Chaos theory to elim-
inate the disorder. And in this way, the input and correspond-
ing output vectors of the extreme learning machine can be
determined.

In general, for the time series X = {x1, x2⋯xN}, the recon-
structed phase space is presented as follows:

X 1

X 2

⋮
XN−mþ1

2
664

3
775 ¼

x1 x1þτ ⋯ x1þ m−1ð Þτ
x2 ⋱ x2þ m−1ð Þτ
⋮ ⋮
xN−mþ1 xN−mþ1þτ ⋯ xN

2
664

3
775 ð8Þ

Use the above matrix as input, the output of the model is
expressed as:

x2þ m−1ð Þτ
x3þ m−1ð Þτ

⋮
xN
xNþ1

2
6664

3
7775: ð9Þ

It can be seen from Eqs. (8) and (9) that there are two
parameters τ and m in the matrix. The two parameters are
called as delay time and minimum embedding dimension,
respectively, which play crucial roles for the PSR. After cer-
tain time delay τ, the original time series can be treated as an
independent coordinate. But, a small value of τ leads to the
two components contained in phase space too close in value to
be distinguished which fails to provide two independent co-
ordinate components. On contrary, a big value of τ can lead to
two independent components and the trajectory projection of
the chaotic attractor in two directions are irrelevant from each
other. The purpose of embedding dimension is to produce a
topology equivalent thing between the primitive attractor and
chaotic attractor. Thus, this paper will give a brief introduction
about the techniques which are employed to determine the
value of τ and m.

The mutual information is presented by Fraser and
Swinney (1986) to determine the nonlinear correlation of the
system. For the two independent discrete time series
X = {x1,x2,⋯, xm,} and Y = {y1,y2,⋯, yn,}, their information
entropy can be obtained based on the information theory:

H Xð Þ ¼ − ∑
m

i¼1
P xið ÞlogP xið Þ ð10Þ

H Yð Þ ¼ − ∑
n

j¼1
P yj
� �

logP yj
� �

ð11Þ

where P(xi) and P(yj) are the probability of xi and yj,
respectively.

On the value of given X, the information that we know
about system Y is denoted as the mutual information between
X and Y.

I X ; Yð Þ ¼ H Xð Þ−H X jYð Þ ¼ H Xð Þ þ H Yð Þ−H X;Yð Þ ð12Þ

H X;Yð Þ ¼ − ∑
m

i¼1
∑
n

j¼1
Px;y xi; y j

� �
logPx;y xi; y j

� �
ð13Þ

where the H(X, Y) represents the combined information en-
tropy of X and Y.

The value of I(X, Y) represents the correlation between Y
and a fixed value of X. The smaller the value, the greater the
non-correlation between each other will be. Hence, the first
minimum value of the function I(X(i), X(i + τ)) is considered
as the optimal delay time, which can be regarded as expressing
the irrelevance between the time series X(i) and the X(i + τ)
with τ delay time. Please refer to Ma (2013) for the details on
this method.

For the embedding dimension selection, on the one hand, it
needs to ensure that all the kinds of chaotic invariants can be
computed accurately, while in another hand, it needs to min-
imize the impact of noise and computation load. This paper
applies the Cao method, an improvement derived from false
nearest neighbors (FNNs), to determine the parameterm. Two
non-adjacent points in higher dimensional space could be
close to each other when they are projected to one-
dimensional space attributes to the disorder of chaotic time
series. With the increase of embedding dimension, the trajec-
tory of chaotic motion will be gradually open as well as the
rejection of the false nearest neighbors. However, Cao has
proposed an enhanced false nearest neighbors method due to
the FNNs which is sensitive to the signal noises. By taking the
advantage of distinguishing between stochastic and determin-
istic signals as well as the usability when applied to small
dataset, this paper utilizes the Cao method to confirm the
value of m. The detail information about this method is pre-
sented in Cao (1997).

Back propagation neural network

The back propagation neural network is a multilayer feed-
forward network based on an error back-propagation algo-
rithm. The BP neural network consists of input layer, hidden
layer, and output layer. There are two outstanding features
about it: forward information transmission and error back
propagation. The input signal is transmitted and processed
from the input layer to the hidden layer and then to the output
layer. The neural status of each layer will only affect the next
layer. If there is no expected output result from output layer,
the network will switch to the back propagation. The weight
and threshold will be adjusted accordingly to the forecasting
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error which will make the output moving closer to the desired
output.

The hidden layer can be classified into single layer or mul-
tilayer according to the number of layers. Compared with
single layer, the multiple hidden layers have better generaliza-
tion capability as well as higher accuracy. In this work, two
hidden layers are applied in BP neural network for short-term
wind speed forecasting. The topology structure is showed in
Fig.1. where the X1, X2, …, Xn indicate the n input values
while the Y1,Y2, …, Ym are the m output results.

The bat algorithm

Based on the echolocation of microbats, Yang (2010) pro-
posed a new meta-heuristic method which is called bat algo-
rithm. This algorithm combines the advantages of both the
genetic algorithm and particle swarm optimization with the
superiority of parallelism, quick convergence, well distribut-
ed, and less parameter adjustment. In d dimensions of search
space during the global search, the BA i has the position of xti,
and velocity vti at the time of t, whose position and velocity is
updated as Eqs. (14) and (15), respectively:

xtþ1
i ¼ xti þ vtþ1

i ; ð14Þ
vtþ1
i ¼ vti þ xti−x

� �� Fi ð15Þ

where x^ is the current global optimal solution; and Fi is the
sonic wave frequency which can be obtained through Eq.
(16):

Fi ¼ Fmin þ Fmax−Fminð Þβ ð16Þ
where β is a random number between 0 and 1; Fmax and
Fmin are the maximum and minimum sonic wave frequencies

of the bat I. In the process of flying, each initial bat is assigned
to one random frequency between Fmin and Fmax.

In local search, once a solution is selected in the current
global optimal solution, each bat would produce a new alter-
native solution in the mode of random walk according to Eq.
(17):

xn ið Þ ¼ x0 þ μAt ð17Þ
where x0 is a solution that is chosen in current optimal disag-
gregation randomly; At is the average volume of the current bat
population; and μ is a D dimensional vector within in − 1, 1.

The balance of bats is controlled by the impulse volume
A(i) and impulse emission rate R(i). Once the bat locks the
prey, the volume A(i) will be reduced and the emission rate
R(i) will be increased at the same time. The update of A(i) and
R(i) are expressed as Eqs. (18) and (19), respectively:

Atþ1 ið Þ ¼ γAt ið Þ ð18Þ
Rtþ1 ¼ R0 ið Þ � 1−e−θt

� � ð19Þ

where γ and θ are both constants and that γ is within 0, 1 and
θ > 0. In this paper, the two parameters as γ = θ = 0.9.

The framework of the hybrid model

In this section, an overview about the proposed model will be
shown. The flowchart of the proposed method is presented in
Fig. 2. In this flowchart, the original data is decomposed into
several IMF components and one residual component R by
FEEMD, which eliminates the volatility and randomness of
the original wind speed raw data in part 1. By processing each
IMF component and residual component R using the phase

X1

X2

. .

. .

. .

Xn

Input layer Hidden layer 1 Hidden layer 2 Output layer

. .

. .

. .

Y1

Y2

Ym

Fig.1 The topology structure of BP neural network
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space reconstruction method, the input and output vectors of
the neural network can be determined. In the next step, the BP
neural network which is optimized by BA is used to forecast
each component. In the last step, the forecasting results of each

component will be accumulated to get the final forecasting
value. In this flowchart, part 2 demonstrates the workflow of
the BA while the forecasting procedure of the BP neural net-
work with optimized parameters is illustrated in part 3.

StartOriginal wind
speed

Conduct empirical
mode

decomposition

Original
wind speed

IMF 1

r0

IMF 2

IMF n

.

.

.

Phase space
reconstruction

Inputs and
outputs

Construct the BP neural
network

Initialize the parameters

Get the best weight and
threshold

Calculate the output layer
results

Predict the wind values

End

Part 1

Part 2
Part 3

Initialize the parameters
of BA

Update search pulse
frequency and position of

bats

Calculate the fitness value
of bats and hold the best

position

Calculate the fitness value
of bats and hold the best

position of bats

No

Update the pulse
frequency and the volume

of BA

Yes

Fig. 2 The overview flowchart of the BA-BPNN based model

Fig. 3 The original wind speed in
time series
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Data preprocessing

To evaluate the performance and practicability of the proposed
hybrid model, the data preprocessing will be described in de-
tail in this section. The data spans fromMarch 1 to March 23,
2017. The time interval of wind speed data is 10 min, and the
total number of data is 3312. Among them, the data of the first
20 days (2880 in total) is employed as training samples to
build forecasting model. The remaining 3 days of data (432
in total) is used as test set to evaluate the performance of the
forecasting model. The training set includes about 85% of the
total data. The measuring height of wind speed is 100 m.

Data decomposition

The wind speed raw data in time series is shown in Fig. 3,
which shows 3312 data points in total over 23 days.

It can be seen from Fig. 3 that there is no obvious wind
speed regulation information for severe fluctuation. Therefore,
this paper utilizes FEEMD to decompose the original data, so
as to reduce the non-stationary characteristics of the original
wind speed in time series, and then digs out the available
information for forecasting. Considering the feature of dataset

the paper chose, the decomposition result consists of 8 intrin-
sic mode functions and 1 residue, which is presented in Fig. 4.

To further evaluate the effectiveness of the proposed mod-
el, empirical mode decomposition (EMD) and wavelet trans-
form (WT) are used as comparison. The results of EMD and
WT decomposition are shown in Fig. 5 and Fig. 6, respective-
ly. In Fig. 5, the EMD method decomposes the raw wind data
into 8 IMFs and one residual sequence. Figure 6 presents three
sections that are all obtained from the WT process which are
the original wind speed raw data in time series, the detail D1
and the approximation A1, respectively. In theory, the approx-
imation A1 gives a smoother performance since the high fre-
quency components of the wind speed are included in detail
D1 results. Hence, the D1 result is abandoned and the A1 is
chosen for the short-term wind speed forecasting result.

Phase space reconstruction

The phase space reconstruction plays a crucial role in deter-
mining the input and the output vectors of forecasting model.
As previously mentioned, the phase space will be reconstruct-
ed on the basis of the two parameters, time delay τ and the
embedding dimensionm. Table 1 shows the values of the time
delay τ and the embedding dimension m of each subsequence

Fig. 4 The decomposition result
of FEEMD

Fig. 5 The decomposition result
of EMD
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obtained by FEEMD. For example, τ and m of the Imf1 se-
quence are 3 and 14, respectively. Then the input and output
matrices of the Imf1 sequence after phase space reconstruction
are shown in Eqs. (20) and (21), respectively. In addition,
Table 1 also demonstrates the partitioning information of
training set and test set for each subsequence.

X 1

X 2

⋮
X 3273

2
664

3
775 ¼

x1 x4 ⋯ x40
x2 x5 ⋯ x41
⋮ ⋮ ⋯ ⋮
x3273 x3276 ⋯ x3312

2
664

3
775 ð20Þ

x41
x42
⋮
x3313

2
64

3
75: ð21Þ

Short-term wind speed forecasting

In this section, a detailed description will be given for the
short-termwind speed forecasting. In this paper, the BP neural
network model optimized by BA is utilized to forecast the
wind speed in the next 3 days, and the predicting interval is
10 min. The performance environment is Windows 7 system
and the procedures are all implemented inMATLAB R2015b.
Based on the evaluation criteria, an assessment about the pro-
posed model will be given. Besides, a few comparison models

are also implemented to illustrate the superiority and the effi-
ciency of the proposed hybrid model.

Model performance evaluation

In order to evaluate the forecasting performance, multiple sta-
tistical indices are chosen between the observed wind speed
and the predicted wind speed in time series to evaluate the
forecasting capability of the developed model comprehensive-
ly. The chosen indices include the mean absolute error (MAE),
themean absolute percentage error (MAPE), and the root mean
square error (RMSE). These three criteria are well-known for
measuring of the deviation between the actual and forecasting
values. The smaller the indices denotes the better the forecast-
ing performance. The equations are as follows:

MAE ¼ 1

p
yi−y

*
i

�� �� ð22Þ

MAPE ¼ 1

p
∑
p

i¼1

yi−y*i
yi

����
����� 100% ð23Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑p

i¼1 yi−y*i
� �2
p

s
ð24Þ

where p is the number of the test samples, yi (i = 1, 2, ⋯, p)
denotes the i-th actual data, and y*i is the corresponding fore-
casting value.

In addition, to compare the forecasting performance of the
two different models, three enhanced percentage indicators

Fig. 6 The decomposition result
of WT

Table 1 The parameters of the forecasting subsequences obtained from FEEMD

Imf1 Imf2 Imf3 Imf4 Imf5 Imf6 Imf7 Imf8 R0

τ 3 5 8 4 10 13 17 15 20

m 14 13 13 7 11 6 8 6 5

Train X1~X2840 X1~X2818 X1~X2883 X1~X2855 X1~X2778 X1~X2813 X1~X2759 X1~X2803 X1~X2799
Test X2841~X3272 X2819~X3250 X2884~X3315 X2856~X3287 X2779~X3210 X2814~X3245 X2760~X3191 X2804~X3235 X2800~X3231
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PMAE, PMAPE, and PRMSE are employed for describing the
model superiority degree. The specific expressions are defined
as follows:

PMAE ¼ MAE1−MAE2

MAE1
� 100% ð25Þ

PMAPE ¼ MAPE1−MAPE2

MAPE1
� 100% ð26Þ

PRMSE ¼ RMSE1−RMSE2

RMSE1
� 100%: ð27Þ

Among them, subscript 1 denotes the statistical index value
of the reference model, and subscript 2 denotes the statistical
index value of the comparative model.

The structure of comparison models

Considering the characteristic of the proposed model, the pa-
per used five different forecasting models compared and ana-
lyzed which are illustrated in Fig. 7. Part 1 demonstrates the

decomposition methods of WT, EMD, and FEEMD. This part
shows the advantage of FEEMD method compared with the
other two. The comparison models are showed in Part 2,
where the first four models are the BA-based but with differ-
ent data preprocessing methods. And the last two forecasting
results are computed using different algorithms but with the
same data preprocessing procedure.

Short-term wind speed forecasting

The fitting curves between the actual wind speed and the
different forecasting from different models are given in time
series in Fig. 8. To evaluate the performance of the data de-
composition algorithm proposed in this paper, a study is con-
ducted by comparing the same forecasting models with differ-
ent decomposition methods and the original wind speed data.
To illustrate the effectiveness of the FEEMD-BA-BPNNmod-
el, three evaluation indicators as well as the three pairwise
comparative indices are calculated to evaluate the models.
Table 2 shows the results of MAE, MAPE, and RMSE of all

Original
wind speed

WT

EMD

FEEMD

PSR BA-BPNN

Original

FEEMD-BA-BPNN

EMD-BA-BPNN

WT-BA-BPNN

O-BA-BPNN

FEEMD-BPNN

Part 1: The wind speed decomposition Part 2: The comparison prediction models

Fig. 7 The structure of the comparison models

Fig. 8 The forecasting results of 7 models
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the models. Meanwhile, the other three enhanced percentage
indicators P_MAE, P_MAPE, and P_RMSE between two di-
verse forecasting models are given in Table 3.

The following conclusions can be drawn from Fig. 8 and
Table 2:

a) The proposed model FEEMD-BA-BPNN presents better
fitting degree to the actual wind speed data than other
methods shown in the picture. From the MAE index, the
performance ranking of the comparison model from the
best to the worst is FEEMD-BA-BPNN, EMD-BA-
BPNN, WT-BA-BPNN, O-BA-BPNN, and FEEMD-BP.
According to the MAPE index, the ranking is FEEMD-
BA-BPNN, EMD-BA-BPNN, WT-BA-BPNN, FEEMD-
BP, and O-BA-BPNN. As for the RMSE index, the model
of FEEMD-BA-BPNN is slightly better than WT-BA-
BPNN, but a little worse than EMD-BA-BPNN.

b) The model of FEEMD-BA-BPNN has a better perfor-
mance than FEEMD-BPNN, which demonstrates the sig-
nificance of the optimization algorithm. The MAE,
MAPE, and RMSE results of FEEMD-BA-BPNN model
are 0.46667 m/s, 9.08783%, and 0.64332 m/s while the
MAE, MAPE, and RMSE results of FEEMD-BPNN
model results are 0.65475 m/s, 11.88407%, and
0.90005 m/s, respectively. The difference between the

three indices of two models demonstrates the improve-
ment made by the BA.

c) The model without any noise-canceling process delivers
the worst performance. The single BA-BPNN without
decomposed method shows an apparent shortcoming
when compared with the FEEMD-BA-BPNN, EMD-
BA-BPNN, and the WT-BA-BPNN.

Table 3 summarizes the pairwise comparison results as a
percentage from the aspect of forecasting models and the de-
composition methods, respectively. The value in table pre-
sents the ratio defined as row over column, where the positive
value indicates that the model in row has a better performance
than the model in column, and vice versa. For instance, the
values of PMAE in Table 4 tell that the FEEMD-BA-BPNN
shows better performance in comparison with the other
decomposition-based model at a percentage of 28.588,
4.476, and 2.544%, respectively. The values of PMAPE suggest
that the FEEMD-BA-BPNN shows better performance in
comparison with the other decomposition-based model at a
percentage of 63.836, 13.832, and 10.025%, respectively.
The values of PRMSE demonstrate that the FEEMD-BA-
BPNN shows better performance in comparison with the O-
BA-BPNN and the WT-BA-BPNN at a percentage of 28.000
and 1.365%, respectively. In summary, it can be observed that:

Table 2 The evaluation indicators of parallel models

Index O-BA-BPNN WT-BA-BPNN EMD-BA-BPNN FEEMD-BA-BPNN FEEMD-BPNN

MAE (m/s) 0.60008 0.48756 0.47854 0.46667 0.65475

MAPE (%) 14.88915 10.34489 9.99891 9.08783 11.88407

RMSE (m/s) 0.82345 0.65210 0.62237 0.64332 0.90005

Table 3 The improved
percentage indicators of proposed
models

Index O-BA-BPNN WT-BA-BPNN EMD-BA-BPNN FEEMD-BA-
BPNN

PMAE(%)

WT-BA-BPNN 23.078

EMD-BA-BPNN 25.398 1.885

FEEMD-BA-BPNN 28.588 4.476 2.544

FEEMD-BPNN − 8.350 − 25.535 − 26.913 − 28.725
PMAPE(%)

WT-BA-BPNN 43.928

EMD-BA-BPNN 48.908 3.460

FEEMD-BA-BPNN 63.836 13.832 10.025

FEEMD-BPNN 25.287 − 12.952 − 15.863 − 23.529
PRMSE(%)

WT-BA-BPNN 26.277

EMD-BA-BPNN 32.309 4.777

FEEMD-BA-BPNN 28.000 1.365 − 3.257
FEEMD-BPNN − 8.511 − 27.548 − 30.852 − 28.524

Environ Sci Pollut Res (2020) 27:7353–7365 7363



(a) the gap between O-BA-BPNN and the models with WT,
EMD, or FEEMD reveal the usefulness of the signal decom-
position methods. (b) The decomposition scale level of WT is
usually determined by experience, which is considered as one
of the reasons for poor performance when compared with
EMD. (c) The errors decreasing between EMD-BA-BPNN
and FEEMD-BA-BPNN show the usefulness of the fast en-
semble empirical mode decomposition. By adding random
white noise to FEEMD, the mode mixing phenomenon which
may occur in EMD is mitigated.

Conclusions

An accurate wind speed forecasting method is not only impor-
tant for the wind power large-scale integration but also relates
to the security and stability of the state grid. So, in this work, a
novel compound short-term wind speed forecasting model is
proposed. The proposed model employs fast ensemble empir-
ical mode decomposition, phase space reconstruction, and
back propagation neural network optimized by bat algorithm.
The FEEMD is used for filtering the noises out from the raw
wind speed data. Considering the chaotic characteristic of
wind speed in time series, phase space reconstruction is ap-
plied to determine the input vector and corresponding output
for each series. And the back propagation neural network with
bat algorithm optimized parameters is conducted to do the
short-term forecasting for the wind speed.

To validate the effectiveness and usefulness of the pro-
posed model, some comparison forecasting models are also
implemented in this work. The comparison models include O-
BA-BPNN, WT-BA-BPNN, EMD-BA-BPNN, FEEMD-BA-
BPNN, and FEEMD-BPNN. From the comparison results, it
can be concluded as: (a) signal decomposition methods are
useful in short-term wind speed forecasting works. (b) The
proposed method which combined the fast ensemble empiri-
cal mode decomposition and phase space reconstruction to-
gether delivered solid performance for short-term wind speed
forecasting. FEEMD reduces the volatility and randomness of
the signal significantly while the PSR address the chaotic
property of wind speed in time series which makes the pro-
posed method an innovative one. (c) The back propagation
neural network with bat algorithm optimized parameters pre-
sented good performance in this work because of its strong
generalization and nonlinear mapping capability.
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