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Abstract

TDS is modeled for an aquifer near an unlined landfill in Canada. Canadian Drinking Water Guidelines and other indices are used
to evaluate TDS concentrations in 27 monitoring wells surrounding the landfill. This study aims to predict TDS concentrations
using three different modeling approaches: dual-step multiple linear regression (MLR), hybrid principal component regression
(PCR), and backpropagation neural networks (BPNN). An analysis of the bias and precision of each models follows, using
performance evaluation metrics and statistical indices. TDS is one of the most important parameters in assessing suitability of
water for irrigation, and for overall groundwater quality assessment. Good agreement was observed between the MLR1 model
and field data, although multicollinearity issues exist. Percentage errors of hybrid PCR were comparable to the dual-step MLR
method. Percentage error for hybrid PCR was found to be inversely proportional to TDS concentrations, which was not observed
for dual-step MLR. Larger errors were obtained from the BPNN models, and higher percentage errors were observed in
monitoring wells with lower TDS concentrations. All models in this study adequately describe the data in testing stage (R*>
0.86). Generally, the dual-step MLR and hybrid PCR models fared better (R2avg =0.981 and 0.974, respectively), while BPNN
models performed worse (R2avg =0.904). For this dataset, both regression and machine learning models are more suited to predict
mid-range data compared to extreme values. Advanced regression methods (hybrid PCR and dual-step MLR) are more advan-
tageous compared to BPNN.

Keywords Total dissolved solids - Artificial neural network - Principal component regression - Multivariate statistical analysis -
Machine learning methods - Bias and precision

Introduction

Groundwater quality assessments based on water quality indi-
ces, drinking water standards, and irrigation guidelines are
regularly conducted due to their practical importance.
Hassen et al. (2016) analyzed groundwater quality in Tunisia
using several water quality indices based on World Health
Organization drinking water guidelines. Pan et al. (2017)
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and Pan and Ng (2018) adopted the Canadian Drinking
Water Guideline and other indices to assess groundwater
quality near an unlined landfill in Canada. Statistical
approaches are often adopted and integrated in water quality
studies due to complexity of the hydrogeological environment
and interactions between the water constituents in subsurface
environments. Specifically, multivariate statistical approaches
such as cluster analysis, hierarchical cluster analysis, and
principal component analysis are commonly applied to
classify groundwater constituents and examine their
correlations. Viswanath et al. (2015) proposed a prediction
model for total dissolved solids (TDS) concentrations in wa-
tersheds by combining principal component analysis (PCA)
with multiple linear regression (MLR). This approach is
known as principal component regression (PCR) and has been
successfully applied in solid waste generation rate prediction
(Azadi and Karimi-Jashni 2016), oil refinery forecasts (Rashid
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et al. 2017), and energy system reliability assessment
(Solanki et al. 2018). It appears that there are very limited
studies on the use of PCR on groundwater quality assess-
ment, despite the versatility and robustness of the method. In
this study, an improved principal component regression model
(hybrid PCR) which integrates PCR with machine learning ide-
ology is proposed to simulate groundwater TDS concentration
in an urban aquifer near an unlined municipal solid waste land-
fill in Saskatchewan, Canada. Saskatchewan has the lowest di-
version rate among the Western Canadian provinces and relies
heavliy on landfill technology (Pan et al. 2018). Unlike other
PCR prediction models utilizing an entire dataset for model
development with no validation, the proposed hybrid PCR mod-
el is developed by a stand-alone training dataset, and validated
with an independent testing dataset. The proposed hybrid PCR
is believed to be more advantageous in groundwater quality
studies, where interactions between the constituents and the
potential collinearity between the parameters are expected.
The use of a non-overlapping testing dataset allows the pro-
posed model to be validated independently (Tan et al. 2016)
and is commonly employed in machine learning techniques.

In addition to the regression methods such as MLR and
PCR, machine learning approaches such as artificial neural
networks have been increasingly popular in environmental
studies in the past decades. A number of studies attempted
to compare results between the machine learning models
with the conventional multivariate regression models.
Sahoo and Jha (2013) developed 17 site-specific MLRs
for water-elevation prediction in a basin located in
Shikoku Island, Japan, and compared the results with arti-
ficial neural network techniques. They found that their
backpropagation neural network (BPNN) models provided
better results than MLR for most sites; however, MLR was
also recommended as an alternate cost-effectiveness tool.
Azadi and Karimi-Jashni (2016) compared MLR and arti-
ficial neural network prediction models for seasonal solid
waste generation rates in Fars Province, Iran, and conclud-
ed that the non-linear BPNN model provided more accu-
rate results. It appears that artificial neural network
methods are comparable or better than the conventional
MLR methods in several chemistry and environmental
studies (Civelekoglu et al. 2007; Xu et al. 2011; Ebrahimi
and Rajaee 2017). In this paper, prediction results from
advanced regression and machine learning models are
examined.

The objectives of this study are to (i) develop a ro-
bust hybrid PCR approach utilizing a non-overlapping
testing dataset; (ii) predict TDS concentrations of an
aquifer using dual-step MLR, hybrid PCR, and BPNN
models; and (iii) examine the bias and precision of the
methods, and systematically compare the results using a
set of performance evaluation metrics and statistical
indices.
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Materials and methods
Regina landfill and Condie aquifer

Regina, the capital city of Saskatchewan, is located in a
semi-arid prairie region at 50°26" N and 104°37" W
(Fig. 1). Regina has a land area of 180 km? with a total
population of about 215,000 residents in 2016,
representing 20% of the province’s population (Statistics
Canada 2018). The city is located in the western sedimen-
tary basin, and bedrock in the area consists of marine
shales, evaporates, and mudstones. Soil around the landfill
area is dominated by clayey glaciolacustrine parent mate-
rial, as well as expanding clay minerals which result in
high fracturing near the surface (City of Regina 2009,
2011, 2014, 2015, 2016). Groundwater plays an important
role in water supply in Saskatchewan, especially in areas
where the availability of surface water is limited, such as
south of the boreal shield region (City of Regina 2002,
2013; Pomeroy et al. 2005). The Condie aquifer, located
near the city, provides water to the city for anthropogenic
and industrial uses. The thickness of the Condie aquifer is
quite shallow, and the groundwater table is about 8—10 m
below ground surface (City of Regina 2016) protected by
the lacustrine clay and silt above (City of Regina 2009,
2011, 2014, 2015, 2016).

One of the potential contaminant sources of the Condie
Aquifer is the City of Regina Landfill, located at the North-
East corner of the city (Fig. 1). Built in the 1960s, the old cells
occupy over 60 ha without an engineered liner (Vu et al. 2017;
Bruce et al. 2018). The regional groundwater flow is towards
the west and southwest, with a flow rate of 400 m/year (City of
Regina 2002). The saturated hydraulic conductivity of the
aquifer varies from 1.4 x 10°® m/s to as high as 2.3 x
10~ m/s, depending on the saturated thickness and effective
grain size of the soil (City of Regina 2016).

Data sampling and grouping

The City of Regina started the groundwater monitoring
program at the study area in the 1970s. Over the years,
monitoring wells in the vicinity of the landfill were
installed and decommissioned, and a total of 27 monitoring
wells are currently in operation (Fig. 1). Water sampling
data used in this study is collected from City of Regina
groundwater monitoring program reports between 2008
and 2015 (City of Regina 2009, 2011, 2012, 2013, 2014,
2015, 2016). In 2013 and 2014, however, only 44% and
33% of well data were respectively reported due to main-
tenance schedules, well-drying, and decommission. As a
result, 2013 and 2014 data sets were excluded from the
study to minimize data skewing.
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Fig. 1 Location map of Regina and Regina landfill using ArcMap (ver. 10.4.1)

During the study period, some data would occasionally be
missing. For example, chloride is not reported for a monitor-
ing well (ID 35) in 2011. Moreover, three monitoring wells
south of the disposal area (IDs 112, 114, and 118) were not in
operation until 2011. A total of 151 datasets from 27 monitor-
ing wells (monitoring well IDs 23, 26, 28, 30, 32, 35, 42, 43,
45,62, 64, 65,67,69,70,71,78, 81, 84, 85, 86, 87, 103, 104,
112, 114, and 118) were considered, and the samples indexed
continuously from no. 1 to no. 151. Figure 1 shows the loca-
tion of the wells. The monitoring wells were categorized into
five groups according to their respective locations of the un-
lined landfill:

1. Background Group (dataset index no. 1 to 24) is located
upstream, outside of the landfill site boundary. It includes
four monitoring wells: 67, 69, 70, and 78.

2. East Group (dataset index no. 25 to 44) is located within
the landfill area along the East boundary. It includes four
monitoring wells: 35, 45, 84, and 118.

3. South Group (dataset index 45 to 63) is located immedi-
ately downstream, south of the landfill site. This group
includes four monitoring wells: 103, 104, 112, and 114.

4. West Group (dataset index 64 to 109) is located down-
stream, to the west side of landfill. It includes eight mon-
itoring wells: 23, 26, 28, 30, 32, 71, 81, and 85.

5. Far West Group (dataset index 110 to 151) is located in
downstream area in the west, furthest away from the site.
It includes seven monitoring wells: 42, 43, 62, 64, 65, 86,
and 87.

In this study, a 70:30 ratio (training/testing) is used for the
prediction models. To reduce modeling errors and avoid

possible bias from the inputs, five different datasets were de-
rived from the original dataset randomly, each with their own
training and testing subsets. As such, each of the three model-
ing approaches (dual step-MLR, hybrid PCR, and BPNN) is
evaluated five times with the derived datasets. This approach
allows a fair and systematic assessment of the methods and
modeling precision by applying consistent training and testing
inputs in multiple trials. This also helps to identify and to
reveal possible bias from the input data.

Groundwater parameters and indicators

Groundwater parameters are carefully chosen according to
their significance, data availability, and concentrations with
respect to the guideline values (Saskatchewan Ministry of
Environment 2016; Health Canada 2017). In this study, a total
14 parameters are selected, including heavy metals such as
arsenic (As), calcium (Ca), magnesium (Mg), manganese
(Mn), potassium (K), sodium (Na), and uranium (U), as well
as ionic species and general parameters: bicarbonate (HCO3),
chloride (Cl), sulfate (SO,), total dissolved solids (TDS), total
hardness (TH), pH, and electric conductivity (EC). For all
modeling and analyses, TDS is selected as the target parame-
ter, as its concentration is affected by many of the studied
parameters (Sherrard et al. 1987; Xun et al. 2007) and the
remaining 13 parameters are the input parameters used to
build the prediction model with respect to TDS. Given the
physical-chemical interactions of the selected species at the
Condie aquifer (Pan et al. 2017), correlations between vari-
ables are expected and advanced numerical techniques are
warranted.
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Dual-step multiple linear regression

MLR is a statistical technique which is used to establish a
linear relationship between one or more independent (or ex-
planatory) variables and a dependent (or response) variable.
The general expression form of MLR can be written as below
(Bingham and Fry 2010):

Yi= B+ 01 X1+ BoXoi+ + BiXki + & (1)
where
Y dependent variable (response

variable, TDS in this study)

D CIRETD. I , Xi.; regressors (the ith observations of
each of the independent variables)
Bos By +evenn , By the coefficients of each regressors
which are unknown but fixed values
& the noise (measurement error)

In this study, SPSS (v. 25) is used to identify significant
parameters, and to obtain the coefficients 3y, (i, ...... , B for
regressors. Ideally, the target parameter should be normally
distributed and all of the explanatory variables should be in-
dependent of each other. The Kolmogorov-Smirnov test (K-S
test) has been commonly used in waste studies (Chickering
et al. 2018; Han et al. 2018) and is adopted to evaluate the
normality of the TDS data. Multicollinearity of the explanato-
ry variables is identified using the critical correlation coeffi-
cient R, defined as follows (Sousa et al. 2007; Azadi and
Karimi-Jashni 2016):

Teri
Rcrit = (2)
\df + 2,
and
df = n—k (3)

where df is the degree of freedom of the analysis, #n rep-
resents the number of datasets, and & is the number of
comparing variables. In this study, a two-tailed test with
significance of 0.05 is adopted, corresponding to an R
of 1.6.

MLR does not only generate the linear relationships
among parameters but also identifies parameters which
contribute to the target parameter (Kicsiny 2016). In this
study, a dual-step MLR approach is attempted to better
model TDS. Dual-step MLR involves two steps: to conduct
MLR on TDS using the 13 variables as independent vari-
ables and TDS as dependent variable. During this step,
variables that has a statistical significance on impacting
TDS will be identified: (i) to conduct MLR on TDS using
the 13 selected variables and (ii) to run the regression again
using only the significant variables obtained from the first
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step. In this study, 95% significance is adopted, and only
parameters with significance equal to or greater than 95%
(p value <0.05) are used. Five trials are conducted based
on different values.

Principal component analysis and regression

PCA is commonly used in environmental studies to reduce
the number of variables, extract useful information, and
eliminate the noise from data. PCA extracts eigenvalues
from the original dataset and forms new principal compo-
nents (PC) that are linear combinations of the parameters.
The resulting PCs are orthogonal to each other after
Varimax Rotation (Ravikumar and Somashekar 2017;
Abou Zakhem et al. 2017), which helps to avoid
multicollinearity between model parameters. PCs with ei-
genvalues greater than unity are considered significant
(Cattell and Jaspers 1967; Abou Zakhem et al. 2017;
Selvakumar et al. 2017), and each significant PC explains
a portion of the total variance of the dataset. A combination
of all significant PCs should explain no less than 80% of
the total variance for sufficient coverage (Zhao et al. 2012;
Hu et al. 2013; Viswanath et al. 2015; Selvakumar et al.
2017). In this study, only PCs with eigenvalues greater
than unity are adopted to build models explaining at least
85% of total variances.

To conduct PCR, the PCs identified by PCA are used
as independent variables in MLR. PCR is more advanta-
geous than conventional MLR modeling since it retains
more original predictor variables and minimizes
multicollinearity between variables. Unlike other PCR
studies, independent training and testing datasets are sep-
arately utilized in the proposed hybrid PCR. For a given
trial, PCs on TDS are first identified from the training
data set and MLR is carried out using the significant
PCs (total variance >85%) to obtain a TDS prediction
model. Likewise, a different set of PCs are obtained using
another testing data set following the same PCA loading
vectors for the training set, and they are substituted to the
original MLR equation derived from the training dataset
to obtain another TDS value for validation purposes. PCA
is conducted using R (ver. 3.5.1), from which PCs and
loading vectors are obtained, and the MLR equation is
obtained using SPSS (ver. 25).

Backpropagation neural network models

A basic BPNN structure contains three layers: the input layer,
the hidden layer, and the output layer. The hidden layer rep-
resents the transferring function and relationships between the
inputs and outputs (Chen et al. 2010). In every layer, process-
ing units that contain values are known as nodes. Weight and
bias are assigned to each iteration according to the
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membership functions to approximate the output. The output  and

therefore can be obtained as the sum of the weighted inputs as 1

shown below (Sahoo and Jha 2013): Adjusted R? = 1—( " 1) (1—R2) (6)
n—p—

ka<ZWin1+9j> (4)

where Y is the output at node &, f{*) is the transferring func-
tion, Wj; is the weight applied between node i and j, X; is the
input at node 7, and 0, is the bias at node ;.

While a BPNN model can contain multiple hidden
layers, it is found that in most cases, one hidden layer is
sufficient to provide the required accuracy (Azadi and
Karimi-Jashni 2016). In this study, the same input and
target variables are used as other methods, and a BPNN
structure of 13-10-1 is adopted for all 5 trials,
representing 13 input parameters, 10 nodes in hidden lay-
er, and 1 output variable (TDS). Comparisons between
single- and double-hidden layer are conducted, and it is
found that single-hidden layer BPNN models provide bet-
ter TDS estimates than a BPNN trial using double-hidden
layer. As such, BPNNs with one hidden layer are adopted
to avoid overfitting issues. A major concern of conducting
neural network analysis is overfitting, meaning that the
network “memorizes” certain combinations during train-
ing stage instead of “learning” and building a proper al-
gorithm. A well-fitted model during training and poorly
fitted during testing are possible indicators of overfitting.
To minimize model overfitting, an early stopping tech-
nique is adopted by properly distributing the inputs for
all trials: training (70%), testing (15%), and validating
(15%). A total of 5 trials of BPNN are conducted, using
the same structure of 13-10-1, representing 13 input var-
iables, 10 nodes in hidden layer, and 1 output variable.
The Levenberg-Marquardt Backpropagation training
method is adopted. BPNN analysis is performed using
MATLAB (ver. R2016a).

Model performance and error quantification

A number of statistical indicators are used to examine the
characteristics of the models and to quantify the accuracy
and precision of results. R* describes the portion of variance
explained by the linear model. P value in ANOVA model
indicates the significance of the models (Sahoo and Jha
2013; Hanley 2016). In the present study, a confidence inter-
val 0f 95% is used (p < 0.05). When evaluating MLR, R* and
adjusted R? are both used:

o 2(171-—7)2 _SSR )
E(Yi_Y)Z SST

where SSR is the sum of squares regression, SST is the total
sum of squares, Y; is the observed values of the target
(dependent) variable, Y i is the estimated (predicted) values,
Y is the average value of a dependent variable, 7 is the
number of observations, and p is the number of independent
variables.

R? provides an intuitive measurement between the ob-
served and modeled values, but may be less applicable for
non-linear problems (Azadi and Karimi-Jashni 2016). Mean
absolute error (MAE) measures how close the predicted
values are to the observed values, and provides the mean value
of the model errors. A MAE closer to zero represents better
model performance. Root mean squared error (RMSE) de-
scribes the global discrepancy between the predicted and ob-
served values (Zhao et al. 2011) and is more sensitive to erro-
neous data. Similar to MAE, a smaller RMSE denotes a better
model performance.

1z N
MAE =— Y |v~7; (7)
n =1
1 n N2
RMSE = (/- Y (Y,-—Y,-) (8)
n =1
In addition, a simple error percentage is also used:
Yi-Y;
Error percentage = 7 X 100% 9)
i

In the above equations, Y; is the observed values of the

target (dependent) variable, 171 is the estimated (predicted)
values, and 7 is the number of observations.

Results and discussion

A summary of parameter concentrations from all wells during
the study period is listed in Table 1. The mean concentrations
of manganese, sulfate, TDS, and TH are considerably higher
than guideline values. It is believed that the operation of the
unlined landfill has impacted groundwater quality (Pan et al.
2017; Pan and Ng 2018). TDS measures the total organic and
inorganic dissolved substances. It is affected by many param-
eters in the study and is the target parameter in the present
study. TDS is also one of the most important parameters in
assessing suitability of water for irrigation (Atta et al. 2018)
and for overall groundwater quality assessment (Li et al.
2018).

@ Springer
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Table 1 Parameter

concentrations and guideline Canadian All 27 monitoring wells
values Guidelines (mg/L)
Max Mean Min STD®
Trace metals (mg/L)
Arsenic 0.01 0.028 0.006 0.0002 0.006
Calcium No value® 500 302.013 95 106.651
Magnesium No value® 220 112.391 29 47.268
Manganese 0.05 (0.1° 190 2.496 0.04 15.320
Potassium No value® 86 12.988 4.5 10.344
Sodium 200 380 62.169 16 63.076
Uranium 0.02 0.056 0.016 0.0001 0.009
General parameters (mg/L)
Bicarbonate No value® 850 418.026 220 111.373
Chloride 250 580 67.526 1.3 112.774
Sulfate 250 1800 927.232 170 414.860
Total dissolved solids 1000 3400 1699.795 460 700.970
Total hardness CaCOs 500 2000 1216.556 360 456.957
Lab pH (-) 6.5-8.5 8.18 7.758 7.27 0.179
Lab conductivity (ps/cm) No value® 4800 2173.576 740 844.081

Concentrations exceeding guideline values are italicized

#“No value” indicates no health-related maximum allowable concentrations provided

® Indicating WHO guidelines

¢ Standard deviation

Dual-step multiple linear regression

Results obtained from five dual-step MLR models indicate
that only several parameters are identified by dual-step MLR
to be statistically significant to affect the concentration of
TDS. Among the four to six variables identified from all five
trials, sodium (Na) and sulfate (SO,) are two variables identi-
fied to be significant in most of the dual-step MLR models.
The prediction models are derived by the five trials, and the
models are shown in Table 3. It is found that all five MLR
models adequately describe the observed TDS concentrations,
especially MLR1, MLR4, and MLRS, each with satisfactory
R?, MAE, and RMSE in both training and testing stages. The
performance indices of all dual-step MLR models are tabulat-
ed in Table 7 and are further discussed in “Evaluation of mod-
el performances by statistical indices”.

To evaluate the validity of the regression results, correla-
tion analysis is conducted to ensure the target parameter is
statistically correlated with the eight independent variables
identified by MLR. As shown in Table 2, all statistically sig-
nificant correlation coefficients are positive, except for pH (—
0.64). This is probably due to a higher amount of dissolved
organic and inorganic pollutants present in acidic environ-
ment. TH, EC, and Ca have the highest coefficients (>0.95)
with respect to TDS concentrations, suggesting stronger cor-
relations with TDS. Moreover, the absolute values of the
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coefficient are all greater than R, = 0.16, indicating that the
relationships between each explanatory variable and TDS are
statistically significant (meeting or exceeding the 95%
significance).

Figures 2 and 3 compare the modeled results (dual-step
MLR, hybrid PCR, and BPNN) with the observed TDS data.
Figure 2a graphically compares the predicted values with the
observed data for MLR1. There is good agreement between
the MLR1 results and field data. The scatter plot (Fig. 2a)
shows a very linear relationship (R*=0.988) for the entire
TDS concentration range (500 mg/L to 3500 mg/L). In
Fig. 3a, both the predicted and observed concentrations are
plotted using the left-hand-side vertical axis, whereas the per-
centage error is plotted using the right-hand-side axis. The
dual-step regression model MLR1 adequately describes the
data, with an average percentage error of 3.7%. A peak is
observed at index 127, giving a maximum percentage error
0f'38.5%. It appears that the Far West Group (index 110-151)

Table 2 Correlation coefficients of statistically significant explanatory
variables on TDS

Ca Na HCO; Cl SO, TH pH EC

TDS 095 0.67 0.72 064 093 097 -064 097
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has slightly higher percentage errors. No apparent trend is
observed between the magnitudes of percentage error and
the observed TDS concentrations.

All MLR models assume non-collinear relationship
among independent variables; however, the justification
of nonlinearity is difficult given the frequent interactions
of organic and inorganic constituents in subsurface envi-
ronments. A check regarding the collinearity among ex-
planatory variables was conducted, and the results from
MLR1 are shown in Table 4. Only the absolute values of
correlation coefficient larger than the R, =0.16 (from Eq.
2) are bolded. It is found that multicollinearity exists
among some explanatory variables (Ca-Cl, and Na-SOy,)
in MLR1, and may affect the accuracy of the final results.
Multicollinearity issue was also found in other MLR trials
in this study.

K-S test results suggested that TDS set from the five
trials are likely not distributed normally, as the significance
of the trials are all less than 0.05 (Table 5). This is probably
due to the variability of TDS data in this study (Table 1).
Extreme TDS values are consistent with the groundwater
flow regime, with the lowest TDS in the Background
Group (upstream of the unlined landfill) and the highest
TDS in the West Group (downstream). In addition, the

mean is smaller than the median in the original TDS data
set, and the set is skewed to the left. Although the MLR
models adequately describe the field data, multicollinearity
exists in the model parameters, and the target variable is
likely not distributed normally.

Hybrid principal component regression

PCR models are constructed to minimize multicollinearity of
the explanatory variables. In any given set, the largest four
PCs provide sufficient coverage of variance (> 85%). The ac-
cumulated covariance for hybrid PCR model 1 to 5 are 85.8%,
85.8%, 86.2%, 85.9%, and 86.6%, respectively. MLR is then
conducted using the four PCs as independent variables.
ANOVA test reveals p value < 0.001 for all models, indicating
that the models are statistically valid. All four PCs are effec-
tively contributing to the target parameter, with p values for all
factors < 0.001. The hybrid PCR models are shown in Table 6.
It is worth noting that the absolute values of the PC1 coeffi-
cients are at least three times larger than the PC2 coefficients,
and the sign of coefficients varied among trials. The modeling
results, however, are quite consistent.

All five hybrid PCR models are validated by both of the
testing and the entire dataset (Table 7), as discussed in
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Fig. 3 Predicted TDS and error
percentages regarding the
geospatial locations of wells

4000

3500

3000

2500

TDS concentrations - MLR1 (mg/L)
[
(=3
S

(

QU
—

4000

3500

3000

2500

2000

1500

1000

500

TDS concentrations - PCR1 (mg/L)

(

O
-~

4000

3500

3000

2500

2000

1500

1000

TDS concentrations - BPNN1 (mg/L)

-
o

O Observed value
Duel-step MLR
error percentage

O Observed value
—— Hybrid PCR
error percentage

O — O — O — O = O — = O = O = O = O = O —~ O — O — O — O —
— = AN AN NN <t TN O O >~ 00N NSO~ — AN AN TN
[/ A S SRS A
Index of samples
O Observed value
—— BPNNI
——— Error percentage

500 (EERID <

“Evaluation of model performances by statistical indices”.
Figure 2b graphically compares the hybrid PCR1 results.
The scatter plot shows a good linear relationship (R* =

Table 3 Dual-step MLR
prediction models
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0.980). Slightly more data points are located below the 1:1
line (not shown), suggesting the tendency of the hybrid PCR1
model to underestimate the target parameter.

Trials MLR equations

MLRI1 TDS = —34.886 +2.61 x Ca+ 1.315x Na+0.598 x C1+ 0.484 x SO4 + 0.173 x EC
MLR2 TDS =1804.031 +2.525 x Na—0.020 x HCO3 + 0.305 x Cl1 + 1.208 x TH —223.878 x pH
MLR3 TDS =2216.516+0.831 x Na+1.583 x Cl + 1.273 x SO4 —238.356 x pH

MLR4 TDS = —57.579 +2.624 x Na+ 0.335 x HCO3 + 0.554 x SO4 + 0.776 x TH

MLRS5 TDS=615.925+2.318 x Ca+1.591 x Na+0.497 x HCO3 + 0.508 x SO4 —97.832 x pH

+0.170 x EC
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Table4 Correlation coefficient of variables and multicollinearity check
for MLR1

EC Cl Ca Na SO,
EC 1 - 0437 —0.541 —0.408 —0.454
Cl 1 0.017 - 0.589 0.431
Ca 1 0.403 —0.455
Na 1 —0.053
SO, 1

Coefficients larger than R are italicized

Percentage errors are generally larger than dual-step MLR
models, with an average of 7.6% (Fig. 3b). Unlike the MLR1
model (Fig. 3a), it appears that the percentage errors of the
PCRI1 model are inversely related to the TDS concentrations
(Fig. 3b). PCR1 model shows larger percentage errors in the
Background group (index 1-14), probably due to the smaller
observed TDS values. More peaks in percentage errors are
observed than the MLR1. The maximum value is observed
at index 98 (West Group), corresponding to a percentage error
0f 38.9% (Fig. 3b).

Prediction and performance of BPNN

Compared to dual-step MLR and hybrid PCR models, larger
errors are obtained from the BPNN models. Results from
BPNNI are used to demonstrate the model performance.
The scatter plot (Fig. 2¢) indicates a general linear relationship
(R*=0.975) between the observed and the predicted values.
Although BPNNT1 is capable of describing the data in general,
more data scattering is observed between 2000 and 3000 mg/
L. By comparing the slopes of the best fit line to the 1:1 line
(not shown), BPNNI1 tends to overestimate TDS in the lower
concentration range and underestimate in the higher concen-
tration range.

Great variations in error percentage are observed in Fig. 3c,
with an average percentage error of 6.5%. A less obvious
inverse relationship between the magnitudes of percentage
error and TDS is again observed. Higher percentage errors

Table 5 Normality check on TDS for dual-step MLR models

Kolmogorov-Smirnov

Statistic df Sig.
MLRI 0.090 151 0.004
MLR2 0.091 151 0.004
MLR3 0.079 151 0.023
MLR4 0.082 151 0.015
MLRS5 0.084 151 0.011

df degree of freedom, sig. significance

are generally observed in the monitoring wells with lower
TDS concentrations, such as the Background group (index
1-14) and the South group (index 45-63). Similar to both
regression models, a peak is observed at index no. 127, corre-
sponding to a percentage error of 26.5%. A maximum per-
centage error of 26.9% occurs at index no. 1 (Fig. 3c).

Evaluation of model performances by statistical
indices

Models are evaluated using performance indices including R?,
MAE, and RMSE for training, testing, and model fitting
stages, as shown in Table 7. The best performance trials (i.e.,
highest R? value, or lowest MAE and RMSE values) for each
model are bolded. In general, indices during the training stage
are not good references for model evaluation accuracy, as
inputs from train dataset make the model “aware” of the input
values (Bagheri et al. 2017). Model performance in the testing
and validation stages provides more insight on the model ac-
curacy and their capability of fitting complex system. R” of the
models between the training and testing stages are compara-
ble, and “overfitting” issues are not observed (Table 7).
Compared to the training stage, slightly larger errors (MAE
and RMSE) are observed in the testing stage, with exceptions
in some MLR and PCR models, probably due to the charac-
teristics of datasets.

Performance indices from the testing stage are used in the
present work to assess the model performance and bias.
Performance indices at the model fitting stage (i.e., the com-
plete data set) are included for comparison purposes. It is
found that all models adequately describe the observed data
in the testing stage, with the R consistently greater than 0.86.
R? of BPNN models are, however, lower than the statistical
regression approaches. The average R* values of dual-step
MLR models (Rzavg:0.981) and hybrid PCR models
(Rzalvg =0.974) are higher than the BPNN models (Rzavg:
0.904). For a given trial, the model inputs are identical irre-
spective of the modeling approach; however, no obvious trend
is observed among the trials.

The level of disagreement between the predicted and ob-
served TDS of the five BPNN models (MAE,,, = 145.875) is
considerably higher than the PCR and MLR models. For ex-
ample, the highest MAEs of the regression models in this
study are 96.210 (MLR2) and 97.553 (PCR2), whereas the
highest MAE of the machine learning neural network model
is 211.882 (BPNNS). Moreover, it is found that the precision
of the hybrid PCR results is generally better than MLR and
BPNN models. The variability of the hybrid PCR’s perfor-
mance indicators is more consistent among the five trials.
MAE and RMSE results are similar to R” results in all stages.
It is found that the regression approaches used in this study
adequately describe the TDS data and outperform a machine
learning method.
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Table 6 Hybrid PCR prediction

models Trials

Hybrid PCR equations

Hybrid PCR1
Hybrid PCR2
Hybrid PCR3
Hybrid PCR4
Hybrid PCRS

TDS =1754.858 —257.971 x PC1 —78.145 x PC2 —33.133 x PC3 +29.469 x PC4
TDS =1689.274 —244.061 x PC1 + 59.241 x PC2 —16.552 x PC3 —20.784 x PC4
TDS =1783.132—-248.295 x PC1 + 71.535 x PC2 4+ 24.981 x PC3 + 27.244 x PC4
TDS =1634.047 +263.709 x PC1 —70.708 x PC2 —21.321 x PC3 — 17.648 x PC4
TDS =1739.132-252.759 x PC1 —75.037 x PC2 —31.487 x PC3 + 2.027 x PC4

The overall performance of the models can be assessed
using percentage error. The first row in Table 8 shows the
observed TDS data in the field. The skewness of the original
TDS set is captured in the models, where medians are larger
than the means in all cases. Better modeling results are obtain-
ed at mid-range TDS concentrations. With the exception of
BPNN3, the percentage errors are generally low (about or less
than 2%) for the mean and median values. Lower percentage
errors are observed in the dual-step MLR and hybrid PCR
models.

Larger percentage errors are observed in the maximum and
minimum TDS values in all three modeling approaches. For
instance, the minimum predicted TDS value by BPNN3 is
201.81 mg/L, less than half compared to the observed data.
It appears that regression and machine learning models are
more suited to predict mid-range data than extreme values.
The precision of the BPNN models among trials is not as good
as the regression models, and larger error ranges are observed.
For example, the BPNN percentage error ranges regarding the

maximum and minimum TDS are 1.05-20.68%, and 1.0—
56.1%, respectively.

Unlike some studies (Sahoo and Jha 2013; Azadi et al.
2016) which reported better performance of machine learning
approaches than regression models, this study found that
BPNN, a machine learning method, is not superior to the
regression models considered in this study. Advanced regres-
sion methods such as the dual-step MLR and hybrid PCR are
better in terms of model accuracy and precision, at least using
TDS concentrations of an urban aquifer considered in this
study.

The dual-step MLR models perform well and are less sen-
sitive to the variability of the inputs. However, collinearity of
the explanatory variables is difficult to eliminate given the
nature of the groundwater parameters. Hybrid PCR models
eliminate collinearity issues and provide reasonable estimates
of the target parameter. The proposed hybrid PCR approach is
more appropriate for complex systems with multiple and in-
terconnected variables. The results are promising, and the

Table 7 Performance indices in training, testing, and model fitting stages

Training Testing Model fit

R MAE RMSE R MAE RMSE R MAE RMSE
MLR1 0.988 53.932 78.697 0.990 52.269 66.872 0.988 53.481 75.370
MLR2 0.976 77918 103.476 0.972 96.210 128.463 0.975 83.372 111.510
MLR3 0.965 73.516 127.256 0.986 67.014 83.281 0.973 71.556 115.910
MLR4 0.991 43.259 67.128 0.973 68.047 101.189 0.987 50.656 78.833
MLRS5 0.992 44.481 62.829 0.986 56.263 83.610 0.990 47.946 69.677
Hybrid PCR1 0.982 73.701 96.050 0.973 84.377 107.966 0.980 76.882 99.750
Hybrid PCR2 0.975 79.247 104.972 0.974 97.553 123.548 0.975 84.703 110.834
Hybrid PCR3 0.978 78.561 102.095 0.980 75.440 99.115 0.979 77.631 101.216
Hybrid PCR4 0.978 79.941 106.970 0.965 91.705 114.441 0.976 83.446 109.249
Hybrid PCR5 0.976 84.342 108.451 0.980 72.645 97.949 0.977 80.856 105.430
BPNNI1 0.982 76.047 94.952 0.955 114.666 139.095 0.975 87.556 109.976
BPNN2 0.898 51.678 213.416 0.951 102.212 170.902 0917 66.738 201.686
BPNN3 0.886 168.616 230.499 0.888 167.049 234.883 0.891 168.149 231.814
BPNN4 0.981 70.819 99.172 0.865 133.568 226.267 0.955 89.519 148.867
BPNN5 0.919 147.356 198.700 0.862 211.882 258.538 0.903 166.586 218.255

Italicized values indicate the best among the trial

R? coefficient of determination, MAE mean absolute error, RMSE root mean squared error
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Table 8  Percentage error of the models in different TDS concentration ranges

Minimum Mean Median Maximum
TDS Percentage TDS Percentage TDS Percentage TDS Percentage
of error of error of error of error

Observed 460 - 1699.79 - 1800 - 3400 -
MLRI 447.51 2.71% 1700.31 0.03% 1791.20 0.49% 3379.25 0.61%
MLR2 481.77 4.73% 1705.93 0.36% 1781.52 1.03% 3639.60 7.05%
MLR3 503.63 9.49% 1706.21 0.38% 1812.90 0.72% 3566.47 4.90%
MLR4 471.12 2.42% 1703.33 0.21% 1828.89 1.61% 3461.70 1.81%
MLRS5 447.54 2.71% 1704.20 0.26% 1837.53 2.08% 3381.12 0.56%
Hybrid PCR1 406.76 11.57% 1694.80 0.29% 1781.45 1.03% 3497.44 2.87%
Hybrid PCR2 438.00 4.78% 1714.15 0.84% 1807.05 0.39% 3647.04 7.27%
Hybrid PCR3 422.16 8.23% 1710.09 0.61% 1798.57 0.08% 3501.75 2.99%
Hybrid PCR4 409.53 10.97% 1697.94 0.11% 1790.80 0.51% 3584.00 5.41%
Hybrid PCR5 405.58 11.83% 1705.95 0.36% 1795.27 0.26% 3538.68 4.08%
BPNNI1 557.98 21.30% 1715.45 0.92% 1776.09 1.33% 3364.15 1.05%
BPNN2 464.51 0.98% 1712.56 0.75% 1804.74 0.26% 4088.32 20.24%
BPNN3 201.81 56.13% 1547.48 8.96% 1687.29 6.26% 2965.57 12.78%
BPNN4 498.02 8.27% 1727.21 1.61% 1844.71 2.48% 4103.15 20.68%
BPNNS 673.05 46.32% 1733.31 1.97% 1790.70 0.52% 3306.01 2.76%

Italicized values indicate the best among the trials

proposed approach is found applicable to groundwater TDS
modeling.

Conclusion

Groundwater parameters from 27 strategically located moni-
toring wells near an unlined landfill cell were studied.
Different groundwater parameters are implemented to develop
TDS models using regression techniques and machine learn-
ing approaches. Bias and precision of the TDS models are
evaluated by various statistical indices.

Unlike other studies, dual-step MLR, hybrid PCR, and
BPNN models are developed using distinct training and test-
ing sets. The dual-step MLR estimates are close to the ob-
served values, with good linear relationship (R*=0.988).
Eight out of 13 parameters are identified by the dual-step
MLR as significant parameters on TDS. However, correlation
coefficients among the variables revealed multicollinearity
among the parameters. The proposed hybrid PCR is devel-
oped to minimize multicollinearity and retain information
from more parameters. It is found that the proposed method
performs well compared to other methods (R*=0.965 to
0.980, MAE =75.550 to 97.553, RMSE =97.949 to
123.548, for testing stage in all models). BPNN, a machine
learning method, did not perform as well as others. For in-
stance, predictions of the target value were 56% higher in
model BPNNS.

This study demonstrates the potential of integrating multi-
variate statistical approaches as a predictive modeling ap-
proach. Hybrid PCR in this study not only minimizes
multicollinearity of the input parameters but also yields accu-
rate and precise results. Results suggest that advanced regres-
sion techniques are appropriate for groundwater studies and
can outperform machine learning approaches.
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