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Abstract Air quality forecasting system has acquired
high importance in atmospheric pollution due to its neg-
ative impacts on the environment and human health.
The artificial neural network is one of the most com-
mon soft computing methods that can be pragmatic for
carving such complex problem. In this paper, we used a
multilayer perceptron neural network to forecast the dai-
ly averaged concentration of the respirable suspended
particulates with aerodynamic diameter of not more than
10 um (PM,o) in Algiers, Algeria. The data for training
and testing the network are based on the data sampled
from 2002 to 2006 collected by SAMASAFIA network
center at EIl Hamma station. The meteorological data, air
temperature, relative humidity, and wind speed, are used
as inputs network parameters in the formation of model.
The training patterns used correspond to 41 days data.
The performance of the developed models was evaluat-
ed on the basis index of agreement and other statistical
parameters. It was seen that the overall performance of
model with 15 neurons is better than the ones with 5
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and 10 neurons. The results of multilayer network with
as few as one hidden layer and 15 neurons were quite
reasonable than the ones with 5 and 10 neurons. Finally,
an error around 9 % has been reached.

Keywords Pollution - Neural network - Multilayer
perceptron - PM;o

Introduction

Algeria is a wonderful country with a diverse, complex geog-
raphy. However, like every country in the world, it has its own
set of environmental issues. This becomes especially apparent
in highly industrialized and fast-growing urban areas like
Algiers, Oran, and Annaba. Over the past years, the health
impact of the particulate matter in the urban area of Algiers
has become a very topical subject. Atmospheric pollution cre-
ated by population growth, traffic density, rapid urbanization,
and industrialization has taken alarming dimensions
(Kerbachi et al. 2006a), which the authority has to face in
the coming years. The main pollutants monitored in the
Algiers’s air can be chemical such as ozone (Os;), nitrogen
oxide (NO,), carbon monoxide (CO), carbon dioxide (CO,),
and sulfur dioxide (SO,), or solid such as PM,, (particulate
matter with an aerodynamic diameter less than 10 pum).
Previous studies have demonstrated that the particulate matter
concentration levels frequently exceed the air quality stan-
dards in the metropolitan region of Algiers (Yassaa et al.
2001; Kerbachi et al. 2006b). Significant relation was found
between health effects and elevated concentrations of particu-
late air pollution (Pope et al. 2002; Bell et al. 2004).

In recent years, there has been a trend to use more statistical
methods instead of traditional semiempirical modeling to pre-
dict the atmospheric pollution (Ziomas et al. 1995; Shi and
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Harrison 1997; Kolehmainen et al. 2000). Nowadays, the
application of artificial neural network (ANN) to clima-
tology provides better results than linear approaches
(Gardner and Dorling 1999; Grivas and Chaloulakou
2006). The main advantages of an ANN forecasting tool
are their ability to ensure regressive estimations of non-
linear functions in high dimensional spaces, something
that is absent in traditional statistics (Gardner and
Dorling 1999). Methods have been applied in different
areas of environmental sciences such as water treatment
modeling (Baxter et al. 2002), nonlinear groundwater
management remediation (Rogers and Dowla 1994), pre-
diction of ozone concentrations (Ibarra-Berastegi et al.
2008), and vehicular exhaust emission (Alver et al.
2011). Recently, the use of ANNs has been extended
also to forecast airborne particulate matter concentra-
tions such as PM, 5 (particulate matter with an aerody-
namic diameter less than 2.5 um) and PM,, (Perez and
Reyes 2002; Ordieres et al. 2005). It was concluded that
an ANN can be a convenient tool to predict PM con-
centrations, even though the accuracy reached was low-
er than that for NO, (Lu et al. 2002; Kukkonen et al.
2003). Chelani et al. (2002) settled an ANN model to
forecast the concentration of ambient respirable particle
mater and toxic metals observed in the city of Jaipur,
India. The results showed that the ANN was capable to
forecast PM;, concentrations and toxic metals quite
accurately. Tecer (2007) has developed SO, and PM
forecasting model in Zonguldak Province in the Black
Sea region of Turkey by using an ANN. He found that
ANN can be a good tool to investigate and forecast air
quality. Roy et al. (2011) have established multiple re-
gression and neural network methods for assessment of
blasting dust in different seasons at a large open petro-
leum mines in India. The results showed that ANN can
forecast better concentrations than multiple regression
methods. In any analysis, missing or incomplete data
can pose a serious problem for the quality of the net-
work. Thus, it can overestimate or underestimate the
parameters used in the predicted model. Ul-Saufie
et al. (2011) have presented a comparison between mul-
tiple linear regressions and feed forward back propaga-
tion neural network models for forecasting PM;, con-
centration level based on gaseous and meteorological
parameters in the city of Pulau Pinang, Malaysia.
Authors used models with missing values for nearly
1 month, evaluated via performance indicators using
prediction accuracy (PA), coefficient of determination
(R%), normalized absolute error (NAE), and root mean
square error (RMSE). Results indicated that ANN can
forecast particulate matter better than multiple regres-
sions, even though there was a gap of 1 month in the
testing data.

The aim of this study is to develop a neural network meth-
od to forecast the daily average PM, concentrations in
Algiers, Algeria.

Measurements and methods
Study area and data

Algiers is Algeria’s capital city, with an area about
120 km?, and total population of 3 million inhabitants,
is one of the major coastal cities around the
Mediterranean Sea (Naimi-Ait-Aoudia and Berezowska-
Azzag 2014). Algiers’s latitude and longitude are 2° 58’
N and 3° 12" E, respectively. Numbers of their neigh-
boring clusters of islets have already been turned into a
part of the port area. The city has a Mediterranean cli-
mate characterized by high variability interannual pre-
cipitation: hot and dry in the summer and mild and
wet in the winter. The relative humidity varies from
72 % in August to 80 % in January. On average,
Algiers receives approximately 683 mm of rain per year.
The average annual temperature on the coast is around
19 °C. The topography in Algiers is characterized by
the heterogeneity of large natural units. The central part
corresponds to a plateau (altitude between 100 and
200 m) crossed by a Thalweg network. Although the
eastern part is flat and rich on water situated at altitude
between 0 and 100 m, most of the west and south
regions are represented by more or less horizontal
planes with altitudes ranging between 200 and 300 m.
This special topography favors air stagnation and allows
the pollutants to accumulate (Khedairia and Khadir
2012). Understanding the interaction between air pollu-
tion, topology and climatology can be a valuable tool
for urban organizers to decrease the negative effects of
pollution (Laiti et al. 2013).

In Algiers, the pollution levels are measured by
SAMASAFIA (Arabic term literally means: Clear Sky) mon-
itoring networks, consisted of four stations: Ben Aknoun, EL
Hamma, ler Mai, and Bab El Oued distributed through
the city. National Air Pollution Monitoring Network
continuously includes the concentrations of SO,, NO,,
NO,, NO, CO, O3, and PM;,. PM;, mass concentra-
tions (ug/m’) were recorded using automatic beta atten-
uation monitors.

In this research, the available measurements are for more
than 5 years and were provided by SAMASAFIA network at
El Hamma site on a continuous basis of 24 h (see Fig. 1). Due
to the large lack in statistics, mainly caused by power cuts and
various failures in different analyses of the measurement sta-
tions in Algiers, we focused our study on a period without
missing data form 2002 to 2003. Dataset used to predictive
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Fig. 1 Geographic map shows the locations of SAMASAFIA air quality monitoring network at El Hamma in Algiers, Algeria (Google Earth Satellite

Imagery)

PM, concentration is based also on three meteorological pa-
rameters: temperature (Temp), relative humidity (RH), and
wind velocity/speed (WS).

Implementation of the model

Generally, the multilayer perceptron (MLP) consists of a
set of interconnected layers of artificial neurons “nodes,
” which are arranged to form three layers: an input,
hidden, and an output layers. Each layer of MLP in-
cludes one or more neurons directionally linked with
the neurons from the previous and the next layer. The
input layer has as many nodes as the number of input
variables. The role of the hidden nodes is to develop
the data and encode the knowledge within the system.
Layers between the inputs and the outputs are known as
hidden layers (Fontes et al. 2014). Once the net sum at
a hidden neuron is determined, an output response is
delivered at the neuron using a transfer function (Kim
and Gilley 2008). The architecture of multilayer
perceptron used in this study is shown in Fig 2.

To set up a network of neurons, one must determine the
following variables: the number of input neurons, hidden
layers, neurons, and the learning samples. One important fea-
ture of MLP is its capability to model any smooth functional

@ Springer

relationship between one or more predictors and the irrelevant
weights. Error-correction learning algorithm is used to train
the MLP network, which means that the desired response for
the system must be known. In this algorithm, the initial
weights of connections are arbitrarily selected. Let’s assume
we have N learning specimens with each sample having n
inputs and ¢ outputs patterns, the input and the output vector
will be then defined as

X;= X1j,..Xu)
and where, J =N =1 (1)
Aj = (Byj,...By))

The input vector X; is incident on the input layer, and
an output vector O;=(0yj,..., O,) is then produced on

Hidden
Input
— Output
Input — Output
.
values _, values
.
Layer Layer
Layer

Fig. 2 A three-layer MLP (multilayer perceptions) network architecture
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the basis of the current weights W=(Wy, ...,W,). By
comparing the desired output B, (PM;, measured con-
centration) and the actual output 4;, an error function
known as the mean square error (MSE) can be defined
by the following expression:

1 N 1 n . i 2
ELearning = N Z EZ (Bj_0j> (2)
=1 <=1

It should be noted that the method essentially con-
sists in minimizing the MSE of the model penalized by
number of parameters. However, there are no systematic
suggestions to determine this number. The selection of
this parameter must be included in the model building
process. Using the theory of gradient descent learning:
Eq. (2) is back propagated by performing weights based
on negative of partial derivative of error function as
shown in the equation below:

OE
AW = MW (3)

where 0<p<1 is a parameter controlling the conver-
gence rate (learning rate) of the algorithm, which called
the step size. p is a parameter that defines the size of
the weights change during the training process. Small
values for the convergence rate cause small weight var-
iations, and large values cause large variations (Attoh-
Okine 1999). The difference between the desired and
the obtained outputs can be minimized for a large num-
ber of samples.

The transfer activation function for the output layer is
usually a linear function. In this study, a sigmoid func-
tion was selected. Sigmoid transfer function yields to an
output that changes incessantly with active level. In or-
der to avoid overestimation of variables with significant
quantities, all training and testing data must be normal-
ized. The correlation between calculated (predicted) and
observed (experimental) is examined by using linear re-
gression:

Prcasured = @-Pealculated + 3 (4)

where P is the PM,, concentration in ug/m3, and « and
[ represent the slope of the regression line and the
original value of the PM;, concentration, respectively.
For the evaluation of the performance of the devel-
oped model, two statistical parameters were selected
(Willmott 1982), called the root mean square error
(RMSE), and the coefficient of determination (R?).
Predicted and respective observed values of the

independent test sets were used for this assessment
and are then defined as follows:

N
1
RMSE = NZ (Pmeasured_Pcalculated)2 (5)
i=1
N
Z (P measured_P calculated)2
R =1- (6)
Z (P measured_P meam)2

i=1

where Pyean 1S the mean of observed data. The perfect agree-
ment or the best fit between calculated and observed values
should indicate a computed value close to 0 and 1 for RMSE
and R?, respectively.

The subdivision of data sets after pre-processing phase is
mandatory for choosing ideal construction and estimating per-
formance of neural networks. Generally, data are segmented
into training and testing sets. The largest data are usually used
in training set during developing models. However, the testing
part must be smaller and used to estimate the performance of
ANN model. It should be noted that the ideal proportions use
about 80 % and 20 %, for learning and validation, respectively
(Zhang et al. 1998).

In this study, the dataset are divided into two main parts: 95
and 5 % for training and validation sets, respectively. This
means that each array of rules generated from training is tested
on validation data set. For learning data, our analysis will be
focused on period from April 26, 2002, to July 29, 2002, while
testing data will be concentrated on period between April 26,
2003, and June 5, 2003, with the same climatic parameters.
The validity of this model is evaluated based on testing set by
using MATLAB 7 neural network toolbox. The software is a
powerful computational language for designing and simulat-
ing neural networks. This is because of its ability to deal with
matrix/arrays and vector variables (Hagan et al. 1996).
MATLAB offers various facilities such as simulation, algo-
rithm developments, graphical presentation, normalization,
and demoralization approaches (Roy 2012).

Results and discussion

Figure 3 shows the time history of the daily averaged PM,
concentrations at El Hamma station from 2002 to 2006. The
regulatory PM;, enforcements are made with 24-h averages,
which have a mean concentration of 50 pg/m®. The measure-
ments exhibit a distinct pattern influenced by important car
traffic lies in close vicinity. Obviously, the data above the limit
value constitute a large part of the overall information. 48 % of
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the total data exceed the prescribed limit threshold in El
Hamma area. The annual average was one of the highest con-
centrations recorded at the station and may be the most rele-
vant at the national level. This indicates a vital necessity for
regular control of air pollutants from anthropogenic sources,
especially the particulate pollutants to protect the human pop-
ulation and living system, as well as social assets such as
cultural locations in the city.

Tables | and 2 present the summary of the basic statistics of
the PM( and meteorological parameters sampled and used in
the analysis for the years 2002 and 2003.

According to Tables 1 and 2, it seems that the level of PM;
can reach more than four to seven times the limit value of the
local air quality standards regulations (<50 pg/m®). This is
considered as highly pollutants environment. In fact,

Table 1 Basic statistics of the pollutant concentrations and
meteorological parameters collected at EIl Hamma urban monitoring site
(April 26, 2002—July 29, 2002)

increasing the wind speed will stimulate the dilution, diffusion
of particulate matter, and later on decreasing its concentrations
in the air (Akpinar et al. 2008). Besides, the relative humidity
is usually affected by the amount of rain, which can over wash
the atmospheric aerosols, and decreases the concentration of
pollutant in the atmosphere (Azmi et al. 2010). On the other
hand, there is a correlation between the temperature and PM;,
concentrations (Wang et al. 2013). Increase in temperature
would cause chemical reactions resulting from the formation
of finite particulate matter in the atmosphere, which are obvi-
ously part of the PM;, concentration.

In this research work, the model was trained with small
data sets due to the incomplete data base available without
lack. The neuron number of hidden layer is a vital factor, while
the associated number of hidden layer is not so effective.

Table 2 Basic statistics of the pollutant concentrations and
meteorological parameters collected at EIl Hamma urban monitoring site
(April 26, 2003—June 5, 2003)

Parameters Mean Max Min Standard deviation Parameters Mean Max Min Standard deviation
Temp. (°C) 21,3 26,5 15,4 2,3 Temp. (°C) 19.1 24.8 16.5 1.7

RH (%) 68 84 31 11,6 RH (%) 72.6 83 39 10.1

WS (m/s) 16 35 6 6,3 WS (m/s) 15 29 6 6.1

PM;, (ug/m3) 68 205 24 33,8 PM;, (ug/m3) 143 359 67 67.2
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Fig. 4 Evolution of RMSE based on the number of iterations for a
network of 5 neurons (a), 10 neurons (b), and 15 neurons (c)

Many epochs are commonly required before the error be-
comes suitably small. An entire pass through all vectors of
the input training set is called an epoch. When such an epoch
of the training data has occurred without error, training is then
completed.

After repeated experiments, the best prediction on valida-
tion data set was attained at 23 epochs with the learning rate of
0.05 for one hidden layer and 15 neurons. Similarly for
models with 5 and 10 neurons, the best prediction on valida-
tion data was achieved at 11 epochs with the learning rate of
0.05 and 10 epochs with the learning rate of 0.05, respectively.
Figure 4 illustrates the performance of the neural network
simulations with different number of neurons in the hidden
layer.

Table 3 gives the summary of the parameters for different
numbers of neurons in one hidden layer and the performance
statistics on validation data set. Figure 5 indicates the compar-
ison between the observed and the predicted PM, o concentra-
tions for 5, 10, and 15 neurons, respectively.

The PM;, concentration predicted by optimized ANN
model for 15 neurons was highly correlated with the measured
levels, with R 0f0.92 and the index of agreement (IA) of 0.96.
Even though the predicted levels for 5 and 10 neurons were
less accurate compared to 15 neurons optimization, coeffi-
cients show generally a rather good correlation to the mea-
sured levels, with R 0£0.85/0.78 and IA 0£0.91/0.87 for 5 and
10 neurons, respectively. Thus, it can be concluded that the
overall performance of model with 15 neurons is better than
the ones with 5 and 10 neurons. The developed neural net-
work forecasts satisfactory the PM peaks for all cases, which
are supported by the mentioned statistical predictors, both for
the training and the validation data.

The results obtained in this study are not much different to
those found from other methodologies in the literature. In
reference (Lal and Tripathy 2012), authors obtained a perfor-
mance rate of 0.03 for RMSE, while the best prediction ob-
tained in this study was between 0.024 and 0.042. This means
that the method is mimicking the variation in the test data set
with a reasonable accuracy. Furthermore, the determination
coefficient of PM, concentration in Helsinki (Kukkonen
et al. 2003) was approximately from 0.42 to 0.77 in terms of
prediction, respectively. Grivas and Chaloulakou (2006) de-
veloped NNs for the predictions of hourly levels of PM;q in

Table 3  Summary of the parameters for different neurons

Statistical parameter 5 neurons 10 neurons 15 neurons
Number of epoch 11 10 23
Learning rate 0.05 0.05 0.05
RMSE 0.029 0.024 0.042

R 0.85 0.78 0.92

1A 0.91 0.87 0.96
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Fig. 5 PM,, concentrations observed and predicted with one hidden
layer of 5 neurons (a), 10 neurons (b), and 15 neurons (c)

Athens, Greece, the R values were estimated between 0.70 and
0.82, and the 1A values between 0.80 and 0.89, depending on
the specific site. Papanastasiou et al. (2007)) developed an NN
model for the prediction of daily average PM; concentrations
in the medium-sized city of Volos, Greece, and achieved an R
value equal to 0.78, and IA value equal to 0.78. Those are
similar to the values of R (0.78, 0.85, and 0.92) and TA
(0.91, 0.87, and 0.96) obtained in this work. R* value is close

@ Springer

to 1, which means that more than 99 % of the prediction
obtained is error free. In addition, Kurt et al. (2008) reported
an error percentage of 43 % for prediction of SO, in Istanbul,
whereas errors between 9 and 58 % were achieved in this
approach. Therefore, the results obtained by the projected
technique are in the range with other pollutant predicting
methods that have been used around the biosphere.

In the process to predict PM;, concentration, it is clearly
proven that the number of neurons has influenced the final
model performance. MLP network developed and tested for
41 days showed that the model was able to forecast PM;,,
concentrations at El Hamma site with an acceptable perfor-
mance. The multilayer network with as few as one hidden
layer is indeed able to provide satisfactory results; however,
the differences between the observed and the predicted con-
centration must be carefully considered. Finally, the perfor-
mance of PM;, predictions by the Neural Network method
can be improved if more input parameter could be tested in
large verification period.

Conclusion

The outcome of this research is air quality forecasting
model using artificial neural network techniques as tools
to resolve the problematic task of the prediction of
PM;, hourly concentrations. A multilayer perceptron
with one hidden layer was applied to forecast the atmo-
spheric pollutants concentration at El Hamma site in
Algiers. It was observed that the combination between
the multilayer perceptron model and atmospheric param-
eters showed a good performance on the test data. An
error around 9 % has been reached, which can be considered
as a limit success. In addition, the neural model prediction
does not vary much from the experimental values.

Though the numbers were trained on a reduced number of
input variables, the results were rather satisfactory, for the
selected measurement. Thus, it can be stated that the reduced
size of the training dataset would result at an improvement of
the generalization ability. In fact, if the proposed method is
well understood, the neural networks can provide significant
services for the local community, such as a tool of preventive
policies in public health and urban mobility. In addition, the
method is expected to yield better results in the future opera-
tion with a wide testing data, including car traffic and new
climatological variables. Besides, this investigation can be
extended using other computing software in comparison with
this research.
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