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Abstract River water is a major resource of drinking water
on earth. Management of river water is highly needed for
surviving. Yamuna is the main river of India, and monthly
variation of water quality of river Yamuna, using statistical
methods have been compared at different sites for each water
parameters. Regression, correlation coefficient, autoregressive
integrated moving average (ARIMA), box-Jenkins, residual
autocorrelation function (ACF), residual partial autocorrela-
tion function (PACF), lag, fractal, Hurst exponent, and pre-
dictability index have been estimated to analyze trend and
prediction of water quality. Predictive model is useful at 95 %
confidence limits and all water parameters reveal platykurtic
curve. Brownianmotion (true randomwalk) behavior exists at
different sites for BOD, AMM, and total Kjeldahl nitrogen
(TKN). Quality of Yamuna River water at Hathnikund is
good, declines at Nizamuddin, Mazawali, Agra D/S, and
regains good quality again at Juhikha. For all sites, almost
all parameters except potential of hydrogen (pH), water tem-
perature (WT) crosses the prescribed limits of World Health
Organization (WHO)/United States Environmental Protection
Agency (EPA).

Keywords Statistical analysis . Fractal dimension . Time
series analysis .Water resourcemanagement

Introduction

River water plays an important role in the supply of
drinking water, and the quality of drinking water depends
upon the quality of nearer river water. Yamuna is the
largest tributary river of the Ganga in India. It originates
from Yamunotri glacier at a height of 6,387 m on the
southwestern slopes of Banderpooch peaks (38° 59′ N,
78° 27′ E) in the lower Himalayas in Uttarakhand. It
travels a total length of 1,376 km by crossing several
states, Uttarakhand, Haryana, Himachal Pradesh, Delhi,
and Uttar Pradesh and has a mixing of drainage system
of 366,233 km2 before merging with the Ganga at
Allahabad, i.e., a total of 40.2 % of the entire Ganga
basin. The river accounts for more than 70 % of Delhi’s
water supplies and about 57 million people depend on
river water for their daily usage (CPCB 2006).

Central Pollution Control Board (CPCB) monitors the wa-
ter quality parameters at different sites of Yamuna River. Five
sample sites are chosen according to utilization of river water,
namely Hathnikund, Nizamuddin, Mazawali, Agra, and
Juhikha. Hathnikund is approximately 157 km downstream
from Yamunotri and 2 km upstream from Tajewala barrage.
Nizamuddin is approximately 14 km downstream from
Wazirabad barrage at Delhi. The distance from Hathnikund
to Wazirabad is 224 km. The water quality at Hathnikund has
the impact of industrial and sewerage discharge from Haryana
and Delhi. Mazawali is about 84 km downstream from
Wazirabad barrage and have the impact of wastewater dis-
charge from Shahdara drain and Hindon river. Agra D/S at
west Burzi of Taj Mahal monument is about 310 km down-
stream from Wazirabad barrage and depicts the impact of
sewerage water discharge from Agra city and industrial waste
from Mathura refinery. Juhikha is about 613 km downstream
from Wazirabad barrage and assesses the impact of river
Chambal confluence on river Yamuna (CPCB 2006).
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Pollution in river water is continuously increasing due to
urbanization, industrialization, etc., and most of the rivers are
at dying position, which is an alarming signal (Parmar et al.
2009). Industrial wastes, municipal sewage, and agricultural
runoff effect physicochemical parameters of river water
(Akoto and Adiyiah 2007; Alam et al. 2007; Hermans et al.
2007; Shukla et al. 2008). Trihalomethane compounds were
determined in the drinking water samples at consumption sites
and treatment plants of Okinawa and Samoa Islands and
observed that the chloroform, bromodichloromethane com-
pound exceed the level of Japan water quality and WHO
(World Health Organization) standards (APHA 1995; WHO
1971). Water quality modeling, using multiple linear regres-
sion, structural equation, trend and time series analysis are
major tools for application in water quality management
(Chenini and Khemiri 2009; Fang et al. 2010; Singh et al.
2004; Su et al. 2011; Vassilis et al. 2001; Bhardwaj and
Parmar 2014; Panepinto and Genon 2010; Amiri and
Nakane 2009; Boskidis et al. 2012).

Climatic dynamic plays an important role in deter-
mining the water quality. Using fractal dimensional
analysis, trend and time series data of three major
dynamic components temperature, pressure and precip-
itation of the climate analyzed (Dutta et al. 2013;
Bhardwaj and Parmar (2013a); Rangarajan 1997).
Regional climatic models would not be able to predict
local climate as it deals, with averaged quantities and
that precipitation during the southwest monsoon is
affected by temperature and pressure variability during
the preceding winter (Kahya and Kalayci 2004;
McCleary and Hay 1980; Mousavi et al. 2008;
Movahed and Hermanisc 2008; Park and Park 2009;
Rangarajan and Ding 2000; Rangarajan and Sant 2004;
Toprak 2009; Toprak et al. 2009; Calvo et al. 2012;
Yarar 2014).

The quality of Yamuna River water depends upon
quality of water parameters, potential of hydrogen
(pH), chemical oxygen demand (COD), biochemical
oxygen demand (BOD), dissolved oxygen (DO), water
temperature (WT), free ammonia (AMM), and total
Kjeldahl nitrogen (TKN). In this paper, statistical anal-
y s i s , r eg re s s ion ana lys i s , t r end , t ime - se r i e s ,
autoregressive integrated moving average (ARIMA),
residual autocorrelation function (ACF), residual partial
autocorrelation function (PACF), lag, Hurst exponent,
fractal dimension, and predictability index of these
water parameters have been estimated at the five sam-
ple sites, Hathnikund (S1), Nizamuddin (S2), Mazawali
(S3), Agra D/S (S4), and Juhikha (S5) of Yamuna River
which crosses different states of India as shown in
Fig. 1. Monthly average values of last 10 years of
water quality parameters at these sites have been con-
sidered for study.

Mathematical modeling

Statistical analysis

Measure of central tendency and dispersion are used to calcu-
late mean, median, mode, standard deviation, kurtosis, skew-
ness, and coefficient of variation. Mean explains average
value. Median gives the middle values of an ordered sequence
or positional average. Mode is defined as the value which
occurs the maximum number of time that is having the max-
imum frequency. Standard deviation gives measure of spread
of the sample. Kurtosis refers to the degree of flatness or
peakedness in the region about the mode of a frequency curve.
Skewness describes the symmetry of data. Coefficient of
variation gives the relative measure of sample (Bhardwaj
and Parmar (2013b) Box et al. 2008; Rangarajan and Ding
2000; Diodato et al. 2014).

R squared is an estimate of the proportion of the total
variation in the series which is explained by the model and
measure is useful when the series is stationary. Stationary R
squared is a measure that compares the stationary part of the
model to a simple mean model and is preferable to ordinary R
squared when there is a trend or seasonal pattern. Stationary R
squared can be negative with a range of negative infinity to 1.
Negative values mean that the model under consideration is
worse than the baseline model. Positive values mean that the
model under consideration is better than the baseline model
(Box et al. 2008; DeLurgio 1998; McCleary and Hay 1980).

In each of the forthcoming definitions, yt is the actual value,
ft is the forecasted value, et=yt−ft is the forecast error, and n is

the size of the test set. Also, y¼ 1
n ∑
t¼1

n

yt is the test mean and

σ2 ¼ 1
n−1 ∑

t¼1

n

yt−yð Þ2 is the test variance.

The mean absolute error is defined as

MAE ¼ 1

n

X
t¼1

n

etj j ð1Þ

Mean absolute percentage error, measure is given by

MAPE ¼ 1

n

X
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n et
yt

����
����� 100 ð2Þ

Mean percentage error, is defined as
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Mathematically, root mean square error is
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MSE
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Regression analysis

It is a technique used for modeling and analyzing the
variables present in a sample. Regression analysis helps
in understanding the variation in value of the dependent
variable as independent variables is varied, while the
other independent variables are held fixed. Regression

line of Y (dependent variable) on X (independent vari-
able) defined as (Chenini and Khemiri 2009)

Y ¼ byxX þ C ð5Þ

where C is the intercept,

byx ¼ regression coefficient ¼ r � σy

σx

r ¼ Correlation coefficient ¼ E XYð Þ−E Xð ÞE Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E X 2
� �

−E Xð Þ2
� 	

E Y 2
� �

−E Yð Þ2
� 	r ¼ cov X ; Yð Þ

σXσY

ð6Þ

σY,σX are standard deviation of variables Y and X, respec-
tively, and E(X), E(Y), E(XY) are expected value of variables
X,Y and XY, respectively.

Time series analysis

Time series is a sequence of data points, measured at succes-
sive times spaced at uniform time intervals. Time series

analysis comprises methods for analyzing time series
data in order to extract meaningful statistics and other
characteristics of the data and to forecast future events
based on known past events to predict data points
before these are measured. Time series model will gen-
erally reflect the fact that observations close together in
time will be more closely related than observations
further apart (Weng, et al. 2008).

Fig. 1 Flow of Yamuna River in India with five main stations, site1—Hathnikund (S1), site2—Nizamuddin (S2), site3—Mazawali (S3), site4—Agra
D/S (S4), and site5—Juhikha (S5)
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Autoregressive integrated moving average

Auto regressive integrated moving average (ARIMA) model
of a time series is defined by three terms p, d, q. Identification
of a time series is the process of finding integer values of p, d,
and q. When the value is 0, the element is not needed in the
model. The middle element, d, is investigated before p and q.
The goal is to determine if the process is stationary and, if not,
to make it stationary before determining the values of p and q.
A stationary process has a constant mean and variance over
the time period of the study. The representation of an
autoregressive model in time series (Box et al. 2008;
DeLurgio 1998; McCleary and Hay 1980), well-known as
AR(p), is

Y t ¼ α0 þ α1Y t−1 þ α1Y t−2 þ ::::þ αpY t−p þ εt ð7Þ

where the term εt is the source of randomness and is called
white noise αi are constants.

In ARIMA models, a non-stationary time series is made
stationary by applying finite differencing of the data points.
The mathematical formulation of the ARIMA (p,d,q) model
using lag polynomials is given below

ϕ Lð Þ 1−Lð Þdyt ¼ θ Lð Þεt; i:e:
1−
X
i¼1

p

ϕiL
i

 !
1−Lð Þd yt ¼ 1þ

X
j¼1

q

θ jL
j

 !
εt

ð8Þ

Here, p, d, and q are integers greater than or equal to
zero and refer to the order of the autoregressive, inte-
grated, and moving average parts of the model, respec-
tively. The integer d controls the level of differencing.
Generally, d=1 is enough in most cases. When d=0,
then i t reduces to an ARMA(p ,q ) model . An
ARIMA(p,0,0) is nothing but the AR(p) model and
ARIMA(0,0,q) is the MA(q) model. ARIMA(0,1,0),
i.e., yt=yt−1+ε is a special one and called as the ran-
dom walk model.

Autocorrelation functions and partial autocorrelation
functions

To determine a proper model for a given time series data, it is
necessary to carry out the autocorrelation functions (ACF) and
partial autocorrelation functions (PACF) analysis. These sta-
tistical measures reflect how the observations in a time series
are related to each other. For modeling and forecasting pur-
pose, it is often useful to plot the ACF and PACF against
consecutive time lags. These plots help in determining the
order of AR and MA terms. Below, we give their mathemat-
ical definitions:

For a time series{x(t), t=0,1, 2,…} the autocovariance at
lag k is defined as

γk ¼ Cov xt; xtþkð Þ ¼ E xt−μð Þ xtþk−μð Þ½ � ð9Þ
The autocorrelation coefficient at lag k is defined as

ρk ¼
γk
γ0

ð10Þ

Here, μ is the mean of the time series, i.e., μ=E[xt]. The
autocovariance at lag zero, i.e., γ0 is the variance of the time
series. Autocorrelation coefficient ρk is dimensionless and so
is independent of the scale of measurement also, −1≤ρk≤1.
Statisticians Box and Jenkins termed γk as the theoretical
autocovariance function (ACVF) and ρk as the theoretical
autocorrelation function (ACF).

Partial autocorrelation function (PACF) is used to measure
the correlation between an observation k period ago and the
current observation, after controlling for observations at inter-
mediate lags (i.e., at lags <k). At lag 1, PACF(1) is same as
ACF(1).

Stochastic process governing a time series is unknown, and
so, it is not possible to determine the actual or theoretical ACF
and PACF values. Rather, these values are to be estimated
from the training data, i.e., the known time series at hand. The
estimated ACF and PACF values from the training data are
respectively termed as sample ACF and PACF. The most
appropriate sample estimate for the ACVF at lag k is

ck ¼ 1

n

Xn−k
t¼1

xt−μð Þ xtþk−μð Þ ð11Þ

Then the estimate for the sample ACF at lag k is given by

rk ¼ ck
c0

ð12Þ

Here, { x(t), t=0,1,2,.......} is the training series of size n
with mean μ.

Figure 2 explains Box and Jenkins methodology proce-
dure; the sample ACF plot is useful in determining the type of
model to fit to a time series of length N. Since ACF is
symmetrical about lag zero, it is only required to plot the
sample ACF for positive lags, from lag one onwards to a
maximum lag of about N/4. The sample PACF plot helps in
identifying the maximum order of an AR process.

Hurst exponent (H)

It refers the index of dependence. It quantifies the relative
tendency of a time series either to regress strongly to the mean
or to cluster in a direction. The value of the Hurst exponent
ranges between 0 and 1. Avalue of 0.5 indicates a true random
walk (a Brownian time series). In a random walk, there is no
correlation between any element and a future element. A
Hurst exponent value H, 0.5<H<1 indicates “persistent be-
havior” (a positive autocorrelation). If there is an increase
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from time step ti–1 to ti, there will probably be an increase from
ti to ti+1. The same is true of decreases, where a decrease will
tend to follow a decrease. A Hurst exponent value H, 0<H<
0.5 will exist for a time series with “anti-persistent behavior”
(or negative autocorrelation). Here, an increase will tend to be
followed by a decrease or decrease will be followed by an
increase. This behavior is sometimes called “mean reversion”
(Rangarajan and Sant 2004).

H ¼ byx−1
2

����
���� ð13Þ

Also, Hurst exponent can be calculated using power law
decay (Rangarajan and Ding 2000)

p kð Þ ¼ Ck−α ð14Þ

where C is a constant and p (k) is the autocorrelation
function with lag k. The Hurst exponent is related to the
exponent alpha in the equation by the relation

H ¼ 1−
α
2

ð15Þ

Fractal dimension (D)

It is a statistical quantity, which gives an indication of how
completely a fractal appears to fill space, as one zooms down
to finer and finer scales.

D ¼ 2−H ð16Þ

Also fractal dimension is calculated from the Hausdorff
dimension. The Hausdorff dimensionDH, in a metric space, is
defined as (Rangarajan and Ding 2000; Rangarajan and Sant
2004)

DH ¼ − lim
ε→0

ln N εð Þ½ �
lnε

ð17Þ

where N(ε) is the number of open balls of a radius ε needed
to cover the entire set. An open ball with center P and radius ε
in a metric space with metric d is defined as set of all points x
such that d(P,x)<ε.

Predictability index

It describes the behavior of time series (Rangarajan 1997;
Rangarajan and Ding 2000; Rangarajan and Sant 2004).

PI ¼ 2 D−1:5j j ð18Þ

Predictability index (PI) value increases when D value
becomes less than or greater than 1.5. In the former case,
persistence behavior is observed while in the later, an anti-
persistence. If one of these indices comes close to 0, then the
corresponding process approximates the Brownian motion
and is therefore unpredictable.

Results and discussion

Using statistical, time series, and fractal analysis, the quality
of water at different sites S1, S2, S3, S4, and S5 of full stretch
river Yamuna has been discussed. Figure 3 depicts the average
value, positional average, mode, standard deviation, skew-
ness, kurtosis, and coefficient of variation for all parameters
pH, COD, BOD, AMM, TKN, DO, and WT at sample sites
S1, S2, S3, S4, and S5, respectively. Table 1 explains trend and
time series analysis of ARIMAmodel, stationary R squared, R
squared, RMSE, MAPE, MaxAPE, MAE, Ljung-Box, resid-
ual ACF, and residual PACF for all water quality parameters at
all sample sites. Figure 4 shows the plot of ACF, PACF, time
series, observed data, best fit, lower confidence limit (LCL),
and upper confidence limit (UCL). Table 2 gives regression
equation, coefficient of determination, Hurst exponent, fractal
dimension, and predictability index, and Table 3 depicts frac-
tal and predictability analysis behavior for S1–S2, S1–S3, S1–
S4, S1–S5, S2–S3, S2–S4, S2–S5, S3–S4, S3–S5, and S4–S5. By
using equations (1)–(18), the following are observed:

Fig. 2 Box-Jenkins methodology for optimal model selection
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pH: For all sites, the mean, median, and mode remain
within prescribed limits ofWHO/EPA and exhibit normal
behavior, standard deviation, and skewness values that
are close to zero, which show that curve is symmetrical
and platykurtic. Prediction model is better than the base-
line model as stationary R squared and R squared values
exhibit the similar behavior. RMSE values are low, so
dependent series is closed with its model-predicted level.
Using Ljung-Box model, for all sites, value of statistics
lies between 18 to 29, significance level varies from 0.03

to 0.39, and simple ARIMA model was used for predic-
tion. It is observed that value of pH lies between 7 to 9,
and quality of water remains same at all sites, which is
calculated at 95 % confidence limits. Anti-persistence
behavior exists at all sites except for S2–S5 which shows
persistence behavior.
COD: For all sites, behavior is not normal, spread of data
points is high, and curve is symmetrical and platykurtic,
but for S1, it is nonsymmetrical and leptokurtic. COD
crosses the prescribed limits of WHO/EPA at all sites
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Fig. 3 Graphical representation of statistical analysis of water quality parameters at sample sites of Yamuna River
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Table 1 Trend and time series analysis of water quality parameters

Fit statistic Hathnikund (S1) Nizamuddin (S2) Mazawali (S3) Agra D/S (S4) Juhikha (S5)

Stationary R squared Mean for pH 0.225 0.31 2.22E-13 0.045 0.271

R squared 0.225 0.089 2.22E-13 0.045 0.136

RMSE 0.373 0.309 0.295 0.363 0.413

MAPE 3.811 3.347 2.93 3.407 3.899

MaxAPE 12.886 11.305 12.178 17.046 26.158

MAE 0.297 0.251 0.225 0.265 0.311

Statistics Ljung-Box Q(18) for pH 19.847 18.061 20.071 29.212 23.9

DF 17 17 18 17 17

Sig. 0.282 0.385 0.329 0.033 0.122

Stationary R squared Mean for COD 0.823 0.229 0.35 0.189 0.069

R squared 0.022 0.229 0.35 0.172 0.059

RMSE 5.63 24.771 17.472 28.175 10.602

MAPE 83.196 60.779 30.648 49.141 50.135

MaxAPE 670.741 1.63E+03 169.07 262.859 485.991

MAE 3.812 19.088 13.961 21.828 7.752

Statistics Ljung-Box Q(18) for COD 22.358 11.975 24.688 11.133 17.256

DF 17 15 16 17 17

Sig. 0.171 0.681 0.76 0.85 0.437

Stationary R squared Mean for BOD 0.422 0.434 0.089 0.322 0.39

R squared 0.016 0.434 0.086 0.06 0.045

RMSE 0.575 8.962 8.177 8.976 2.381

MAPE 26.594 68.162 67.176 56.364 60.258

MaxAPE 64.781 706.023 516.894 553.774 341.494

MAE 0.388 7.347 6.639 6.928 1.852

Statistics Ljung-Box Q(18) for BOD 24.471 18.227 33.665 15.96 29.257

DF 17 16 17 17 17

Sig. 0.107 0.311 0.009 0.527 0.032

Stationary R squared Mean for AMM 0.423 0.302 0.394 0.174 −1.01E-15
R squared 0.008 0.302 0.394 0.171 −6.47E-06
RMSE 0.287 7.354 7.964 5.013 1.058

MAPE 101.265 145.958 131.082 157.18 191.539

MaxAPE 1.48E+03 4.43E+03 3.80E+03 3.74E+03 1.95E+03

MAE 0.216 5.933 6.078 4.091 0.632

Statistics Ljung-Box Q(18) for AMM 19.521 34.414 13.041 36.819 18.763

DF 17 15 14 17 18

Sig. 0.299 0.003 0.523 0.004 0.407

Stationary R squared Mean for TKN 0.441 0.255 0.416 0.172 −1.22E-15
R squared 0.047 0.255 0.416 0.169 −0.002
RMSE 0.811 8.513 8.502 5.68 1.98

MAPE 74.887 62.387 51.205 79.105 121.042

MaxAPE 416.091 548.081 563.396 1.62E+03 873.403

MAE 0.522 6.744 6.739 4.475 1.384

Statistics Ljung-Box Q(18) for TKN 22.828 22.456 17.593 29.374 16.836

DF 17 17 15 17 18

Sig. 0.155 0.168 0.285 0.031 0.534

Stationary R squared Mean for DO 0.298 0.152 0.189 0.22 0.175

R squared 0.298 0.152 0.189 0.22 0.162

RMSE 1.148 1.295 3.086 2.816 2.612

MAPE 9.563 93.576 94.939 60.331 23.028
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with maximum at S2 and minimum at S1. Time series
model is better than the baseline model as stationary R
squared and R squared values exhibit the similar behav-
ior. RMSE value is low so dependent series is closed with
its model-predicted level. Using Ljung-Boxmodel, for all
sites, value of statistics lies from 11 to 25, significance
level ranging from 0.17 to 0.85, and simple ARIMA
model was used for prediction. Using plots of ACF,
PACF, lag, and time series, it is observed that value of
COD lies between 0 to 18 for S1, 0 to 120 for S2, 0 to 100
for S3, 0 to 150 for S4, and 0 to 60 for S5 and the quality of
water gets effected at all sites, which is calculated at 95 %
confidence interval. It is observed that persistence behav-
ior exist for S1–S2, S1–S3, and S1–S4; anti-persistence for
S2–S3, S2–S4, S2–S5, S3–S4, S3–S5, and S4–S5; and
Brownian time series (true random walk) for S1–S5.
BOD: Behavior is not normal, spread of data points is
high except for S1, and spread of data is low. BOD
exhibits symmetrical behavior. Curve is platykurtic for
all sites except for S1 and S5, which shows leptokurtic
behavior. BOD remains within prescribed limits of
WHO/EPA at S1 and S5, but for S2, S3, S4 crosses
prescribed limits with maximum at S2. Model is better
than the baseline model as stationary R squared and R
squared value exhibit the similar behavior. RMSE value
is low, so dependent series is closed with its model-
predicted level for all sites. From Ljung-Box model, for
all sites, statistics lies between 15 and 34, significance
varies from 0.01 to 0.53, and simple ARIMA model was
used for prediction. ACF, PACF, lag, and time series
explains that value of BOD lies between 0 to 2 for S1, 0
to 50 for S2, 0 to 35 for S3, 0 to 40 for S4, and 0 to 6 for S5
and the quality of water gets effected at all sites, which is
calculated at 95 % confidence limits. It is observed that

anti-persistence behavior exist for S2–S3, S2–S4, S2–S5,
S3–S4, S3–S5, and S4–S5 and Brownian time series (true
random walk) for S1–S2, S1–S3, S1–S4, and S1–S5.
AMM: For all sites, behavior exhibits normal. Spread of
data is high for all sites except for S1 and S5. Curve is
symmetrical and platykurtic expect for S5; it is nonsym-
metrical and leptokurtic. AMM crosses the prescribed
limits of WHO/EPA at all sites except S1 and S5 with
maximum at S2, S3. For all sites, stationary R squared and
R squared value reveal the similar behavior so prediction
model is better than the baseline model. RMSE value is
low; thus, dependent series is closed with its model-
predicted level except at S2, S3, and S4. Using Ljung-
Box model, statistics lies between 13 and 37, significance
level varies from 0.00 to 0.52, and simple ARIMAmodel
was used for prediction. ACF, PACF, lag, and time series
shows that value of AMM lies between 0 to 1 for S1, 0 to
30 for S2, 0 to 35 for S3,0 to 20 for S4, and 0 to 4 for S5
and the quality of water gets effected at all sites, which is
calculated at 95 % confidence interval. It is observed that
persistence behavior exist for S1–S5, S3–S5, and S4–S5;
anti-persistence for S2–S3, S2–S4, S2–S5, and S3–S4; and
Brownian time series (true random walk) for S1–S2, S1–
S3, and S1–S4.
TKN: For all sites, curve is not normal. Data spread is
high, symmetric, platykurtic for all sites except S1 and S5,
which has spread low, nonsymmetrical, and leptokurtic.
TKN crosses the prescribed limits of WHO/EPA at all
sites except for S1 and S5 with maximum at S3. Prediction
model is better than the baseline model as stationary R
squared and R squared value reveal the similar behavior.
RMSE values are low, so dependent series is closed with
its model-predicted level except for S2, S3, and S4. Using
Ljung-Box model, value of statistics ranges from 16 to

Table 1 (continued)

Fit statistic Hathnikund (S1) Nizamuddin (S2) Mazawali (S3) Agra D/S (S4) Juhikha (S5)

MaxAPE 49.075 988.732 2.06E+03 1.30E+03 84.5

MAE 0.877 0.827 2.343 2.007 2.013

Statistics Ljung-Box Q(18) for DO 36.042 16.859 32.406 12.421 39.549

DF 15 17 17 14 16

Sig. 0.002 0.464 0.013 0.573 0.001

Stationary R squared Mean for WT 0.561 0.588 0.569 0.706 0.546

R squared 0.561 0.588 0.569 0.706 0.546

RMSE 3.277 3.754 3.915 3.084 3.705

MAPE 13.44 11.844 13.305 9.937 12.5

MaxAPE 70.796 90.229 76.704 69.855 78.318

MAE 2.523 2.678 2.96 2.371 2.931

Statistics Ljung-Box Q(18) for WT 24.724 23.76 32.84 72.304 76.098

DF 15 15 15 13 15

Sig. 0.054 0.069 0.005 0 0
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pH

Fig. 4 Graphical representation of trend, time series analysis (ACF, PACF, observed, best fit, LCL, UCL) of water quality parameters
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COD

Fig. 4 (continued)
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29, significance level lies from 0.03 to 0.52, and simple
ARIMAmodel was used for prediction. ACF, PACF, lag,
and time series shows that value of TKN lies between 0 to
3 for S1, 0 to 40 for S2, 0 to 40 for S3, 0 to 25 for S4, and 0
to 75 for S5 and the quality of water gets effected at all

sites, which is calculated at 95 % confidence limits. It is
observed that persistence behavior exist for S1–S5; anti-
persistence for S2–S3, S2–S4, S2–S5, S3–S4, S3–S5, and
S4–S5; and Brownian time series (true random walk) for
S1–S2, S1–S3, and S1–S4.

BOD

Fig. 4 (continued)
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DO:Mean, median, and mode are same and thus behaves
normally for S1, S2 and S5. At all sites, data spread is low
and symmetrical. Curve is platykurtic at all sites except
for S2, which has leptokurtic. WHO/EPA standards are
not satisfied by DO at S2, S3, and S4 except for S1 and S5.

For all sites, time series model is better than the baseline
model as stationary R squared and R squared value ex-
hibit the similar behavior. RMSE values are low, so
dependent series is closed with its model-predicted level
except for S3, S4, and S5. From Ljung-Box model, for all

AMM

Fig. 4 (continued)
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sites, value of statistics lies between 12 and 40,
significance level between 0.00 and 0.57, and sim-
ple ARIMA model was used for prediction. Using
plots of ACF, PACF, lag, and time series, it is
observed that value of DO lies between 7 to 13
for S1, 0 to 5 for S2, 0 to 14 for S3, 0 to 13 for S4,

and 5 to 15 for S5 and the quality of water gets
effected at all sites, which is calculated at 95 %
confidence scale. It is observed that persistence
behavior exist for S1–S2, S1–S3, S1–S4, S2–S5, and
S3–S5 and anti-persistence for S1–S5, S2–S3, S2–S4,
S3–S4, and S4–S5.

TKN

Fig. 4 (continued)
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WT: For all sites, mean, median, and mode remains
within the prescribed limits of WHO/EPA, exhibits nor-
mal behavior, standard deviation is high, and spread is
same and symmetrical. Curve is platykurtic except for S2,
which has leptokurtic. Model is better than the baseline

model as stationary R squared and R squared value be-
have alike. RMSE values are low, so dependent series is
closed with its model-predicted level. Using Ljung-Box
model, value of statistics lies between 23 and 76, signif-
icance level between 0 and 0.07, and simple ARIMA

DO

Fig. 4 (continued)
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model was used for prediction. Using plots of ACF,
PACF, lag, and time series, it is observed that value of
WT lies between 10 to 28 for S1, 15 to 35 for S2, 15 to 35
for S3, 13 to 35 for S4, and 18 to 30 for S5 and the quality

of water gets effected at all sites, which is calculated at
95 % confidence limits. It is observed that anti-
persistence behavior exist for S1–S2, S1–S3, S1–S4, S1–
S5, S2–S3, S2–S4, S2–S5, S3–S4, S3–S5, and S4–S5.

WT

Fig. 4 (continued)
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Table 2 Fractal analysis of water quality parameters

pH Hathnikund (S1) Sample Stations Regression equation r2 byx H(abs) D(fractal) PI

Nizamuddin (S2) y=0.3819x+4.9138 0.086 0.3819 0.3091 1.69095 0.3819

Mazawali (S3) y=0.4431x+4.343 0.0962 0.4431 0.2785 1.72155 0.4431

Agra D/S (S4) y=0.2913x+5.4889 0.0652 0.2913 0.3544 1.64565 0.2913

Juhikha (S5) y=0.2973x+5.3873 0.0981 0.2973 0.3514 1.64865 0.2973

Nizamuddin (S2) Mazawali (S3) y=0.4903x+3.6829 0.1998 0.4903 0.2549 1.74515 0.4903

Agra D/S (S4) y=0.2516x+5.5042 0.0825 0.2516 0.3742 1.6258 0.2516

Juhikha (S5) y=−0.0438x+7.823 0.0036 −0.0438 0.5219 1.4781 0.0438

Mazawali (S3) Agra D/S (S4) y=0.3834x+4.7303 0.2304 0.3834 0.3083 1.6917 0.3834

Juhikha (S5) y=0.2973x+5.3873 0.0981 0.2973 0.3514 1.64865 0.2973

Agra D/S (S4) Juhikha (S5) y=0.2015x+6.2096 0.0586 0.2015 0.3993 1.60075 0.2015

COD Hathnikund (S1) Nizamuddin (S2) y=−0.0354x+9.5039 0.029 0.0354 0.5177 1.4823 0.0354

Mazawali (S3) y=−0.0475x+9.9418 0.0322 0.0475 0.5238 1.47625 0.0475

Agra D/S (S4) y=−0.0295x+8.8894 0.0255 0.0295 0.5148 1.48525 0.0295

Juhikha (S5) y=−0.0042x+7.2931 6.00E-05 0.0042 0.5021 1.4979 0.0042

Nizamuddin (S2) Mazawali (S3) y=0.8917x+13.614 0.4903 0.8917 0.0542 1.94585 0.8917

Agra D/S (S4) y=0.4034x+41.955 0.2068 0.4034 0.2983 1.7017 0.4034

Juhikha (S5) y=0.9577x+43.749 0.1452 0.9577 0.0212 1.97885 0.9577

Mazawali (S3) Agra D/S (S4) y=0.2972x+40.67 0.182 0.2972 0.3514 1.6486 0.2972

Juhikha (S5) y=0.4171x+48.412 0.0447 0.4171 0.2915 1.70855 0.4171

Agra D/S (S4) Juhikha (S5) y=0.8701x+37.915 0.0943 0.8701 0.065 1.93505 0.8701

BOD Hathnikund (S1) Nizamuddin (S2) y=−0.0035x+1.3509 0.0051 −0.0035 0.5018 1.49825 0.0035

Mazawali (S3) y=−0.0024x+1.3113 0.0012 −0.0024 0.5012 1.4988 0.0024

Agra D/S (S4) y=−0.002x+1.3089 0.0011 −0.002 0.501 1.499 0.002

Juhikha (S5) y=0.0124x+1.2233 0.0027 0.0124 0.4938 1.5062 0.0124

Nizamuddin (S2) Mazawali (S3) y=0.9087x+7.6396 0.4296 0.9087 0.0457 1.95435 0.9087

Agra D/S (S4) y=0.4025x+14.877 0.0995 0.4025 0.2988 1.70125 0.4025

Juhikha (S5) y=1.7739x+14.182 0.1338 1.7739 0.387 1.61305 0.2261

Mazawali (S3) Agra D/S (S4) y=0.2257x+11.57 0.0602 0.2257 0.3872 1.61285 0.2257

Juhikha (S5) y=1.2634x+10.063 0.1305 1.2634 0.1317 1.8683 0.7366

Agra D/S (S4) Juhikha (S5) y=0.0497x+3.3338 0.0356 0.0497 0.4752 1.52485 0.0497

AMM Hathnikund (S1) Nizamuddin (S2) y=0.0019x+0.1742 0.0033 0.0019 0.4991 1.50095 0.0019

Mazawali (S3) y=0.0007x+0.1927 0.0006 0.0007 0.4997 1.50035 0.0007

Agra D/S (S4) y=−0.0013x+0.2128 0.0006 −0.0013 0.5007 1.49935 0.0013

Juhikha (S5) y=−0.0295x+0.2281 0.0118 −0.0295 0.5148 1.48525 0.0295

Nizamuddin (S2) Mazawali (S3) y=0.6122x+5.8183 0.5015 0.6122 0.1939 1.8061 0.6122

Agra D/S (S4) y=0.7183x+10.444 0.2053 0.7183 0.1409 1.85915 0.7183

Juhikha (S5) y=1.7587x+13.977 0.0458 1.7587 0.3794 1.62065 0.2413

Mazawali (S3) Agra D/S (S4) y=0.9935x+8.8038 0.2935 0.9935 0.0032 1.99675 0.9935

Juhikha (S5) y=2.3513x+13.756 0.0612 2.3513 0.6757 1.32435 0.3513

Agra D/S (S4) Juhikha (S5) y=2.1327x+5.1774 0.1692 2.1327 0.5664 1.43365 0.1327

TKN Hathnikund (S1) Nizamuddin (S2) y=−0.0066x+1.1562 0.006 −0.0066 0.5033 1.4967 0.0066

Mazawali (S3) y=−0.0017x+1.0572 0.0005 −0.0017 0.5009 1.49915 0.0017

Agra D/S (S4) y=0.002x+1.0005 0.0002 0.002 0.499 1.501 0.002

Juhikha (S5) y=−0.0225x+1.0766 0.0029 −0.0225 0.5113 1.48875 0.0225

Nizamuddin (S2) Mazawali (S3) y=0.6009x+7.6638 0.4517 0.6009 0.1996 1.80045 0.6009

Agra D/S (S4) y=0.6299x+13.9 0.1583 0.6299 0.1851 1.81495 0.6299

Juhikha (S5) y=0.2399x+19.912 0.0023 0.2399 0.3801 1.61995 0.2399

Mazawali (S3) Agra D/S (S4) y=0.8403x+12.558 0.2251 0.8403 0.0799 1.92015 0.8403

Juhikha (S5) y=1.0935x+18.686 0.0388 1.0935 0.0468 1.95325 0.9065
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Conclusion

River water quality management, using statistical, trend, and
time series analysis has been studied for full stretch Yamuna
River. It is observed that for most of the sites, RMSE value are
comparatively very low which shows that dependent series is
closedwith the model predicted level; thus, predictivemodel is
useful at 95 % confidence limits, and all water parameters
exhibits platykurtic curve. For COD, BOD, AMM, and TKN
parameters, the observed values are increasing from
Hathnikund to Nizamuddin and almost remains constant

between Nizamuddin to Mazawali and Agra D/S, but then it
decreases again at Juhikha but not maintains the same water
quality standard as at Hathnikund. ACF and PACF plots of
original data indicates that the data is stationary and therefore
does not require differencing (d=0); thus, series is serially
independent. Water quality does not remain same at all sites
for all parameters except for pH. Brownian motion (true ran-
dom walk) behavior exists at different sites for BOD, AMM,
and TKN; therefore, water quality trend is unpredictable.

In comparison to all sites, quality of Yamuna River water at
Hathnikund is good, declines at Nizamuddin, Mazawali, Agra
D/S, and gain good quality again at Juhikha. The quality of
water declines at Nizamuddin, Mazawali, Agra D/S because
of the mixing of municipal, agricultural, drains and industrial
waste in large scale at these sites, and as Yamuna River
reaches at Juhikha after traveling a long distance, then most
of the polluted river water parameters settled down or wash
out; thus, water again gain good quality at Juhikha. For all
sites, almost all parameters except pH and WT crosses the
prescribed limits of WHO/EPA; thus, water is not fit for
drinking, agriculture, and industrial use.
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Table 2 (continued)

Agra D/S (S4) Juhikha (S5) y=1.0383x+7.9361 0.1096 1.0383 0.0192 1.98085 0.9617

DO Hathnikund (S1) Nizamuddin (S2) y=−0.2495x+9.5318 0.0675 −0.2495 0.6248 1.37525 0.2495

Mazawali (S3) y=−0.0339x+9.5014 0.0074 −0.0339 0.517 1.48305 0.0339

Agra D/S (S4) y=−0.0293x+9.5138 0.0047 −0.0293 0.5147 1.48535 0.0293

Juhikha (S5) y=0.1416x+8.0185 0.0888 0.1416 0.4292 1.5708 0.1416

Nizamuddin (S2) Mazawali (S3) y=0.0737x+0.3616 0.0322 0.0737 0.4632 1.53685 0.0737

Agra D/S (S4) y=0.0285x+0.5058 0.0041 0.0285 0.4858 1.51425 0.0285

Juhikha (S5) y=−0.1584x+2.158 0.1025 −0.1584 0.5792 1.4208 0.1584

Mazawali (S3) Agra D/S (S4) y=0.2259x+2.7451 0.043 0.2259 0.3871 1.61295 0.2259

Juhikha (S5) y=−0.1472x+5.2531 0.0149 −0.1472 0.5736 1.4264 0.1472

Agra D/S (S4) Juhikha (S5) y=0.1429x+3.5158 0.0166 0.1429 0.4286 1.57145 0.1429

WT Hathnikund (S1) Nizamuddin (S2) y=0.6731x+3.2178 0.6325 0.6731 0.1635 1.83655 0.6731

Mazawali (S3) y=0.6436x+4.5158 0.6012 0.6436 0.1782 1.8218 0.6436

Agra D/S (S4) y=0.6696x+2.8635 0.5825 0.6696 0.1652 1.8348 0.6696

Juhikha (S5) y=0.6322x+4.3292 0.4926 0.6322 0.1839 1.8161 0.6322

Nizamuddin (S2) Mazawali (S3) y=0.8978x+3.3784 0.838 0.8978 0.0511 1.9489 0.8978

Agra D/S (S4) y=0.8755x+2.6159 0.7134 0.8755 0.0623 1.93775 0.8755

Juhikha (S5) y=0.8236x+4.6097 0.5989 0.8236 0.0882 1.9118 0.8236

Mazawali (S3) Agra D/S (S4) y=0.9063x+0.9649 0.7353 0.9063 0.0469 1.95315 0.9063

Juhikha (S5) y=0.8269x+3.685 0.5807 0.8269 0.0866 1.91345 0.8269

Agra D/S (S4) Juhikha (S5) y=0.8569x+4.4215 0.6966 0.8569 0.0716 1.92845 0.8569

Table 3 Fractal Analysis ofWater Quality Parameters for Different Sites
of Yamuna River (AP- Anti persistence, P- Persistence, B- Brownian time
series motion)

Sites/parameters pH COD BOD AMM TKN DO WT

S1 to S2 AP P B B B P AP

S1 to S3 AP P B B B P AP

S1 to S4 AP P B B B P AP

S1 to S5 AP B B P P AP AP

S2 to S3 AP AP AP AP AP AP AP

S2 to S4 AP AP AP AP AP AP AP

S2 to S5 P AP AP AP AP P AP

S3 to S4 AP AP AP AP AP AP AP

S3 to S5 AP AP AP P AP P AP

S4 to S5 AP AP AP P AP AP AP
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