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Abstract
Background X-ray imaging addresses many challenges with visible light imaging in extreme environments, where optical 
diagnostics such as digital image correlation (DIC) and particle image velocimetry (PIV) suffer biases from index of refraction 
changes and/or cannot penetrate visibly occluded objects. However, conservation of intensity—the fundamental principle of 
optical image correlation algorithms—may be violated if ancillary components in the X-ray path besides the surface or fluid 
of interest move during the test.
Objective The test series treated in this work sought to characterize the safe use of fiber-epoxy composites in aerospace and 
aviation industries during fire accident scenarios. Stereo X-ray DIC was employed to measure test unit deformation in an 
extreme thermal environment involving a visibly occluded test unit, incident surface heating to temperatures above  600oC, and 
flames and soot from combusting epoxy decomposition gasses. The objective of the current work is to evaluate two solutions 
to resolve the violation of conservation of intensity that resulted from both the test unit and the thermal chamber deforming 
during the test.
Methods The first solution recovered conservation of intensity by pre-processing the path-integrated X-ray images to 
isolate the DIC pattern of the test unit from the thermal chamber components. These images were then correlated with 
standard, optical DIC software. The second solution, called Path-Integrated Digital Image Correlation (PI-DIC), modified 
the fundamental matching criterion of DIC to account for multiple, independently-moving components contributing to the 
final image intensity. The PI-DIC algorithm was extended from a 2D framework to a stereo framework and implemented in 
a custom DIC software.
Results Both solutions accurately measured the cylindrical shape of the undeformed test unit, recovering radii values of 
R = 76.20 ± 0.12 mm compared to the theoretical radius of R

theor
= 76.20 mm. During the test, the test unit bulged asym-

metrically as decomposition gasses pressurized the interior and eventually burned in a localized jet. Both solutions measured 
the heterogeneous radius of this bulge, which reached a maximum of approximately R = 91 mm, with a discrepancy of 2–3% 
between the two solutions.
Conclusions Two solutions that resolve the violation of conservation of intensity for path-integrated X-ray images were devel-
oped. Both were successfully employed in a stereo X-ray DIC configuration to measure deformation of an aluminum-skinned, 
fiber-epoxy composite test unit in a fire accident scenario.

Keywords Digital Image Correlation (DIC) · X-rays · Path-integrated images · Optical flow · Conservation of intensity · 
Fiber-epoxy composite

Introduction

Optical, non-contact diagnostics such as Digital Image Cor-
relation (DIC) [1] and Particle Image Velocimetry (PIV) [2] 
are advantageous over their physical probe counterparts for 
kinematic measurements, as they are non-intrusive to the 
system being studied and provide full-field data instead of 
only point data. While extremely powerful and increasingly 

EMC Jones is a member of SEM.

 * EMC Jones 
 emjones@sandia.gov

1 SEM Fellow, Diagnostics for Extreme Environments 
and Hypersonics, Sandia National Laboratories, 
Albuquerque, NM, USA

http://crossmark.crossref.org/dialog/?doi=10.1007/s11340-023-01029-7&domain=pdf
http://orcid.org/0000-0001-6093-6458


406 Experimental Mechanics (2024) 64:405–423

common for experimental mechanics, optical DIC can suf-
fer when applied to complex test configurations from dis-
turbances in the air between the surface of interest and the 
camera, like heat waves or shocks [3–15]. Moreover, optical 
DIC and PIV do not allow for internal measurements, where 
the surface or fluid of interest is not directly visible.

X-ray imaging for DIC and PIV addresses many of the 
challenges with visible light imaging as X-rays do not refract 
through density gradients in air and are able to penetrate vis-
ibly opaque objects. X-ray DIC has been successfully used 
for many applications, where a high contrast image intensity 
pattern was created as X-rays were attenuated through either 
a naturally heterogeneous test unit or through a random pat-
tern of a dense material applied onto or inside of a test unit 
[16–27]. X-ray imaging has similarly been employed for 
PIV to track velocities of opaque fluids [28–31]. The X-ray 
images are treated identically to optical images and are cor-
related with standard DIC and PIV software.

However, X-rays are attenuated by all of the components 
between the X-ray source and detector, resulting in path-
integrated images. In order to use optical DIC and PIV algo-
rithms with X-ray images, only the patterned surface or fluid 
of interest may move during the test. Any movement from 
ancillary objects along the path violates the conservation of 
intensity—the fundamental principal of optical algorithms—
and standard DIC and PIV algorithms may fail to correlate 
the X-ray images.

The restriction on ancillary motion can be realized in sim-
plified experimental configurations, but becomes impractical 
in more complex tests. To address this limitation, a novel 
DIC algorithm was recently proposed—Path-Integrated DIC 
(PI-DIC)—wherein the fundamental matching criterion was 
modified to account for multiple, independently-moving 
components contributing to the final image intensity [27]. 
PI-DIC was first verified with synthetic images of two plates 
undergoing independent rigid translations, rigid rotations, 
and uniform strains, and then demonstrated on a simplified 
exemplar experiment where two plates were rigidly trans-
lated. A single set of path-integrated images resolved 2D  
planar displacements and strains from each plate, indepen-
dently, with 0.02 px and 0.05 px errors for the noisy synthetic 
images and experimental images, respectively.

The present work applies PI-DIC to a complex thermo-
mechanical test of an aluminum-skinned, fiber-epoxy com-
posite test unit, representative of aviation and aerospace 
components [32, 33]. The test unit was subjected to radiant 
heating to mimic a fire accident scenario. The safe use of 
fiber-epoxy composites in aviation/aerospace must consider 
their response to fire, as epoxy can decompose (degrading 
the strength of the component) and combust (adding an addi-
tional fuel source). Experimental data of the test unit tem-
perature, internal pressurization due to epoxy decomposition, 
and external deformation from X-ray DIC were collected to 

validate a computational model of the epoxy decomposition 
[33]. Regarding the X-ray DIC measurements, shadows from 
the heater rods of the thermal chamber appeared inconsist-
ently between the two stereo views and moved during testing. 
Both of these artifacts corrupted the DIC pattern of the test 
unit.

The objectives of the current work are three-fold: (1) to 
extend PI-DIC from 2D, planar measurements to a stereo 
configuration for 3D measurements of a curved surface; (2) 
to demonstrate the applicability of PI-DIC to a complex test; 
and (3) to compare PI-DIC results to an alternative solution 
that corrects images to recover conservation of intensity so 
they can be processed with optical DIC software. The meth-
ods and results presented herein will serve as a baseline for 
extending X-ray DIC to challenging situations where motion 
of the surface of interest cannot be physically isolated from 
ancillary motion of other components in the path of the 
X-rays. Moreover, these methods developed for X-ray DIC 
have potential to be adapted for X-ray PIV as well.

The rest of the article is structured as follows. First, an  
overview of the experimental methods is presented  in 
“Experimental Methods”. Then, the issues concerning viola-
tion of conservation of intensity for the path-integrated X-ray  
images are illustrated in “Violation of Conservation of Inten-
sity for Path-Integrated X-Ray Images”. Next, the image pre-
processing solution is summarized in “Solution 1: Image 
Pre-Processing to Recover Conservation of Intensity”, the 
background of 2D PI-DIC is recapitulated in the context of 
the current test series in “2D path-integrated DIC (PI-DIC)”, 
and the framework for stereo PI-DIC is developed in “Exten-
sion to stereo PI-DIC”. Then, the radius of the test unit is 
quantified using both X-ray DIC approaches, first in the 
reference configuration in “Undeformed Test Unit Shape” 

Fig. 1  a Image of the aluminum-skinned, fiber-epoxy composite test 
unit (152.4 mm or 6 in. diameter) with b a magnified view of the tan-
talum DIC pattern



407Experimental Mechanics (2024) 64:405–423 

and second in the deformed configuration as the test unit 
was heated and pressurized in “Deformed Test Unit Shape”. 
Finally, concluding remarks are made in “Conclusions”.

Experimental Methods

Details of the experimental procedures for this test series 
are found in Ref. [32], while the salient points are briefly 
summarized here. The test unit, shown in Fig. 1, was com-
prised of a fiber-epoxy composite cylinder clad with a cylin-
drical aluminum skin, with an outer diameter of 152.4 mm 
(6 in.). Stainless steel end caps (not shown) were bolted to 
aluminum flanges on the top and bottom of the cylinder, cre-
ating a vessel that pressurized as the interior epoxy decom-
posed during the thermal test.

A high-contrast X-ray DIC pattern was generated with 
tantalum features, where the relatively dense tantalum more 
strongly attenuated X-rays and appeared dark in the images 
compared to the less dense aluminum and epoxy test unit that 
appeared as a light background. To create the pattern, a shadow 
mask was fabricated by milling holes at prescribed, pseudo-
random locations in a flat sheet of stainless steel sheet metal, 
and then bending the sheet into a semi-circle to fit around 
the test unit. Tantalum powder was cold-sprayed through the 
shadow mask onto a region that was 190 mm (7.5 in.) circum-
ferentially and 140 mm (5.5 in.) tall, corresponding to a  143o 
sector of the test unit. The resulting tantalum features were 
approximately 1.8 mm in diameter and 0.28 mm thick. The 
pattern feature density was purposefully sparser than the typi-
cal 50% target normally used for DIC [34] in order to keep the 
pattern and diagnostic minimally invasive to the system under 
study. A combined computational and experimental investiga-
tion verified that the tantalum dots had negligible influence on 
the thermo-mechanical properties of the test unit relative to 
other error sources [32].

The experimental setup is shown schematically in 
Fig. 2. The test unit was subjected to radiant heating in 

a custom thermal chamber to mimic a fire environment. 
The chamber was comprised of a main ring of ceramic 
fiberboard insulation with two circular caps of insulation 
on the top and bottom. Eighteen resistive electrical heating 
rods were evenly distributed circumferentially. The rods 
heated an Inconel shroud, which in turn radiated uniformly 
to the test unit, leading to a temperature rise of the of the 
outer surface of the test unit of approximately 10 oC/min.

During testing, the gasses from the decomposing epoxy 
escaped the test unit and ignited, generating a continuous 
jet of flame, as shown in Fig. 3. Instrumentation such as 
strain gauges would not have survived this environment. 
The thermal chamber had no optical access for optical 
DIC, and modifying the thermal chamber to add a window 
would have altered the desired thermal boundary condi-
tions. Even if there were optical access, the flames and 
soot from the decomposing gasses would have obfuscated 
optical cameras. Prior to ignition, visible light images 

Fig. 2  Top-down schematic of 
the experimental setup

Fig. 3  Overview image of the thermal chamber at 44.5  min into 
the test, when the test unit external temperature was 460 oC and the 
shroud was 600 oC. The lack of optical access, high temperatures, and 
flames and soot from combusting epoxy decomposition gas all moti-
vated the need for X-ray DIC measurements to characterize the test 
unit deformation
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would have suffered severe distortions from heat waves. 
All of these factors motivated the use of X-ray DIC.

Two X-ray sources (Comet, Model: PXS EVO 300DSW) 
were arranged at a stereo angle of approximately  28o. Two 
scintillators (MCI Optonix, DRZ High) were placed on the 
opposite side of the thermal chamber, to convert X-rays to 
visible light. Two optical cameras (Andor NEO sCMOS) 
with lenses (Rokinon, ED AS IF UMC, 24  mm, f/1.4) 
imaged the back side of the scintillators, with an approxi-
mate field-of-view of 180 × 152  mm2. The optical cameras 
and lenses were placed in light-tight camera boxes to shield 
them from ambient light. Lead glass was placed in front of 
the cameras to reduce the number of X-rays that directly 
impinged upon the camera detectors.

The stereo X-ray imaging system was approximated by a 
distortion-free, pinhole camera model and was calibrated with 
a hybrid approach employing specialized dot-grid and speck-
led plate targets designed for X-ray imaging [24, 25, 32]. The 
final calibration parameters determined from Correlated Solu-
tions Vic3D-9 are reported in Table 1.

After images were captured in situ, a 4-frame temporal average 
was performed to reduce camera noise, leading to an effective 
frame rate of 0.5 Hz. Then, a 4-pixel outlier filter was applied 
to remove saturated pixels where X-rays directly impinged the 
camera detectors. Images were binned by a factor of 5 to fur-
ther reduce noise and obtain DIC feature diameters closer to the 
optimal value of 3–5 px [34]. The final images had an effective 
size of 512 × 432  px2, effective image scale of 2.84 px/mm, and 
tantalum feature diameters of approximately 5.1 px.

X‑Ray DIC Analysis Methods

Violation of Conservation of Intensity 
for Path‑Integrated X‑Ray Images

In the current test configuration, shadows from the heater 
rods appeared inconsistently in the path-integrated X-ray 
images. When correlation was attempted using standard, 
optical DIC software, it completely failed and returned 
zero valid data points. Increasing the subset size and 
adding additional, manually defined initializations were 
inadequate adjustments; correlation still failed and no 
data was generated. Only when the correlation thresh-
olds were greatly relaxed to unreasonably large values 
were a few data points found; however, these data points 
were sporadic within the region-of-interest, the epipolar  
or projection error was unacceptably large (1–5 px), and 
the resulting shape measurement of the undeformed test 
piece was wildly inaccurate. In essence, the heater rod 
shadows violated conservation of intensity of the pat-
terned surface of the test unit and completely prevented 
the use of optical DIC software for image analysis. 
These issues are illustrated in “Static images of a stereo 
X-ray system”, “Temporal images of a 2D X-ray system” 
and “Pseudo light-field correction”, and two solution  
approaches are presented in “Solution 1: Image Pre- 
Processing to Recover Conservation of Intensity” and 
“Solution 2: Specialized Algorithm for Path-Integrated 
X-Ray Images”.

Table 1  Intrinsic and extrinsic parameters of the X-ray stereoscopic 
imaging system, using a pinhole camera model with no image distor-
tions. Parameters cx and cy are the horizontal and vertical locations of 
the center point of the detector, fx and fy are the focal lengths in the 

horizontal and vertical directions, � , � , and � are the angles describ-
ing the rotations of each camera with respect to the world coordi-
nate system, and tx , ty , and tz are the translations of each camera with 
respect to the world coordinate system

Intrinsic Parameters Cam0 Cam1

cx (px) 3.064478132e+02 1.566626088e+02
cy (px) -1.252512285e+02 5.912229298e+02
fx (px) 4.017806733e+03 4.202672971e+03
fy (px) 4.017806733e+03 4.202672971e+03

 Extrinsic Parameters Cam0 Cam1

� (deg.) 1.748341371e+02 -1.748677121e+02
� (deg.) -1.465172736e+01 1.466329476e+01
� (deg.) 7.934637613e-01 5.318890157e-01
tx (mm) 2.839832342e+02 -3.051012394e+02
ty (mm) 1.142600258e+01 -1.425242399e+01
tz (mm) 1.886425925e+02 2.466885104e+02
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Static images of a stereo X‑ray system

The first issue was related to the correlation of images 
from one imaging system to the other in the stereo con-
figuration. The heater rod shadows appeared in different 
locations in the two stereo images (Cam0 and Cam1) rela-
tive to the DIC pattern, emphasized by three representative 
subsets shown in Fig. 4.

The top subset (blue) appeared in the middle of a heater 
rod shadow in Cam0, giving the subset an overall darker 
background intensity; however, the same subset was par-
tially over a different heater rod shadow in Cam1, leading 
to a sharp transition in background intensity within the 
subset. The middle subset (red) appeared on the edges of 
two different heater rods in each camera; the image inten-
sity was lighter on the left side of the subset in Cam0 but 
on the right side in Cam1. The bottom subset (yellow) 
was located where two heater rod shadows overlapped in 
Cam1, giving the subset a particularly dark background, 
while the subset was on the edge of a heater rod shadow 
in Cam0. These discrepancies in image intensity caused 
stereo optical DIC software to fail to correlate the DIC 
pattern from Cam0 to Cam1, even for static images with 
no motion of either the heater rods or the test unit.

Temporal images of a 2D X‑ray system

The second issue was related to correlation of images from 
one system over time. As the test unit deformed and the rods 
remained nominally stationary, the relative location of the 
heater rod shadows with respect to the DIC pattern changed 
over time, emphasized by a representative subset in Fig. 5.

The subset was initially centered horizontally on a heater 
rod shadow in the reference configuration (Fig. 5(a)). As 
the test unit deformed, the DIC pattern translated to the left. 
However, the rod remained nominally stationary, causing the 
subset of the DIC pattern to lay on the edge of the heater 
rod shadow in the deformed configuration (Fig. 5(b)). This 
motion of the deforming DIC pattern “over” a nominally 
stationary heater rod shadow caused 2D optical DIC to fail 
to correlate a single image series over time.

Pseudo light‑field correction

In an attempt to address the issues with the heater rod shad-
ows described in “Static images of a stereo X-ray system” 
and “Temporal images of a 2D X-ray system”, a pseudo 
light-field image was captured during the test setup, with  
the thermal chamber in place but without the test unit 

Fig. 4  Representative stereo 
pair of images from the two 
X-ray systems in the reference 
(undeformed) configuration. 
Three representative subsets 
are shown, emphasizing the 
different locations of the heater 
rod shadows relative to the DIC 
pattern in each image

Fig. 5  Representative images 
at two points in time from 
the Cam0 X-ray system. A 
representative subset is shown, 
emphasizing the different loca-
tions of the heater rod shadows 
relative to the DIC pattern in 
each image
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(Fig. 6(a)). Then, the test unit was carefully lowered into 
the thermal chamber and imaged (Fig. 6(b)). Finally, the test 
images captured in situ were divided by the pseudo light-
field image to produce corrected test images that isolated 
the DIC pattern on the test unit from the thermal chamber 
(Fig. 6(c)-(d)).

Several of the heater rod shadows were effectively 
removed from the corrected image at the beginning of the 
test (Fig. 6(c)). However, some artifacts remained where 
a rod moved slightly during insertion of the test unit into 
the chamber, as indicated by the red arrows at the left and 
right edges of a heater rod. Additionally, during the test, all 
of the rods and thermocouple wires moved, and thus the 
artifacts increased over time (Fig. 6(d)). Because the rods 
did not remain perfectly stationary (both while the test unit 
was inserted into the chamber and during the test itself), the 
pseudo light-field correction was inadequate. Conservation 
of intensity of the corrected images (Fig. 6(c)-(d)) was still 
violated, and optical DIC software again failed to correlate 
these images.

Solution 1: Image Pre‑Processing to Recover 
Conservation of Intensity

To overcome the challenges associated with conservation 
of intensity described in “Violation of Conservation of 

Intensity for Path-Integrated X-Ray Images”, an image pre-
processing routine was developed. The goal was to create a 
unique background image of the thermal chamber at every 
time step, to account for the moving heater rods.

The pre-processing steps are illustrated in Fig. 7. Starting 
with a full-resolution test image (before binning), the func-
tion imfindcircles was used in MATLAB to identify 
each of the individual tantalum features (Fig. 7(a)). Next, the 
pixels within a square region surrounding each feature were 
in-painted by interpolating from neighboring pixels, creat-
ing a background image (Fig. 7(b)). The original image was 
then divided by the background image to isolate the tantalum  
features (Fig. 7(c)). Finally, the full-resolution, corrected 
image was binned by a factor of 5 to reduce artifacts around 
the tantalum features, reduce image noise, and obtain feature 
diameters closer to the optimal value of 3–5 px as mentioned 
in “Experimental Methods”.

The image pre-processing steps were applied to each 
image in the time series, for each imaging system of the 
stereo configuration. The final corrected and binned 
images (e.g. Fig. 7(d)) were correlated using the user- 
defined settings shown in Table 2. Three optimization 
thresholds were used to discard poorly-correlated points: 
a consistency threshold, which evaluates the location of a 
point relative to its neighbors; a confidence margin, which 
evaluates the covariance matrix of the matching criterion; 

Fig. 6  Pseudo light-field correc-
tion of test images: (a) Pseudo 
light-field image captured with 
the thermal chamber in place 
but no test unit. (b) Initial X-ray 
image of the test unit inserted 
into the thermal chamber, 
before pseudo light-field correc-
tion. (c)-(d) X-ray images after 
pseudo light-field correction 
at (c) the beginning of test 
and (d) 44.5 min into the test. 
Artifacts remaining after the 
correction are emphasized by 
the arrows
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and a matchability threshold, which removes subsets with 
low contrast.1

The process outlined here was largely effective and 
allowed the use of commercial DIC software, designed 
for optical images, to process the corrected X-ray images. 
However, this solution suffered from two limitations. First, 
the feature identification algorithm was not wholly robust—
some features were not identified, spurious features were 
sometimes erroneously identified, and artifacts remained 
around each feature in the corrected image (see magnified 
inset in Fig. 7(c)). Second, this approach is only viable for 
patterns consisting of easily identifiable features, such as 
the distinct, circular tantalum dots used here. Other types of 
patterns may not be as easily isolated, preventing the gener-
alization of this approach.

Solution 2: Specialized Algorithm 
for Path‑Integrated X‑Ray Images

The limitations of Solution 1 described in “Solution 1: 
Image Pre-Processing to Recover Conservation of Inten-
sity” inspired the development of a novel DIC algorithm 

specifically for path-integrated X-ray images, called path-
integrated DIC (PI-DIC). Rather than attempt to enforce or 
approximate conservation of intensity in order to use stand-
ard, optical DIC software, PI-DIC modifies the matching 
criterion—the core of the DIC algorithm—to account for 
multiple components moving independently in the path of 
the X-rays. The theoretical background for 2D PI-DIC, along 
with a demonstration using both synthetic and experimental  
images, is provided in Ref. [27]. In “2D path-integrated DIC 

Fig. 7  Illustration of image 
pre-processing steps used to 
generate the final images cor-
related with standard (optical) 
DIC software. Magnified views 
depict a representative subset 
of 135 × 135  px2 in the full-
resolution images in (a)–(c) and 
27 × 27  px2 in the binned image 
in (d)

Table 2  User-defined settings for DIC analysis using Solution 1 to 
pre-process the images to recover conservation of intensity

Parameter Value

Software Correlated Solutions, Vic3D-9
Subset size 27 px
Step size 3 px
Image pre-filtering Default ( 3 × 3 binomial filter)
Intensity interpolant Optimized 8-tap
Matching Criterion Zero-normalized sum-

of-squared differences 
(ZNSSD)

Subset shape function Affine
Consistency threshold 0.02 px
Confidence margin 0.05 px
Matchability threshold 0.10 px

1 See Correlated Solution’s documentation for details of these opti-
mization thresholds at https:// downl oads. corre lated solut ions. com/ 
Vic- 3D-9. 4- Manual. pdf, accessed 6 Apr 2023.

https://downloads.correlatedsolutions.com/Vic-3D-9.4-Manual.pdf
https://downloads.correlatedsolutions.com/Vic-3D-9.4-Manual.pdf
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(PI-DIC)”, the key concepts for 2D PI-DIC are recapitu-
lated in the context of the present thermo-mechanical test. 
In “Extension to stereo PI-DIC”, the extension to stereo PI-
DIC is presented for the first time.

2D path‑integrated DIC (PI‑DIC)

Reference images In the current work, the components of 
the path-integrated X-ray images were separated into two 
groups—the patterned surface of the test unit and the heater 
rods of the thermal chamber. PI-DIC requires a reference 
image for each of these independent components, which 
may be acquired experimentally or generated synthetically, 
with different advantages for either option. Experimental  
reference images account for defects in the as-manufactured 
pattern compared to the as-designed pattern, but may not be 
possible to acquire (e.g. if the two groups of components 
cannot be physically isolated and imaged independently). 
Synthetic images are noise-free and can be generated from 
the as-designed pattern in cases where acquiring independ-
ent experimental images is not possible; however, synthetic 
images do not account for defects in the as-manufactured 

pattern, which can lead to increased errors in the PI-DIC 
results [35].

In the present work, the first reference image of the DIC 
pattern on the test unit was generated synthetically based  
on the prescribed hole locations in the shadow mask in the flat 
configuration, before the mask was bent around the test unit 
(see “Experimental Methods”). This image, denoted as F1 , is  
shown in Fig. 8. Generating the reference image in the flat 
configuration facilitated correlation between the two imag-
ing systems for stereo PI-DIC, as described in “Extension to 
stereo PI-DIC”.

The background intensity and feature intensity of image 
F1 were prescribed to be 1330 and 1050 counts on a 16-bit 
scale, respectively, based on estimations from the full-reso-
lution experimental images. A super-resolution image was 
created first ( 25600 × 21600  px2) with feature diameters of 
229 px, then binned by a factor of 10 to match the full- 
resolution size of the experimental images ( 2560 × 2160  px2).  
Next, the image was smoothed with a Gaussian filter 
(imgaussfilt function in MATLAB, standard deviation of  
3 px) to approximate the blur inherent in the experimental 

Fig. 8  Schematic illustrating the correlation process for 2D PI-DIC. Left: Image F
1
 is a synthetic reference image for the DIC pattern. Middle: 

Image F
2
 is a pseudo light-field image of the thermal chamber without the test unit installed, captured experimentally prior to the test. Right: 

Image GPI is a path-integrated image of the test unit in the thermal chamber captured experimentally in situ during the test. Two time steps are 
shown, of the undeformed configuration in the beginning of the test (time step 1, top row) and a representative image of the deformed configura-
tion at 44.5 min (time step j, bottom row). A representative subset is shown across all three images and two time steps in the magnified insets
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images. Finally, the image was binned further by a factor 
of 5 to match the size of the binned experimental images 
( 512 × 432  px2).

The second reference image was taken to be the exper-
imentally-captured pseudo light-field image acquired 
with the thermal chamber in place but with no test unit 
installed. This image, denoted as F2 , is also shown in 
Fig. 8. As with the test images themselves, this pseudo 
light-field image was also binned by a factor of 5 to a final 
image size of 512 × 432  px2.

Subset shape function parameters PI-DIC was formulated 
using a local or subset-based approach, wherein the region-
of-interest (ROI, yellow dashed rectangle in Fig. 8) was 
divided into a grid of localized regions or subsets. Fig. 8 and 
the following discussion illustrate the subset shape function 
parameters for a representative subset. Full field data was 
obtained by analyzing all subsets in the ROI.

Consider a representative subset in the reference image of 
the DIC pattern, SF1

 . The coordinates of the center point of 
the subset—(xF1

, yF1
) in the image coordinate system defined 

by axes � and �—are prescribed by the user and remain con-
stant over time. Even though there is only a single reference 
image F1 (i.e. F1 remains constant over time), the subset SF1

 
is allowed to deform over time as the test unit deforms. Four 
warping parameters from an affine shape function describe 
the subset deformation—P

j

xx,F1

 , Pj

xy,F1

 , Pj

yx,F1

 , and Pj

yy,F1

 , where 
the superscript j represents the index in the time series of 
images. This warping is highlighted by the green quadrilat-
eral subset shapes in the magnified insets in Fig. 8 at both 
time step 1 (top row) and time step j (bottom row).

For a given subset in the first reference image, SF1
 , a 

corresponding subset exists in the path-integrated image, 
SGPI

 , indicated by the purple squares in Fig. 8. This subset 
must remain square, but the center of it can translate 
according to two translation parameters from an affine 
shape function, Pj

u,GPI
= x

j

GPI
− xF1

 and Pj

v,GPI
= y

j

GPI
− yF1

 , 
where (xj

GPI
, y

j

GPI
) are the coordinates of the subset center  

at time step j in the series of images.
Finally, the intensity of subset in the path-integrated 

image, SGPI
 , is a function of X-ray attenuation through both 

the test unit and the thermal chamber. Therefore, the corre-
sponding subset in the thermal chamber image, SF2

 , must 
also be identified, indicated by the blue quadrilaterals in 
Fig. 8. Similar to F1 , there is also only a single reference 
image F2 (i.e. F2 is also constant over time). However, the 
subset SF2

 can both translate according to the two translation 
parameters, Pj

u,F2

= x
j

F2

− xF1
 and Pj

v,F2

= y
j

F2

− yF1
 , as well 

as warp according to the four warping parameters, Pj

xx,F2

 , 
P
j

xy,F2

 , Pj

yx,F2

 , and Pj

yy,F2

.

In sum, 12 affine shape function parameters describe the 
independent motion and deformation of the test unit and 
the thermal chamber:

These parameters must be identified for each subset in the 
ROI at each time step. (For clarity, the superscripts j have 
been omitted in equation (1)).

In general, PI-DIC can be used to track motion/deformation 
of two (or more) independent patterns. In this test specifically, 
the intrinsic pattern of the thermal chamber components 
(image F2 ) lacked sufficient intensity gradients, especially in 
the vertical direction, to be well tracked on its own. As a result, 
subsets in image F2 were frequently poorly identified, with 
unrealistically large warping parameters (such as the large 
shear shown at time step j in Fig. 8) and large vertical displace-
ments. However, the 6 identified subset shape function param-
eters associated with subsets in image F2 were sufficiently 
accurate to account for the intensity contribution of the thermal 
chamber in the path-integrated images GPI . Thus, while all 3 
images and all 12 shape function parameters were necessary 
to perform the correlation, only the two translation parameters 
associated with the path-integrated images, Pj

u,GPI
 and Pj

v,GPI
 , 

were ultimately used to describe the deformation of the test 
unit, as discussed in “Extension to stereo PI-DIC”.

Matching criterion After the subset shape function param-
eters are applied to subsets in the two individual reference 
images, a single reference subset is composed using an 
approximation of the Beer-Lambert Law:

where F0 is the unimpeded X-ray image intensity.

Conservation of intensity is then formulated similar to opti-
cal DIC, where the composed reference subset, SFPI

 , is approxi-
mately equal to the experimental, path-integrated subset, SGPI

 . 
Since equality between the two subsets cannot be practically 
realized, a zero-normalized, sum-of-squared differences 
(ZNSSD) matching criterion [36], Ψ , is employed to express 
the difference between the two subsets:

with 

(1)

P
PI

= [P
xx,F

1
,P

xy,F
1
,P

yx,F
1
,

P
yy,F

1
,P

u,F
2
,P

v,F
2
,P

xx,F
2
,

P
xy,F

2
,P

yx
,P

yy,F
2
,P

u,G
PI
,P

v,G
PI
]

(2)SFPI
=

1

F0

SF1
SF2

(3)Ψ =
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−
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 and 

 where Fk and Gk are intensity values at the k’th pixel of 
the composed, path-integrated reference subset, SFPI

 , or the 
experimental, path-integrated subset, SGPI

 , respectively, and 
the sum is carried out over the K pixels contained in the 
subset Ω.

With the ZNSSD criterion, the scaling effect of the 1

F0

 
multiplier in equation (2) in the main text is removed, and 
thus the unimpeded X-ray image intensity, F0 , does not need 
to be measured experimentally. Additionally, the ZNSSD 
criterion partially mitigates uncertainties in the intensity 
values used to generate the synthetic reference image of the 
DIC pattern, F1.

The matching criterion was computed for every subset in 
the ROI and for every image in the time series. Any subsets 
with a matching criterion residual exceeding the manually-
defined threshold of Ψthresh = 0.4 px were removed from 
further analysis.

(4a)F̄k = Fk − F̄

(4b)Ḡk = Gk − Ḡ

(5a)F̄ =
1

K

∑
k∈Ω

Fk

(5b)Ḡ =
1

K

∑
k∈Ω

Gk

Optimization algorithm An optimization algorithm is 
employed to identify the 12 parameters P∗

PI
 that minimize 

the value of the matching criterion:

User-defined settings for the correlation are shown in 
Table 3. Details of the initialization of the optimization 
algorithm are given in the Appendix.

Extension to stereo PI‑DIC

Matched points from Cam0 to Cam1 2D PI-DIC is first 
performed for each X-ray imaging system (Cam0 and 
Cam1) individually. In this process, subsets are mapped 
from the synthetic reference image, F1 , to the undeformed, 
path-integrated image, G1

PI
 , and through the series of 

deformed, path-integrated images, Gj

PI
 (where the super-

script j represents the index in the time series of images), 
as illustrated by the solid arrows in Fig. 9. As a conse-
quence, a mapping is also naturally created from Cam0 to 
Cam1 for each subset at each time step, illustrated by the 
dashed arrows. Note that by using a synthetic reference 
image in the “flat” configuration for F1 , no direct cor-
relation is performed between the path-integrated image 
for Cam0 and the path-integrated image for Cam1, as is 
typically done for standard stereo-DIC.

(6)P∗

PI
= arg minPPI

(Ψ)

Table 3  User-defined settings 
for DIC analysis using Solution 
2 with a specialized path-
integrated DIC algorithm

a See MATLAB’s documentation for details of the optimizer options at https:// www. mathw orks. com/ help/ 
optim/ ug/ fminc on. html and https:// www. mathw orks. com/ help/ optim/ ug/ optim izati on- optio ns- refer ence. 
html, accesseed 19 December 2022

Parameter Value

Software Customized PI-DIC algorithm implemented in MATLAB
Subset size 27 px
Step size 3 px
Image pre-filtering imgaussfilt, standard deviation of 0.5 px, filter size of 3 px
Intensity interpolant Cubic spline
Matching Criterion Zero-normalized sum-of-squared differences (ZNSSD)
Subset shape function Affine (customized for PI-DIC)
Optimizer Gradient-based, nonlinear, constrained optimizer fmincona:

Forward finite-difference
Optimality tolerance of 1 ⋅ 10−8

Step tolerance of 1 ⋅ 10−8

Function evaluation limit of 5000
Iteration limit of 500

Matching criterion threshold Ψthresh = 0.4 px (equation (3))
Back-projection threshold �thresh = 0.2 px (equation (14))

https://www.mathworks.com/help/optim/ug/fmincon.html
https://www.mathworks.com/help/optim/ug/fmincon.html
https://www.mathworks.com/help/optim/ug/optimization-options-reference.html
https://www.mathworks.com/help/optim/ug/optimization-options-reference.html
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This mapping provides the centers of corresponding subsets 
in the Cam0 and Cam1 path-integrated images, namely 
x
j

m,Cam0
= (x

j

GPI ,Cam0
, y

j

GPI ,Cam0
) and xj

m,Cam1
= (x

j

G
PI
,Cam1

, y
j

G
PI
,

Cam1) , where the subscript m stands for “matched” points. 
These matched points are the first required input for 
stereo-DIC.

Camera projection matrices The second input required for 
stereo-DIC is the projection matrices for both cameras, � , 
which relate the camera image coordinates to the world coor-
dinates. These matrices are calculated from the intrinsic and 
extrinsic camera calibration parameters obtained from the 
hybrid stereo calibration (Table 1) as follows.

First, the K matrices are defined from the intrinsic 
parameters as:

where the subscript i represents either Cam0 or Cam1. Next, 
the rotation matrices, R , are defined from the extrinsic ori-
entation angles for each camera as: 

(7)(Ki)3×4 =

⎡⎢⎢⎣

fxi si cxi
0 fyi cyi 0

0 0 1 0

⎤⎥⎥⎦

(8a)Di =

⎡⎢⎢⎣

1 0 0

0 cos(�i) sin(�i)

0 − sin(�i) cos(�i)

⎤⎥⎥⎦

(8b)Ci =

⎡⎢⎢⎣

cos(�i) 0 − sin(�i)

0 1 0

sin(�i) 0 cos(�i)

⎤⎥⎥⎦

Fig. 9  Illustration of stereo 
PI-DIC. Each subset in the syn-
thetic reference image, F

1
 , was 

correlated through the series of 
path-integrated images, Gj

PI
 , for 

Cam0 and Cam1 individually 
(solid arrows). Through these 
two sets of 2D correlations, sub-
sets were also naturally matched 
between Cam0 and Cam1 at 
each time step (dashed arrows). 
For illustrative purposes, only 
a single subset is shown, but 
in actuality, these mappings 
were created for all subsets in 
the ROI
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The translation vectors, t , are taken directly from the extrin-
sic translation parameters as:

Then, the rotation matrices and translation vectors are con-
catenated as:

Finally, the � matrices are computed by multiplying the 
intrinsic matrices K with the concatenated extrinsic matri-
ces T:

Triangulation to 3D world coordinates Given a set of 
matched points between Cam0 and Cam1, xj

m,i
 , and the two 

camera projection matrices, �i , the function triangu-
late is used in MATLAB2 to compute the 3D world coordi-
nates of each subset at each time step, Xj

= [X,Y ,Z]T . These 
world coordinates describe the three-dimensional shape of 
the patterned surface of the cylindrical test unit as it deforms 
during the test.

(8c)Bi =

⎡⎢⎢⎣

cos(�i) sin(�i) 0

− sin(�i) cos(�i) 0

0 0 1

⎤⎥⎥⎦

(8d)(Ri)3×3 = (DiCiBi)
T

(9)(ti)3×1 =
[
txi tyi tzi

]T

(10)(Ti)4×4 =

[
Ri ti

0 1

]

(11)(�i)3×4 = KiTi

Back‑projection As an error metric, the 3D world coordi-
nate point is back-projected to each of the image coordinates 
according to:

where xj
p,i

 are the locations of the back-projected points in 
image coordinates. The scalar � is given by:

where Ri,3 is the third row of the rotation matrix Ri , and ti,3 
is the third entry in the translation vector ti . The back-
projection error, �j

i
 , is defined as the distance between the 

original matched point location, xj
m,i

 , and the back-projected 
point location, xj

p,i
:

The back-projection error was calculated for every sub-
set in the ROI, for both X-ray imaging systems (Cam0 or 
Cam1), and for every image in the time series. Any sub-
sets with a back-projection value exceeding the manually-
defined threshold of �thresh = 0.2 px was removed from fur-
ther analysis.

Results and Discussion

Undeformed Test Unit Shape

After stereo X-ray DIC was performed using either Solu-
tion 1 or Solution 2, a cylindrical coordinate system was 

(12)

[
x
j

p,i

1

]
=

1

�
j

i

�i

[
X
j

1

]

(13)�
j

i
= Ri,3X

j
+ ti,3

(14)�
j

i
= |xj

m,i
− x

j

p,i
|

Fig. 10  3D view of the unde-
formed test unit, as measured 
with stereo X-ray DIC using 
either Solution 1 to pre-
process the images to recover 
conservation of intensity or 
Solution 2 using a specialized 
path-integrated DIC algorithm. 
The colormap represents the 
computed radius of the two 
point clouds. The gray cylinder 
represents the theoretical 
test unit shape with radius of 
Rtheor = 76.2 mm

2 See MATLAB’s documentation at https:// www. mathw orks. com/ 
help/ vision/ ref/ trian gulate. html, accessed 11 May 2023.

https://www.mathworks.com/help/vision/ref/triangulate.html
https://www.mathworks.com/help/vision/ref/triangulate.html
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defined. The point cloud of the undeformed test unit was fit 
in a least-squares sense to a cylinder with the theoretical test 
unit radius of Rtheor = 76.2 mm. Then, alignment along the 
longitudinal axis was performed manually by setting Z = 0 
for a specific tantalum feature in the center of the ROI.

A three-dimensional view of the undeformed test unit 
shape is shown in Fig. 10 for both solutions, and a two-
dimensional slice in the X − Y  plane at Z = 0 mm is shown 
in Fig. 11. Qualitatively, both DIC point clouds fit the theo-
retical cylinder well over the entire ROI. Solution 1 presents 
some vertical striations in the computed radius, while Solu-
tion 2 is somewhat more uniform. Both solutions show a 
slightly larger radius towards the center of the ROI, as high-
lighted by the first magnified inset (green box) in Fig. 11. 
This oversized radius could either be a true deviation of the 
as-manufactured part from the theoretical radius, or could be 
an artifact of the stereo calibration that is consistent for both 
data sets from the two solution methods. Towards the sides 
of the ROI, the computed radius agrees more closely with the 
theoretical radius, as highlighted by the second magnified 
inset (purple box) in Fig. 11.

Both solutions have some points that correlated poorly 
and are removed based on the thresholds described in “Solu-
tion 1: Image Pre-Processing to Recover Conservation of 
Intensity” (Table 2) and “Solution 2: Specialized Algorithm 
for Path-Integrated X-Ray Images” (Table 3), for Solution 

1 and Solution 2, respectively. These omitted data points 
result in the blank areas in Fig. 10. Focusing on the center of 
the ROI between −40 ≤ X ≤ 40 mm and −40 ≤ Z ≤ 40 mm 
to avoid artifacts near the edges of the ROI, Solution 1 has 
111 omitted points (out of 5225, or 2.1%) while Solution 2 
has no omitted points (out of 5628).3 Thus, for static images 
captured before the test began, Solution 2 is more robust 
compared to Solution 1.

To quantify these results, the radius was computed for 
all points in the ROI, for five static images. The mean and 
standard deviation of the computed radii are identical for 
both solutions, with values of R = 76.20 ± 0.12 mm. These 
values indicate excellent accuracy and precision of the 
two approaches of stereo X-ray DIC in this challenging 
environment.

Fig. 11  2D slice in the X − Y  plane at Z = 0 mm of the undeformed test unit, as measured with stereo X-ray DIC using either Solution 1 to pre-
process the images to recover conservation of intensity or Solution 2 using a specialized path-integrated DIC algorithm. The black dashed line 
represents the theoretical test unit shape with radius of Rtheor = 76.2 mm. Two magnified views are shown for the center (green box) and side 
(purple box) of the ROI

3 The initial grid of interrogation points was defined with a step 
size of 3  px, on either the experimental reference image for Cam0 
for Solution 1, or in the synthetic “flat” reference image for Solution 
2. Due to the curvature of the test unit, a constant step size of 3 px 
resulted in fewer data points for Solution 1 (5225) compared to Solu-
tion 2 (5628).
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Deformed Test Unit Shape

Overview

Figure 12 presents a post mortem image of the test unit, show-
ing a bulge towards the tantalum pattern, with the opposite side 
remaining straight. It is hypothesized that additional heat flux 

from a biased placement of the test unit in the thermal cham-
ber and a localized combusting jet of decomposition gasses 
(see Fig. 3) caused the asymmetric deformation. The complete 
thermo-mechanical response of the test unit, combining tem-
perature, interior pressure, and deformation measurements, is 
analyzed in Ref. [32]. The present work focuses on evaluating 
the efficacy of the stereo X-ray DIC diagnostic for obtaining 
deformation measurements and on comparing the two analysis 
solutions described in “X-Ray DIC Analysis Methods”.

Figure 13 shows a three-dimensional view of the deformed 
test unit shape near the end of the test, and Fig. 14 shows the 
corresponding slice through the X − Y  plane at Z = 0 mm. 
The bulge observed qualitatively post mortem in Fig. 12 is 
thus quantified through stereo X-ray DIC measurements, with 
a peak radius of approximately 91 mm, or a change in radius 
of approximately 15 mm.

Poorly‑correlated points

As mentioned in “Undeformed Test Unit Shape”, both 
solutions suffer from points that correlated poorly and 
were removed based on prescribed thresholds (Tables 2 
and 3). Again focusing on the center of the ROI between 
−40 ≤ X ≤ 40 mm and −40 ≤ Z ≤ 40 mm, Solution 1 retains 
between 95–97% of points in the ROI, while Solution 2 
retains more than 99% of points for the majority of the test.

Fig. 12  Postmortem image of the test unit

Fig. 13  3D view of the deformed test unit near the end of the test, as measured with stereo X-ray DIC using either Solution 1 to pre-process the 
images to recover conservation of intensity or Solution 2 using a specialized path-integrated DIC algorithm. The colormap represents the com-
puted radius of the two point clouds. The gray cylinder represents the theoretical, undeformed test unit shape with radius of Rtheor = 76.2 mm
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For Solution 1, the poorly-correlated points occur in 
regions where the imfindcircles function failed to 
identify all the tantalum features (see Fig. 7). This missing 
data highlights one of the main limitations of Solution 1,  
namely, the feebleness of the feature identification algorithm. 
While the algorithm could be improved, Solution 1 is still 
limited to easily isolated pattern features, such as the circular 
dots used in the present work, preventing the generalization 
of this approach to other types of patterns.

For Solution 2, there are some points, typically near the 
outer edges of the ROI, that are obviously spurious but are 
not removed based on the prescribed thresholds; see, for 
instance, the points indicated by arrows in Fig. 14. Similar 
to determining appropriate initializations for DIC (see the 
Appendix), designing discriminating thresholds that retain 
well-correlated data points but discard poorly-correlated 
data points is non-trivial, even for optical DIC. Improving 
the thresholds in the PI-DIC code so that spurious points are 
not retained, and/or incorporating PI-DIC into an established 
DIC software that already has more advanced thresholds, is 
a subject for future work.

Deformation over time

Figure 15 presents a time trace of the radius for a single point 
at the center of the ROI at (X, Z) = (0, 0) mm. Unlike the 

undeformed test unit shape, there is no known ground truth 
for the deformed shape. However, both solutions agree well 
overall and capture the interesting temporal evolution of the 
test unit deformation in situ during the test.

Fig. 14  2D slice in the X − Y  plane at Z = 0 mm of the deformed test unit near the end of the test, as measured with stereo X-ray DIC using 
either Solution 1 to pre-process the images to recover conservation of intensity or Solution 2 using a specialized path-integrated DIC algorithm. 
The black dashed line represents the theoretical, undeformed test unit shape with radius of Rtheor = 76.2 mm. Arrows indicate poorly-correlated 
points in Solution 2 that were not removed based on the manually-defined thresholds (Table 3). Two magnified views are shown for the center 
(green box) and side (purple box) of the ROI

Fig. 15  Time traces of the radius at (X,Z) = (0, 0)  mm measured 
from stereo X-ray DIC using either Solution 1 to pre-process the 
images to recover conservation of intensity or Solution 2 using a spe-
cialized path-integrated DIC algorithm
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To quantify the agreement between the two solutions, 
results for Solution 1 were interpolated to the point cloud 
locations of Solution 2 (in the reference configuration), and 
the root-mean-square (RMS) discrepancy between the two 
solutions was computed. The RMS discrepancy was com-
puted on point-wise basis for all points in central region of 
the ROI ( −40 ≤ X ≤ 40 mm and −40 ≤ Z ≤ 40 mm), for each 
time step. The RMS discrepancy for the radius is approxi-
mately 0.1 mm in the first portion of the test before the unit 
had deformed significantly (times less than approximately 
42.5 min.), and rises to 0.3 mm in the second portion of 
the test. Given a maximum change in radius on the order of 
10–15 mm by the end of the test, discrepancies of less than 
0.3 mm indicate agreement between the two solutions within 
approximately 2–3%.

Conclusions

A test series was previously conducted in which an alu-
minum-skinned, fiber-epoxy composite cylinder was sub-
jected to radiant heating mimicking an adjacent fire. The 
overarching goal was to characterize the safe use of such 
composites for aviation and aerospace industries in the case 
of fire accident scenarios, where additional hazards are 
introduced from epoxy decomposition, pressurization and 
combustion.

Harsh environmental conditions precluded physical strain 
gauges or optical DIC for deformation measurements, moti-
vating the use of X-ray DIC. A tantalum DIC pattern was 

applied to the test unit, and in situ X-ray images from a stereo 
system were acquired. However, heater rods from the thermal 
chamber were visible in the X-ray images, violating conser-
vation of intensity for the patterned surface of interest on the 
test unit and causing optical DIC software to fail.

Two solutions were developed to resolve the violation of 
conservation of intensity. First, images were pre-processed 
to isolate the DIC pattern from the path-integrated X-ray 
images. These corrected images were then correlated with 
standard, optical DIC software. Second, the matching crite-
rion for DIC was modified to account for multiple, indepen-
dently-moving components contributing to the final image 
intensity. This “Path-Integrated DIC” (PI-DIC) algorithm 
was extended from a 2D framework to a stereo framework 
and implemented in a custom DIC software.

Both solutions accurately measured the cylindrical shape 
of the undeformed test unit, recovering radii values of 
R = 76.20 ± 0.12 mm compared to the theoretical radius of 
Rtheor = 76.20 mm. During the test, the test unit pressurized 
and bulged asymmetrically toward a jet of burning epoxy 
decomposition gasses that locally increased the thermal flux. 
Both solutions measured the heterogeneous change in radius 
of this bulge, which reached a maximum of approximately 
R = 91 mm. The RMS discrepancy between the two solutions 
was 2–3%, lending high confidence to the measurements. 
Given comparable accuracies, the benefits and disadvantages 
of the two solutions are summarized in Table 4.

Ultimately, the in situ deformation measurements of the 
test unit afforded through stereo X-ray DIC will be fused 
with the concurrent temperature and pressure measurements 
to characterize the thermo-mechanical response of the test 
unit. This combined experimental data can be used to vali-
date a computational model of the epoxy decomposition, 
which will aid in safe design of components for aviation and 
aerospace industries in fire accident scenarios. Addition-
ally, the two solution methods documented here to resolve 
the violation of conservation of intensity for path-integrated 
X-ray images can be applied to future experiments for either 
DIC or PIV in complex or extreme environments.

Table 4  Comparison of benefits and disadvantages of the two proposed solutions to resolve the violation of conservation of intensity of path-
integrated X-ray images

Benefits Disadvantages

Solution 1, Pre-processing The code required to pre-process the images is rela-
tively simple and straight forward. Images can be 
correlated with standard, optical DIC software after 
pre-processing.

The feature identification algorithm is not easily 
generalizable to arbitrary patterns and was not 
wholly robust even for the pattern consisting 
of distinct circular features used here.

Solution 2, PI-DIC PI-DIC is a more elegant approach applicable to any 
pattern, and can be extended to track two or more 
patterned surfaces moving independently in the X-ray 
path.

PI-DIC requires a customized, end-to-end 
implementation of a DIC code, which is sig-
nificantly more complex than the image pre-
processing code for the first solution.

Table 5  Bounds for the affine subset shape function parameters for 
PI-DIC, relative to the initializations

Parameter Bounds

Normal strains, Pxx and Pyy ±0.60
Shear strains, Pxy and Pyx ±0.15
Displacements, Pu and Pv ±10 px
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Appendix: Initializations of 2D PI‑DIC 
Algorithm

Determining appropriate initializations for DIC in general 
is non-trivial and the subject of many research papers in the 
DIC community, e.g. [37–46]. Previous results for PI-DIC 
specifically showed that the PI-DIC algorithm converges 
on the correct solution for P∗

PI
 only if an initialization is 

seeded within 2 px of the final result [27]. The present 
work utilized a pragmatic and somewhat manual approach 
to determine appropriate initializations with the ultimate 
aim being to incorporate PI-DIC into an established DIC 
software that already has suitable initialization algorithms. 
Overall, initializations were only provided for the four dis-
placement parameters ( Pu,F2

 , Pv,F2
 , Pu,GPI

 and Pv,GPI
 ). The 

eight warping parameters ( Pxx,F1
 , Pxy,F1

 , Pyx,F1
 , Pyy,F1

 , Pxx,F2
 , 

Pxy,F2
 , Pyx,F2

 , and Pyy,F2
 ) were initialized at zero for every 

subset in every image.

Initializations of the Path‑Integrated Images

First, either 15 or 25 seed points, for Cam0 and Cam1, 
respectively, were manually identified in the full-resolution 
versions ( 2560 × 2160  px2) of the synthetic reference image 
of the DIC pattern, F1 , and the undeformed, path-integrated 
image, G1

PI
 . Next, a two-dimensional cubic polynomial was 

fit to the locations of these seed points and evaluated at 50 px 
intervals to provide a finer grid of seed points. The coordi-
nates of the seed points were then divided by 5 to align with 
the binned image size ( 512 × 432  px2).

As the correlation progressed through the time series of 
images, a bilinear interpolant was created for the displace-
ments of the previous path-integrated image ( Pj−1

u,GPI
 and Pj−1

v,GPI
 ). 

The interpolant was evaluated to provide initializations for 
displacements of the current path-integrated image ( Pj

u,GPI
 and 

P
j

v,GPI
 ). Thus, if a point failed to correlate in one image, an 

initialization was still provided for that point in future images 
by interpolating the displacements from neighboring points.

Initializations of the Pseudo Light‑Field 
ReferenceIimage

The pseudo light-field reference image of the thermal 
chamber, F2 , lacked sufficient intensity gradients to be well 
tracked on its own. As a result, subsets in this image were 
frequently poorly identified, with unrealistically large warp-
ing parameters ( Pxx,F2

 , Pxy,F2
 , Pyx,F2

 , and Pyy,F2
 ) and large 

vertical displacements ( Pv,F2
 ). To correct this behavior, two 

additional constrictions were placed on the initializations 
for image F2.

First, because the heater rods remained nominally stationary 
while the test unit deformed, the DIC pattern appeared to 
deform over a nominally fixed background image. This behav-
ior is illustrated in Fig. 8 in the main text, where both the purple 
subset of the path-integrated image and the blue subset of the 
pseudo light-field image started centered over one of the heater 
rods at time step 1 and translated to the edge of the heater rod 
in time step j. Therefore, the initializations for the displacement 
parameters of the thermal chamber subsets ( Pj

u,F2

 and Pj

v,F2

 ) 
were set to the same values as the initializations of the displace-
ment parameters of the path-integrated subsets ( Pj

u,GPI
 and 

P
j

v,GPI
 ). Second, bounds were placed on the optimization param-

eters, relative to the initializations, as reported in Table 5.
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