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Abstract Titanium alloys and nickel based superalloys are
used in various demanding applications because of their ex-
cellent high temperature properties, especially high strength
and good corrosion and fatigue resistance. However, the high
strength and hardness at high temperatures combined with
strong strain hardening can lead to difficulties in machining
of these alloys. Finite element simulations can be used to
optimize the cutting conditions and to reduce the machining
costs. However, simulations of machining operations require
accurate material models that can only be built on reliable
experimental data. Also, the mechanical properties of mate-
rials can only be measured in a limited range of strain and
strain rate at the laboratory scale, from which the material
behavior has to be extrapolated to the actual machining range.
In this work, the mechanical behavior of Titanium-6246 and a
nickel based superalloy, similar to Inconel 625, has been
studied in details. The Johnson-Cook material model param-
eters were obtained from the experimental data and the model
was used to describe the plastic behavior of the studied alloys
in simulations of orthogonal cutting of the material. The
model for the Ni- based superalloy was improved by intro-
ducing an additional strain softening term that allows decreas-
ing of the strain hardening rate at large deformations. The
preliminary simulation results have also been verified exper-
imentally by comparing the simulation results with machining
experiments, and the results of the simulations are briefly
presented and discussed. The material models are able to
reproduce the serrated chips with split shear bands, but the
cutting stresses obtained from the simulations are somewhat

higher than those obtained from the cutting experiments. Also,
some differences were observed in the chip shape, and further
development of the material model and simulations is needed.
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Introduction

Titanium and nickel based alloys are widely used in various
demanding applications such as aircraft engine components.
These alloys are typically characterized by excellent strength-
to-weight ratio and high temperature performance, which are
needed in the aircraft engines. Other remarkable properties of
these alloys are good corrosion, fatigue, and chemical wear
resistance. However, processing and machining of these al-
loys can be extremely challenging due to their mechanical
properties and behavior. The high strength and hardness are
typically retained to reasonably high temperatures, and there-
fore the machining forces tend to be high [1–3]. The mechan-
ical behavior of nickel based superalloys is typically charac-
terized by strong and rapid strain hardening, which can further
increase the cutting forces. In addition to the mechanical
strength, poor thermal conductivity of these alloys can result
in adiabatic heating and increased tool temperatures, which
again can significantly increase the costs of the finished com-
ponents due to rapid tool wear. Furthermore, the formation of
long continuous chips instead of short segmented ones can
significantly reduce the machinability of the alloy. For certain
alloy-tool combinations also the chemical affinity and reactivity
of the material, especially titanium, can lead to rapid tool wear
due to adhesion between the tool and the workpiece [4]. Finally,
the nickel based superalloys commonly contain hard carbides or
intermetallic precipitates, which can cause rapid abrasive wear
of the tool, again leading to increased machining expenses. For
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more detailed description of the machining of nickel and titani-
um based alloys, see for example refs. [1–3, 5].

Improving the machinability of these alloys can improve
the quality of the final products and also reduce the price of the
machined components. This can basically be done by devel-
oping easier-to-machine alloys, improving tools and their
coatings, and by optimizing the machining and cutting condi-
tions in each machining process. The machinability of the
alloys can be improved, for example, by suitable alloy devel-
opment, while recent attempts to improve the machining
processes for these alloys have been done, for example, by
hybrid machining methods [6] and ultrasonically assisted
machining [7, 8]. Optimization of the machining conditions
can basically be done by extensive experimental work, but it
can also be significantly assisted by finite element simula-
tions. Dong et al. [9] studied the machining of the Inconel 718
alloy and found that the serrated chips are formed at cutting
speeds higher than 40 m/min. In their studies they also found
that the cutting parameters, such as feed rate and cutting
speed, strongly affect the shear stresses, strains, and strain
rates that occur during machining. They estimated that for
the cutting speed of 40 m/min the shear strains in the chip are
around 300 % and the shear strain rates around 2.25*105 s−1.
Fang et al. [3] measured the cutting forces for Inconel 718 and
Ti-6-4 alloys and found that the cutting forces for both mate-
rials decreased as a function of cutting speed and increased
with increasing cutting depth. Similar results were reported
also by Ulhmann et al. [10]. The results of Dong et al. [9],
Fang et al. [3], and Ulhman et al. [10] show that the cutting
forces are very sensitive to small changes in the machining
parameters such as cutting speed, depth of cut, and feed rate.

There are numerous different testing and measurement
techniques and devices described in the literature for experi-
mental machining research. This makes it somewhat difficult
to directly compare the results obtained by different re-
searchers. Also the amount of deformation and strain rates
that typically occur in machining can be so high that the
characterization of the material behavior using simple me-
chanical testing is extremely difficult. Therefore, a lot of effort
has been put on modeling the material behavior and optimiz-
ing the machining processes by simulations using finite ele-
ment methods. However, simulating the material behavior in
machining is complicated by the need to extrapolate the
known or measured material behavior to much higher defor-
mations and strain rates, as well as the tendency of the material
to form adiabatic shear bands during the high speed deforma-
tion. Extrapolating the material behavior outside the range
where the material model was determined can lead to unex-
pected results unless the material model has enough predicting
power. Therefore, the material models must be chosen prop-
erly and the parameters optimized to obtain the best results in
the machining conditions. Adiabatic shear bands can be gen-
erated in the simulations simply by the local adiabatic heating

and the consequent thermal softening of the material, or by
using additional damage or strain softening models that can
locally soften the material in the heavily deformed primary
shear zones. The early work by Ortiz and Quigley [11] and
Marusich and Ortiz [12] solved many of the problems related
to the strain localization by using adaptive mesh refinement.
Using the adaptive mesh refinement, a relatively simple ma-
terial model, and a fracture criterion based on the fracture
toughness KIC, they were able to model and simulate the
adiabatic shear banding in high speed cutting of steels. Sima
and Özel [13] and Calamaz et al. [14, 15] developed material
models based on the Johnson-Cook equation capable of ac-
counting for the reducing strain hardening rate with increasing
strain, and were able to simulate the adiabatic shear banding
and serrated chip formation in Ti-6Al-4V. Similar results were
achieved by Ulhmann et al. [10] using the Johnson-Cook
material model and a damage model to simulate similar be-
havior. For a good review of modeling and simulations of
machining, the reader is referred to, for example, ref. [16].

The reliability of the simulation results depends strongly on
the accuracy of the usedmaterial model. A goodmodel should
account for at least the effects of strain, strain rate, and
temperature. In the machining simulations, adiabatic heating
of the material and the thermal softening with strain are also
very important and should therefore be taken into account.
One of the most commonly used material models is the one
originally presented by Johnson and Cook (JC model) [17,
18]. The JC model presents the flow stress of the material as a
function of strain, strain rate, and temperature. The function is
shown in equation (1). Mathematically the flow stress is
presented as a multiplication of three terms; the strain harden-
ing, strain rate sensitivity, and temperature terms. The material
constants in the JC model are determined by fitting the equa-
tion to measured data. The predictive power of this model
without any modifications can be questioned. The extrapola-
tion of strain, strain rate, and temperature can lead to unex-
pected results, as the mechanisms of plastic deformation can
change when strain rate, for example, is increased. Further-
more, the ability of this model to simulate strain localization is
limited. The simulations of adiabatic shear bands in high
speed machining require the model to take into account the
local thermal softening and simultaneous strain hardening of
the material. In the JC model, thermal softening is governed
by the exponent ‘m’ of equation (1), while strain hardening
(dσ /dε) is affected by several factors. With positive strain rate
sensitivity (or parameter ‘C’), the strain hardening rate in-
creases with strain rate. Therefore, the localization becomes
less likely when the strain rate and/or strain rate sensitivity are
increased. For these reasons, there are numerous other models
presented in the literature for various simulation purposes.
Usually, however, the number of parameters increases rapidly
as the accuracy of the model is increased. Lodykowski et al.
[19] compared simulations of orthogonal cutting of ES mild
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steel using the JC model (total of 14 physical and fitting
parameters), the model presented by Rusinek and Klepaczko
[20] (17 parameters), and the model presented by Perzyna [21]
(28 parameters). According to their comparison, the results
obtained with these three different models differ in details, but
qualitatively the results were quite similar. However, reliable
determination of the material model parameters becomes in-
creasingly more difficult as the number of parameters in-
creases. Therefore, despite its limitations, the JC model is still
extremely useful due to its simplicity and availability of its
parameters for many commercial metals and alloys.

σ ¼ Aþ Bεnð Þ 1þ C ln
ε̇
ε̇ref

 !
1−

T−Tref

Tm−Tref

� �m� �
ð1Þ

In this work, the numerical modeling of titanium and nickel
based alloys was performed by characterizing the material
behavior in compression. The experimental characterization
was carried out in a wide range of strain rates and temperatures,
and the Johnson–Cook model parameters were obtained from
the measured data. For the Ti-6246 the simulations using the JC
model gave reasonably good results, but for the nickel based
superalloy the material model did not predict the plastic flow
accurately. The equation for the superalloy was modified to
better take into account the reducing strain hardening rate at
large deformations and softening of the material during high
speed machining. This modified model is shown to be able to
simulate the adiabatic shear banding and the formation of the
serrated chip in orthogonal cutting.

Experimental Procedure

The materials studied in this work were titanium-6246 alloy
and a nickel-based superalloy 625. The chemical composi-
tions of the alloys are presented in Tables 1 and 2. Ti-6246 is a
high strength α + β alloy, whereas Alloy 625 is similar to the
Inconel 625 superalloy. Both alloys were studied in a soft
annealed condition, and no precipitates were present in the
microstructure. Compression specimens of 6 mm in diameter
and 6 mm to 8 mm in length were EDMmachined from round
bars with a diameter of 70 mm.

The material behavior was characterized in compression at
temperatures ranging from room temperature up to 730 °C at
strain rates ranging from 10−3 s−1 to 4600 s−1. The low strain
rate tests up to the strain rate of 1 s−1 were performed using an

MTS servohydraulic materials testing machine with an induc-
tion heating setup. The high strain rate tests, on the other hand,
were performed using a Split Hopkinson Pressure Bar (SHPB)
device with high temperature capabilities [22–24].

The Hopkinson Split Bar device used in this study com-
prises four maraging steel bars. i.e., striker, incident, transmit-
ted, and momentum trap bars. All bars have the same diameter
of 22 mm. The incident, transmitted, and momentum trap bars
were 1,200 mm long each, while the length of the striker bar
varied from 200 mm to 400 mm. The device itself, the disper-
sion correction method, and the calculations for obtaining the
stress, strain, and strain rate in the sample are described in
details in, for example, refs. [25–28].

The high strain rate tests at high temperatures were carried
out using a special bar and specimen manipulation system
enabling heating of the specimen while keeping the bars at
room temperature. Keeping the bars at or close to room tem-
perature is very important, because heating only a part of the
bars would generate temperature gradients into the bars that
could lead to locally different sound velocities. Also, the
strength of the maraging bars could drop drastically if the bars
were heated to too high temperatures. In the current high
temperature system the specimen is inserted into a ceramic
wool ring, which is further placed into a specimen holder arm.
The specimen holder with the specimen inside the ceramicwool
ring is then pneumatically moved into a small tube furnace
located beside the bars. Once the specimen has reached the
desired test temperature, the specimen holder arm quickly pulls
the specimen back to the centerline of the bars. At this point, the
hot specimen is not yet touching the cold bars and inside the
ceramic wool ring its temperature decrease is still negligible.
After the specimen has reached the centerline, the striker bar is
shot and a second pneumatic actuator pushes the bars and the
specimen into contact just a fraction of a second before the
impact. With this system, the contact time of the hot specimen
and the cold bars can be limited to less than 50 ms, which is
short enough to limit the temperature loss in the specimen
surface to just a few degrees [22–24]. Figure 1 shows the testing
steps involved in a high temperature SHPB compression test.

Dynamic Behavior Tests

Compression Test Results for the Ti-6246 Alloy

Figure 2(a and b) show the compression stress–strain curves
for Ti-6246 alloy at the strain rates of 1,600 s−1 and 2,800 s−1

Table 1 Chemical composition of the Ti-6246 alloy

Ti Al Sn Zr Mo

Max wt% Bal 6 2 4 6

Table 2 Chemical composition of the Alloy 625

Ni Cr Fe C Mn Si Mo Co Al Ti Nb+Ta

Max wt% Bal 23 5 0.03 0.5 0.4 10 1 0.4 0.4 3.8
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at temperatures ranging from room temperature to 600 °C.
The material shows rather constant flow stresses as a function
strain at both strain rates at all test temperatures. At room
temperature the strength of the material at these two strain
rates is basically the same, but at high temperatures some
strain rate sensitivity can be observed as the strength of the
material increases slightly with increasing strain rate. The flow
stress of the material at 4 % of plastic strain is shown in
Fig. 2(c) as a function of strain rate at different temperatures.
The strain rate sensitivity in the low strain rate region is
at room temperature rather high, but it quickly decreases
when temperature is increased to 200 °C. With further
increase in temperature, the strain rate sensitivity in-
creases slightly but is still significantly lower than that
observed at room temperature. The difference in the strength
of the material between the high and low strain rate experi-
ments is more prominent at elevated temperatures. The in-
crease in the material’s strength at room temperature over the
strain rate region from 10−3 s−1 to 2,800 s−1 is approximately
16 %, while at 200 °C and 400 °C the strength increases by
33 % and 29 %, respectively. This behavior can be explained
by stronger viscous drag effects on the dislocations at higher
temperatures [29].

Compression Test Results for the Alloy 625

The results from the compression tests on Alloy 625 are
shown in Fig. 3. At room temperature, Fig. 3(a), the yield
strength of the material varies between 490 MPa at low strain

rates and 690MPa at the highest strain rate of 4,600 s−1. At all
strain rates, the flow stress increases almost linearly with strain
and the strong strain hardening continues up to about 25 % of
strain, after which it starts to slowly decrease. The strain
hardening rate is also fairly insensitive to strain rate, which
is not typical for most large grained FCC metals. For most
FCC metals, the dominant significant strain rate sensitive
deformation mechanism is cutting of forest dislocations,
which increases with strain. This typically leads to higher
strain rate sensitivity at larger deformations. For Alloy 625
this does not seem to be the case in the studied strain rate
region, since the slope of the stress strain curve does not
change with deformation. The strain hardening of FCC
metals is a result of several processes, including reduc-
ing dislocation mobility due to increasing dislocation
density and the following repulsive dislocation interactions,
recovery of dislocations, and thermal softening due to adia-
batic heating. For Alloy 625, the strain hardening is the same
at all strain rates, and it therefore seems that the mechanisms
increasing the strength and those decreasing the strength are
somehow balanced at all strain rates in the studied strain rate
region.

Figure 3(b) shows the stress–strain curves measured at the
strain rate of 1,000 s−1 at different temperatures. No essential
change in the overall response of the material is observed
when the temperature is increased from room tempera-
ture to 200 °C apart from the yield behavior, which changes
from smooth and continuous yielding to discontinuous and
pronounced. This behavior could be explained by the

Fig. 1 Testing steps involved in the high temperature SHPB compression test
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increased diffusion of the alloy atoms into the dislocation
cores and stacking faults, leading to higher initial yield
strength followed by a breakage of dislocations from their
pinning points and a decrease in the flow stress before smooth
strain hardening sets in. It is also worth mentioning that the
low strain rate tests at high temperatures showed clear serrated
flow, which is an indication of dynamic strain aging during the
test.

The strain rate sensitivity of Alloy 625 is presented in
Fig. 3(c), where the room temperature flow stresses at differ-
ent plastic strains are plotted as a function of strain rate. The
strain rate sensitivity seems to be fairly constant with respect

to strain. In the high strain rate region, above ~1,000 s−1, the
strain rate sensitivity seems to increase slightly with strain.

Modeling and Simulations

Modeling of the Mechanical Behavior of Ti-6246

The Johnson–Cook material model was used to for the
modeling of mechanical behavior of the Ti-6246 alloy.

Fig. 2 Compression stress–strain curves for Ti-6246 alloy at (a) 1,600 s-1

and (b) 2,800 s-1. (c) flow stress value at 4 % of plastic strain as a function
of strain rate at different temperatures

Fig. 3 Results from the compression tests on Alloy 625: (a) stress–strain
curves measured at room temperature at different strain rates, (b) stress–
strain curves measured at different temperatures at the strain rate of
1,000 s−1, and (c) flow stress at 5, 15, and 25% of plastic strain a function
of logarithmic strain rate
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The adiabatic stress was calculated using the model shown in
equation (2).

σadi ¼ Aþ Bεnð Þ 1þ Cln
ε̇

ε̇ref

 !
1−

T þΔT−Tref

Tm−Tref

� �m� �

ð2Þ

Where ΔT is the adiabatic heating calculated using equa-
tion (3).

ΔT ¼ β
ρc

Z
0

ε

σdε ð3Þ

The initial parameters for the model were acquired by first
obtaining a reference stress–strain curve at 1,600 s−1 at room
temperature. Then parameterm was calculated using equation
(4), where the yield stresses σT1

Y and σT2
Y were determined

from the stress–strain curves measured at 23 °C and 400 °C,

respectively. The experimental (adiabatic) stress–strain curve
obtained at the reference temperature was converted to the
isothermal one using equation (5).

m ¼ log 1−
σY
T2

σY
T1

� �.
log

T2−Tref

Tm−Tref

� �
ð4Þ

σISO ¼ σADI

1− TþΔT−Tref

Tm−Tref

� �m ð5Þ

The parameters A , B, and n were obtained from the iso-
thermal reference stress–strain curve by fitting the Ludvik
equation, i.e., the first term in the Johnson-Cook model, to
the data using a nonlinear least squares fit. Finally, the param-
eter C was obtained by visually comparing the calculated
stress–strain curves with the experimental ones. The initial
parameter set was then optimized using the Matlab function
‘lsqcurvefit’, which is a non-linear least square fitting routine,
where the fitting can be done simultaneously to all measured
stress–strain curves. This optimization was done using the

Table 3 Johnson-Cook model parameter values for the initial and optimized sets

Parameter A [MPa] B [MPa] n C m Tr [°C] Tm [°C] Β ρ [kg/m3] Cp [J/kgK]

Value (initial) 1866 901 0.7392 0.01 0.6962 23 1625 0.9 4650 508

Value (optimized) 1657 402 0.2180 0.0054 0.8034 23 1625 0.9 4650 508

Fig. 4 Experimental data and
data calculated using the JC
model: (a) initial parameter set
at 1,600 s−1, (b) optimized param-
eter set at 1,600 s−1, (c) initial
parameter set at 2,800 s−1, and (d)
optimized parameter set
at 2,800 s−1
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initial parameter set and the true stress vs. true plastic strain
curves obtained from the compression test (Fig. 2(a and b)).
Both the initial and optimized sets are shown in Table 3. The
main differences in the two parameter sets are the clearly
lower values of parameters B , n and C, and slightly higher
value of the parameter m in the optimized parameter set.

The difference between the stress–strain curves calculated
using initial and optimized parameter sets is shown in Fig. 4.
The JCmodel with the initial parameter set (Fig. 4(a)) matches
the experimental data at the reference conditions, i.e., at the
strain rate of 1,600 s−1 at room temperature. The fit is also
quite good at 400 °C, which was the temperature at which the
thermal softening exponent ‘m’ was obtained. However, al-
ready at 600 °C the model clearly underestimates the experi-
mental flow stresses. Also, the fit is poor at higher strain rates,
where the model overestimates the room temperature strength.
After optimization of the JC model parameters (Fig. 4(b)) the
flow stresses at room temperature slightly decrease at
1,600 s−1 and increase at 400 °C and 600 °C, and the match
between the experimental and calculated flow stresses is sig-
nificantly improved at higher temperatures. Furthermore, the
optimized JC model can predict the material response much
better at higher strain rates (Fig. 4(d)) and is therefore more
suitable for describing the material response in a wider range
of strain rates and temperatures. The rapid decrease of adia-
batic strength (equation (2)) with strain is also observed as the
temperature of the material quickly rises with high rate defor-
mation. Using this model, the simulated material temperature

reaches 370 °C already at the strain of 50 %, and the melting
temperature is reached at about 200 % of strain. Segmented
chipping of the material was observed during preliminary
cutting simulations without the use of additional damage
models, which are required when strain hardening in the
material model exceeds the thermal softening caused by adi-
abatic heating.

Modeling of the Mechanical Behavior of Alloy 625

The JC model parameter values for the Alloy 625 were found
by using a nonlinear fitting routine in Matlab and assuming
the deformation to be adiabatic. Similarly as for the titanium
alloy, the fitting was done using the high strain rate stress–
strain curves only as the lower strain rates are not likely to
occur in high speed machining. The obtained parameter
values are shown in Table 4, where relatively high values for
parameters ‘B’ and ‘n’ indicate the strong strain hardening
observed also in the experiments. On the other hand, the
parameter ‘C’ has a very low value suggesting low strain rate
sensitivity, which is not evident in the experiments, where
positive strain rate sensitivity was observed (Fig. 3(c)). How-
ever, parameter ‘C’ in the JC model also describes the rate
sensitivity of strain hardening, which for this material is very
low. Therefore, the optimal fit between the JC model and the
experimental data is obtained at essentially zero strain rate
sensitivity. Comparison of the true material behavior with that
predicted by the optimal JC model clearly shows one weakness

Table 4 The Johnson – Cook model parameter values for Alloy 625

Parameter A [MPa] B [MPa] n C m
ε ˙

ref [s-1]
Tref [°C] Tm [°C] Cp [J/kgK] ρ [kgm−3]

Value 558.8 2201.3 0.80 0.000209 1.146 1670 23 1350 480 8440

Fig. 5 Von Mises stress distribu-
tion in Alloy 625 chip formed
using unmodified Johnson-Cook
model (Table 4)
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of the JC model: the strain rate sensitivity of the flow stress and
the strain rate sensitivity of strain hardening, i.e., the slope of
the stress strain curve, are affected by the same parameter. This
model can be used to accurately describe the true material
behavior of only such materials whose strain hardening in-
creases with increasing strain rate. For Alloy 625 this is not
the case as discussed in Chapter 3.2. For modeling the true
material behavior of Alloy 625, the effect of strain rate on the
flow stress should be separated from the effect that strain rate
has on strain hardening. This way the simulated stress strain
curve could retain its shape at different strain rates, and only the
flow stress would increase with increasing strain rate.

The model is not able to account for the softening in the
shear zones, mainly due to its very strong strain hardening term.
Moreover, the simulated adiabatic stress–strain curve shows
softening only at high strains so the simulations of orthogonal
cutting using this model do not form segmented chips. In the
simulations using this model (Fig. 5), the material deforms in
front of the tool, and only some initial waviness is seen in the
morphology of the chip, but the shear bands are arrested by the
strong strain hardening imposed by the material model. Also,
the cutting stresses obtained in the simulations were unreason-
ably high. With this model, the predicted strength of the
material at high strains simply becomes too high. Therefore,
the model was modified using an approach similar to that
presented by Sima and Özel [13] and Calamaz et al.[14, 15],
who used additional strain softening terms in the Johnson–
Cook Equation. The Johnson–Cook model used for the sim-
ulations of Alloy 625 is shown in equation (6), where the
parameter ‘k’ is the strain softening exponent that describes
the strength of strain softening at large deformations.

σadia ¼ Aþ Bεnð Þ tanh
1

εk

� �� �
1þ C ln

ε̇
ε̇ref

 !

1−
T þ

�
ΔT−Tref

Tm−Tref

2
4

3
5
m0

@
1
A

ð6Þ

Figure 6(a) shows a comparison between the measured
experimental data and the values calculated using the Johnson–
Cook model (equation (5), with k=0). The fit at the strain rate of
3,500 s−1 at room temperature is very good. At higher temper-
atures, however, the model clearly overestimates the stress, but
the fit is still reasonably good. Extrapolation of the stress—strain
curve to higher strains and the effect of the strain softening
parameter ‘k’ are shown in Fig. 6(b). Without the strain soften-
ing, the parabolic strain hardening function increases the flow
stress to values over 2,000 MPa at strains above 0,8. The
simulation results using this unmodified model (equation (6),
with k=0) for cutting simulations are shown in Fig. 5. The strain
hardening rate in the model can, however, be reduced using the
strain softening exponent. Strain softening exponent k=1

decreases the maximum stress from about 2,150 MPa to about
1,650 MPa. Increasing the strain softening exponent to k=2.0
and k=3.0 actually increases the peak stress, but the softening at
strains higher than the maximum stress is significantly stronger
than that observed for smaller values of k. For k=3.00, the
strength of the material decreases to about 350 MPa at the strain
of 2. Furthermore, the added strain softening term has only one
extra parameter, it does not essentially affect the simulated flow
stresses at small strains, and the match between the experimental
data and the simulated values is essentially the same with or
without the strain softening term.

Machining Simulations

ABAQUS 6.9-1 software was used to create the two dimen-
sional explicit finite element model and for the simulations of

Fig. 6 (a) experimental data and the values predicted by the unmodified
Johnson–Cook model (equation (6), with k=0), (b) the stress–strain
curves extrapolated up to 500 % of strain using different values of k
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orthogonal cutting. In the simulations, the heat conduction from
the chip to the tool was not allowed and a conservative friction
coefficient of 0.1 was used between the tool and the chip. The
finite element model is shown in Fig. 7, where very fine
meshing was used for the workpiece. In total, the model
contained 101151 nodes and 100049 elements. A sacrificial
layer was used to model the separation of the chip from the
workpiece. For the titanium alloy the elements in the separation
layer were simply deleted after the elements reached the shear
strain of 2.0. For the Alloy 625, however, the isotropic harden-
ing model was implemented in the simulation model using the
VUHARD Fortran routine. Material states such as equivalent
plastic strain, equivalent plastic strain rate, and the temperature
were provided by the solver. Stress values were given by the
material model as long as the material point was deforming. A
linear damage evolution model was used to model the element
deletion. The element damage starts at a damage initiation
strain (ε0

d=1.5) and after reaching the critical failure strain
(ε fail=2.0) the element is deleted. The linear damage evolution
model with the damage variable ‘d’ is given in equation (7).

d ¼ ε−εd0
εfail−εd0

ð7Þ

As a result, the adiabatic stress during damage becomes:

σadia ¼ 1−dð Þσadia ð8Þ

In the current material model for Alloy 625, however, the
essentially zero strain rate sensitivity and the added strain
softening lead to excess softening of the sacrificial layer leading
to rapid crack growth along the layer. For these reasons, the
strain rate sensitivity of the material model was assumed to

increase at extreme strain rates and the parameter ‘C’ of the
Johnson-Cook model was calculated using equation (9).

C ε̇ð Þ ¼ C 1þ 200* 1−exp
− ∈˙−ε̇0Þð =ε̇C

�� �� ��
ð9Þ

In equation (9), C is the strain rate sensitivity parameter of
the unmodified model ∈ ˙ the strain rate, ∈ ˙

0 is the reference
strain rate of the model, and ∈ ˙

C is a constant with a value of
105 s−1. Equation (9) was not used at strain rates lower than the
reference strain rate, where the constant value of C presented
in Table 2 was used to describe the strain rate sensitivity. In the
simulations, equation (9) was used to model the material
behavior in both the separation layer and in the chip. The
increasing strain rate sensitivity prevents the catastrophic
crack propagation in the separation layer, but it also prevents
strain localizations in the chip. Therefore, equation (9) was
used for all strains in the separation layer, but in the chip it was
only used for strains higher than 1.5 mm/mm. Ideally the
material behavior should be simulated in the chip and in the
separation layer using the same model. This problem needs
further attention and will be taken into account in the future
work on finite element modeling of this material.

It should be emphasized that the changes made to the
material models and the overall modeling approach presented
in this paper have no clear physical background and should be
considered only as a mathematical way to improve the simu-
lation accuracy.

Cutting Experiments

The simulation results were compared with the results
obtained from cutting experiments done with the Hopkinson

Fig. 7 The finite element model
used in the orthogonal cutting
simulations of Ti-6246 and
Alloy 625
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Split Bar device using U-shape specimens. In these experi-
ments, a square tool is inserted between the arms of a U-shape

specimen, and the tool-specimen assembly is simply placed
between the incident and transmitted bars of the Hopkinson
Split Bar device so that the tool holder rests against the
incident bar and the bottom of the ‘U’ against the transmitted
bar. A schematic picture of the U-shape tool—specimen as-
sembly is shown in Fig. 8. The experiment is performed by
impacting the striker bar to the free end of the incident bar and
by measuring the cutting forces from the transmitted bar. The
cutting depth was measured from optical micrographs
obtained after the experiment. In this experiment, however,
the tool impacts the specimen several times due to the back-
and-forth traveling residual stress wave in the incident bar.
Also, the contact of the tool with the bottom of the ‘U’ can
severely distort the chip shape and also damage the tool and
the tool holder (Fig. 9(d)). Therefore, the chip that is recovered
after the experiment is not perfectly comparable with the

Fig. 9 High-speed camera images of a Hopkinson Split Bar cutting experiment with the U-shape sample (a–d)

Fig. 8 Schematic picture of the U-shape specimen and the tool. Units are
in millimeters
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simulated one. The comparison between the simulated and
experimentally obtained chips presented in this paper are
based on the chips recovered from the U-shape cutting exper-
iments (Fig. 9), but also on the chips recovered from quick-
stop experiments performed at Technische Universität Braun-
schweig. An example of a chip recovered from the U-shape
test on titanium 6246 is shown in Fig. 10. Unfortunately, the
chips that would match exactly with the simulated cutting
conditions were not available, and because of this, a very
conservative approach was chosen for the discussion
concerning the comparison of the chips.

The preliminary results from the simulations of orthogonal
cutting are shown in Fig. 11. Thematerialmodels are clearly able
to produce segmented chips that are also observed in high speed
machining of these alloys. A more detailed inspection of the
shear bands in thematerial show splitting of the shear bands near
the tool edge, which is also observed experimentally. Overall
shape of the chip, however, as well as the fine details, such as the
thickness of individual serrations, are somewhat different from
those observed in the experiments. The simulations and experi-
ments were performed at the same cutting conditions. For Ti-
6246 the cutting depth was 0.2 mm and cutting speed 15 m/s,
whereas for Alloy 625 the cutting depth was 47 μm and cutting
speed 13 m/s. The experimentally obtained cutting stresses for
Ti-6246 and Alloy 625 were 1500 MPa and 1620 MPa, respec-
tively. The corresponding cutting stresses obtained from the
simulations were 1750 MPa for Ti-6426 and 1930 MPa for
Alloy 625. The overestimated cutting forces in the simulations
are most likely due to the overestimated strength of the materials
at large deformations. Overall, even though the chips produced
by the simulations are clearly segmented, the material model
used in the simulations needs to be further developed in order to
improve the consistency between simulated and measured cut-
ting forces and the details of the chip shape such as the thickness
of individual segments.

Conclusions

The mechanical behavior of titanium-6246 and a nickel based
superalloy were thoroughly investigated at a wide range of

strain rates and temperatures. The experimental data was used
to obtain Johnson-Cook material model parameters, and the
models were used for simulating orthogonal cutting. The
simulation results were compared to the results obtained from
cutting experiments.

The mechanical behavior of the Ti-6246 alloy is character-
ized by high strength and relatively low strain hardening. The
strain hardening decreases with increasing strain rate due to
the strong adiabatic heating. For Alloy 625, on the other hand,
the strain hardening is very strong and essentially independent
of strain rate.

For both materials, only high strain rate data was used for
obtaining the parameters, since the low strain rates are not
likely to occur during machining. The parameters used in the
simulations for the titanium alloy were obtained by first man-
ually fitting the model to the experimental data, and then
optimizing the fit using non-linear fitting algorithms in
Matlab. For the Alloy 625, the parameters were obtained
simply using a similar non-linear fitting routine in Matlab.
However, this material model did not produce acceptable
simulation results, since the model overestimates the strength
of the material at high strains due to the strong parabolic

Fig. 11 The simulated chip shape and plastic equivalent strain for (a)
Alloy 625 and (b) Titanium-6246

Fig. 10 Example of a chip recovered from the U-shape cutting experi-
ment at the cutting speed of 15 m/s for Ti-6246
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hardening of the material model. Furthermore, the best fit to
the experimental data was obtained at essentially zero strain
rate sensitivity. The zero strain rate sensitivity of the model
can reproduce the shape of the stress strain curve at different
strain rates, but it fails to model the increase of the flow stress
with increasing strain rate. For these reasons, the material
model for Alloy 625 was modified for better simulation accu-
racy. A strain softening term was added to the Johnson-Cook
material model that allows the simulated strength of the ma-
terial to be decreased at large deformations. The strain rate
sensitivity of the material model was also modified so that at
very high strain rates the sensitivity could be increased.

For both materials, the simulated cutting stresses were
higher than the experimental values. The differences be-
tween the simulated and experimental cutting stresses were
most likely due to the overestimated strength of the material
at large deformations, and the different friction conditions in
the simulations and experiments. Both material models were
able to simulate chip segmentation and shear banding, and
the material model for Alloy 625 even produced spit shear
bands that were also observed in the experimental chips.
However, the overall shape of the chip and its fine details
were not a perfect match with the experimentally obtained
chips, and more work is needed to further improve the
simulation accuracy. One promising method for improving
the modeling and simulation accuracy is the inverse param-
eter determination from the cutting experiments [30].
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