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Abstract There is a need for a disciplined approach for
evaluating a cyber defense prior to its introduction into an
operational environment. This is necessary to assess whether
the benefits of the defense will be worth its costs and risks.
A traditional V&V workflow is adapted for this purpose.
The considerations it must take into account are described,
as is the collection and presentation of pertinent metrics. An
example of this workflow is given for a cyber defense against
a “reconnaissance attack” that threatens information integrity
and confidentiality.

Keywords Cybersecurity · Verification and validation
(V&V) ·Metrics · Testbed · Fidelity · Visualization

1 Introduction

The decision of whether or not to introduce a cyber defense
into an operational environment hinges on comparing its ben-
efits to its costs and risks. It is often too dangerous for this
decision to be made by first deploying the defense into the
actual operating environment and taking measures of its effi-
cacy, while subjecting that environment to deliberate cyber
attacks. Instead the decision must be informed from testing
of the defense in a “sandboxed” environment, where experi-
ments can be run without fear of disrupting operations or of
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inadvertently releasing malware. This suggests an analogy
with the V&V process for testing of new systems or tech-
nologies. As with ordinary systems V&V, there is a concern
that testing cannot necessarily recreate the full fidelity of the
operational conditions.

Section 2 describes the major factors that have to be taken
into account when assessing a cyber defense to be able to
make an informed decision about its introduction. These are
its benefits (how effectively it performs its intended defen-
sive purpose, plus additional benefits if any), costs (which
include monetary costs, computation resources, and poten-
tial inconveniences introduced by the defense) and risks (new
or exacerbated vulnerabilities from the defense itself, and cir-
cumstances inwhichminor inconveniences could prove to be
serious).

Section 3 discusses the issue of fidelity as it pertains to
evaluation of cyber defenses.

Section 4 presents the V&Vworkflow we have devised to
approach the evaluation and assessment of cyber defenses.
Briefly, its steps are:

Set Up Identify the cyber attack under consideration, and
configure the test environment to be able to exe-
cute the attack and explore potential defenses.

Attack Conduct the attack in the test environment with-
out the defense present and measure its charac-
teristics.

Defend Select and/or design and implement the proposed
defense to the attack, and measure its character-
istics when operating in the test environment.

Verify Scrutinize the results from runs in the test envi-
ronment to extrapolate to what would happen in
the real environment; assess whether or not to go
ahead with experiments in the real environment
(or if not, to guide revisions to the defense).
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Validate Under carefully controlled conditions, field the
defense in the real environment and (perhaps)
conduct the attack in that real environment to
measure the effectiveness of the defense. Use
the results to inform the decision of whether or
not to permanently deploy the defense. Also use
the results to assess the fidelity of the extrapo-
lation from experiments in the test environment,
scrutinizing fidelity discrepancies to inform the
improvement of future conduct of the workflow.

Deploy Deploy the defense to become a normal part of
the operational environment (perhaps at first in a
“probationary” period).

Section 5 reports on our experience following the work-
flow through several of its steps, using a proposed defense to
a “reconnaissance attack” for illustration.

2 Areas of concern when introducing cyber
defenses

When contemplating the introduction of a cyber defense
capability, the primary areas of concern are its costs and ben-
efits, and its potential for introducing or exacerbating risks.
Each area has to be assessed to gauge the acceptability of the
cyber defense.

2.1 Costs

The costs of a defense can involve someor all of the following
factors:

Budgetary for example, costs of purchases and licenses
of defense software, labor costs associatedwith installing
and maintaining defense software, labor costs of operat-
ing the defense (e.g., a helpdesk), and trainer and trainee
costs of mastering the defenses.
Computational resources the defense’s consumption of
computational resources (CPU time, memory, file space
and bandwidth). The acceptability of its consumption of
these resources will hinge on the adequacy of unused
capacity of those resources in the operating environment.
User inconvenience examples include extra steps
imposed on the users by the cyber defense, decrease in
usability, interference (e.g., from false positives), and cur-
tailed capabilities.

2.2 Benefits

The benefits of the defense cover the ways the defense assists
in protecting against cyber attacks, and any additional ben-

efits that might accrue; these can involve some or all of the
following factors:

Nature of defense its categorization as a prevention
(inhibits a step of a cyber attack), detection or recov-
ery (e.g., backup of critical data so as to be able to
restore it should an attack have corrupted the origi-
nal). For detections, also categorize the nature of its
response (e.g., whether detection triggers a notification of
a user or system administrator who then decides whether
and how to respond, or whether the detection triggers
an automated—and thus presumably speedy—response).
Also of potential importance is the extent to which the
defense logs capture details of an attack, which can be
used for subsequent forensic investigations, or for assess-
ing the landscape of possible attacks (e.g., attempts at port
scanning).
Additional security (if any) gained by the defense namely
while specifically designed to address one kind of attack,
the degree to which the defense addresses others.
Efficacy of the defense its probabilities of acting as
intended (sensitivity and specificity—i.e., its propensity
for avoiding false positives and false negatives); for detec-
tions, its responsiveness (how long or how far an attack
is allowed to progress before it is detected and a response
performed).
Additional benefits (if any) that might accrue from the
defense for example, consider a defense designed to
delete “orphaned” processes to terminate unauthorized
access; such a defense might also have the helpful side
effect of terminating orphan user processes that serve no
purpose, but which consume system resources.

2.3 Risks

The risks of the defense are those newly introduced or exac-
erbated by the defense, for example:

Vulnerabilities the potential for new or increased vul-
nerabilities that an attacker might exploit have to be
identified and assessed. For example, granting an auto-
mated defense the capacity to kill a user process adds the
vulnerability of an attacker subverting the defense itself
to cause harm. A defense that impeded or undermined
another defense would also be of concern.
Critical interference in addition to inconvenience to rou-
tine user operation, considered as part of the costs of the
defense, it is also important to assess the potential for loss
of critical user capabilities. For example, during unusu-
ally time-critical circumstances, what would otherwise
be just a minor inconvenience to a user (e.g., to have an
action separately authorized by a systems administrator)
could be a major impediment to a timely response.
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3 Assessment and fidelity

As described in the introduction, we cannot expect to be
allowed to assess a cyber defense’s costs, benefits and
risks by deploying it into the actual operating environ-
ment and taking measures of its efficacy, while subjecting
that environment to deliberate cyber attacks. Instead we
must find other means to seek assurance as to its suitabil-
ity and efficacy prior to making the deployment decision.
Even then, deployment might begin in a probationary period
to gauge its performance before committing to permanent
deployment.

The approach being followed in the JPL Cyber Research
Defense Lab is to develop a test environment in which to
safely, securely and repeatably conduct such tests without
risk of harming or disrupting the ongoing operational envi-
ronment. Measures taken of the defense operating in this test
environment provide the information we seek. However, this
approach raises an important fidelity question: to what extent
can we gather results in the test environment and infer from
them what the effects would be in the operational environ-
ment? Since our concern is with software, at first glance it
might seemwe should be able to follow the “Test like you fly,
fly like you test” principle (e.g., cited as a Lessons Learned
in [5]) and recreate the exact environment. However, this is
infeasible for the following reasons:

• The operational environment will have more compu-
tational resources (e.g., workstations, routers, storage
devices) than the test environment can afford to duplicate.
While virtualization (e.g., inUSC/ISI’sDeterLab [9]) can
help, it cannot perfectly replicate an operational environ-
ment. For example, some malware is able to detect when
it is running inside of a virtual environment and changes
its behavior [10].

• The work patterns of the extensive user community (e.g.,
dozens of users) in the operational environment cannot
be recreated in the test environment.

• The full scope of computational demands in the oper-
ational environment will not be present in the test
environment.

• The connectivity between the operational environment
to the broader institutional assets and services, and to the
Internet, will be absent from the deliberately isolated test
environment.

• The operational environment may continue and evolve
for years, far beyond the durations that relatively short-
lived tests can achieve.

For space systems, it is often impossible to comprehensively
recreate their ultimate operational conditions (e.g., outside of
Earth’s gravity well); as stated in [3] “The lunar environment
cannot be sufficiently emulated on Earth, therefore system

verification testing will rely to some extent on extension
by analysis and ultimate testing in the field (lunar opera-
tions).” We take a similar approach, one that runs tests in
an environment we can create coupled with analysis and
extrapolation of its results, and ultimately (having gained
sufficient confidence to do so) fielding in the operational
environment.

To approach this systematically, we have devised a work-
flow that covers the setup and use of the test environment,
with special focus on the fidelity mismatch between test and
real environments. Our aim is to be able to develop confi-
dence that we can extrapolate from the observations made
in the test environment to the costs, benefits and risks to
be had in the real environment. Our workflow is described
next.

4 A V&V workflow for the assured deployment of
cyber defenses

Our workflow for testing of cyber defenses is modeled after
a traditional V&V testing workflow, but with an emphasis on
recreating conditions pertinent to cyber attack and defense.
This workflow is shown in the figure to the right. The boxes
represent its steps, the downward arrows indicate progression
from a successful outcome of one step to the next, and the
upward arrows indicate an unsuccessful outcome of one step
leading to the need to return to an earlier step.

This work assumes that a determination has already been
made of the driving security needs (a mix of confidentiality,
integrity and availability), and potential vulnerabilities that
threaten those needs have already been identified.
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The steps are:

• Set up—identify the cyber attack under consideration,
and configure the test environment to be able to execute
the attack and explore potential defenses.

• Attack—conduct the cyber attack in the test environment
without the defense present and measure its characteris-
tics.

• Defend—select and/or design and implement the pro-
posed defense to the attack, and measure its characteris-
tics when operating in the test environment.

• Verify—scrutinize the results from runs in the test envi-
ronment to extrapolate to what would happen in the real
environment; assess whether or not to go ahead with
experiments in the real environment (or if not, to guide
revisions to the defense).

• Validate—under carefully controlled conditions, field
the defense in the real environment and (perhaps) con-
duct the attack in that real environment to measure
the effectiveness of the defense. Use the results to
inform the decision of whether or not to permanently
deploy the defense. Also use the results to assess
the fidelity of the extrapolation from experiments in
the test environment, scrutinizing fidelity discrepancies
to inform the improvement of future conduct of the
workflow.

• Deploy—deploy the defense to become a normal part of
the operational environment (perhaps at first in a “proba-
tionary” period).

These steps are explained in more detail in the subsections
that follow.

4.1 Set up

This first step culminates in configuration of the test environ-
ment for testing the cyber defense. To do this, it is necessary
to:

(a) Identify the system and usage scenario to be defended—
“system” refers to the set of computing resources
(including users) that operate together, “scenario” refers
to the nature of their collaborative work. Identify-
ing these is necessary because different situations will
have different security needs (e.g., a design group may
have the security needs of integrity and confidentiality,
whereas a group operating a system may have the addi-
tional and more pressing need of availability). Doing
this will involve traditional cybersecurity practices of
determining the prevailing confidentiality, integrity and
availability needs (e.g., as defined in [6]) of the system
in its various usage scenarios. Approaches to assessing
the security needs of organizations that operate control

systems are widely available (e.g., the Cyber Secu-
rity Evaluation Tool (CSET�) at https://ics-cert.us-cert.
gov/Assessments).

(b) Design or select the cyber attack to be defended against.
In keepingwith the identification of systemand scenario,
pick the cyber attack relevant to the security concerns of
that scenario (e.g., a denial-of-service attack may be of
minor concern to a design group, but of great concern to
an operations team).

(c) Determine that the cyber attack would work—through
observation, analysis or (if acceptable) testing in the
real environment. Efforts to develop cyber defenses
should of course be focused on attacks that are fea-
sible. If it is acceptable to do so, the ideal is to try
out the attack in the real environment to see if it
works. It is likely, however, that this will be unac-
ceptable, in which case it will be necessary to rely
upon observation of that attack having taken place
in similar circumstances, or on analysis to show its
feasibility.

(d) Configure the test environment to model the aspects
of the real environment as required for testing. This
requires consideration of what aspects of the real envi-
ronment will need to be replicated, and to what degree,
within the test environment. Of key concern is whether
the results of testing defenses in the test environment
will be indicative of whether those defenses will work
in the real environment and what they will cost. Fur-
ther consideration of this is addressed in the Verify and
Validate steps.

4.2 Attack

The purpose of this step is to determine whether the attack
succeeds in the test environment without the defense present
and active, and gather measurements of the attack.

It is obvious that the effectiveness of a defense can only
be demonstrated if the attack would have succeeded if the
defense were not in place. This step assures that this is the
case before moving on to the next step. Furthermore, this
step will be used to gather characteristics of the attack—for
example, what kind of security breach was the attacker able
to achieve (observation only? observation and control?), how
extensive, and for what duration?

4.3 Defend

Thepurposeof this step is to introduce adefense, andmeasure
its operation and efficacy.

Begin by selecting (if there are choices), or designing and
implementing a proposed defense, and introducing it into the
test environment.
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First operate and measure the defense’s costs and addi-
tional benefits (those other than the benefit of foiling the
attack) without the attack running—measurements under
these conditions are necessary to be able to assesswhether the
defense is acceptable to deploy. Then perform tests in which
the attack is employed, and measure the defense’s success at
countering the attack.

It is important that the set of tests covers the range of
conditions under which the defense will be called upon
to operate, so as to be assured that it will be sufficiently
effective across that range. As stated in [4] “If the mea-
surement is flawed, or the experiment does not account
for all possible mechanisms for affecting the measure-
ment, then any result is not fully justifiable.” This may
be especially challenging for cyber defenses taking the
form of anomaly-based intrusion detection systems that
aim to distinguish “normal” behavior from the behavior
of an actual cyber attack, and thus have the potential to
detect both known and previously unknown forms of attack
([8] reviews such systems). For these, a range of tests
run without the attack present can be used to assess the
frequency of false positives (“false alarms”) and their conse-
quences.

When running tests with the attack present, the kinds of
measurements depend on the kind of defense. For example,
the effectiveness of a defense that is intended to prevent an
attack would be measured in terms of how often it is able to
do so, whereas the effectiveness of a defense that is intended
to respond to an attack that has already begun would be mea-
sured in terms of not only how often it recognizes the attack,
but also the speed of its recognition and the speed and ade-
quacy of its response.

The work reported here is not focused on the specific chal-
lenges of anomaly-based intrusion detection, but on the broad
range of pragmatic considerations of cyber defense testing.
With this in mind, it is easy to see that factors of resource
utilization (CPU load, bandwidth utilization, etc.) are poten-
tially important. A defense that only functions well in benign
resource usage conditions would likely be deemed to offer
insufficient protection unless those benign conditions could
be expected to be present in the operational system (and even
then wemight worry that a combination of attacks could vio-
late this guarantee). Likewise, a cyber defense that, while
effective at performing its defensive function, overly inter-
feredwith the conduct of normalwork,would also be deemed
unacceptable.

This “Defend” step focuses on collecting these measure-
ments while operating in the test environment. If the defense
is both acceptable when the attack is not present, and shows
sufficient capability to thwart the attack, then the next step
in the workflow, “Verify,” will address extrapolation of the
measurements to the operational environment and gauging
their acceptability.

4.4 Verify

The purpose of this step is to verify the defensewith represen-
tative(s) of the system user community to determine whether
the defense is acceptable as is, or needs improvement.

This step relies upon a combination of extrapolation and
estimation. The results from the tests run in the simplified
scope and size of the test environment require extrapolation to
whatmight be expected to occur in the real (operational) envi-
ronment. The acceptability of those extrapolated results has
to then be estimated. A performancemodel, should one exist,
would be helpful in predicting performance metrics such as
the defense’s consumption of computational resources when
it is scaled up to the real environment (e.g., the computation
costs ofmonitoring the dozens of real users instead of the sin-
gle user modeled during testing). The representatives of the
user community are needed to estimate whether a defense
will be acceptable. For example, if a defense places what
seems like a small additional burden on the user by requiring
an additional log in step, its acceptability will depend on how
often that step has to be performed. An extra log in step per
entire user session might well be acceptable; an extra log in
step every time any piece of software is started less so.

This step involves the successful integration of inputs
from two different types of stakeholders—the cyber defense
experts and the user community. The cyber defense experts
will be well versed in comprehending the details of their
testing, but relatively unfamiliar with the operational envi-
ronment and the needs and preferences of its user community.
Conversely, the user community will have an intuitive under-
standing of their work practices and how to differentiate
between acceptable and unacceptable changes to those prac-
tices, but may be challenged to infer the extent of those
changes from the cyber test results. To be successful, this step
requires effective communication between these two groups.

If as a result of this step the defense is deemed acceptable
by the representatives of the user community, then progres-
sion to validation follows. If not, then the workflow will
return to the Defend step to improve the defense, informed
by the shortcomings identified from this verification step.

A complication could arise when multiple defenses are
thought to be needed—when assessed individually they may
seem acceptable, but in total may comprise an excessive bur-
den (with respect to computation and/or usability). Ideally
they would be treated as a portfolio, with selections from
that portfolio evaluated together. This might not be feasible,
especially should new vulnerabilities be uncovered in the
future that warrant extension of defenses. The systems engi-
neering practice of setting aside margin could apply here. In
this case, themargin would be of computational resources set
aside to accommodate future defense needs. When defense
is proposed, its evaluation would balance how much of that
margin it would consume against its criticality.
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4.5 Validate

The purpose of this step is to validate the defense by run-
ning it (and perhaps the attack), in the real environment and
comparing the results with test predictions.

Conducting this validation run must be carefully planned
and coordinated with the users of the real system. When the
validation run includes running the attack, it must be tolera-
ble for the attack to succeed (presumably because the defense
failed towork as intended). For attacks that threaten to corrupt
or destroy data (including programs of course), it is essential
to backup the system state in advance, and be able to restore
it should the defense prove unable to prevent the attack in
this validation setting. For attacks that threaten to exfiltrate
sensitive data, the success of the attack must not lead to sen-
sitive data being exposed externally; this could be prevented
either by performing the validation run on “dummy”data (not
actually critical, but handled as if it were), or by ensuring the
exflitrated data is in fact contained within an outer protected
scope. For attacks that threaten disruption (e.g., denial of ser-
vice attacks), it must be tolerable that such disruption might
occur during the validation run (e.g., by performing the val-
idation run during a non-critical period of operation).

Whether or not an attack is included in the validation
run, in all cases the possibility of the defense itself prov-
ing to be disruptive (e.g., inhibiting user access, killing valid
processes, slowing or crashing systems)must be tolerable for
the duration of the run.

It is important that the validation testing covers a com-
prehensive set of conditions. For example, akin to traditional
stress testing, expose the defense to the conditions predicted
to be the most challenging (e.g., maximum load from user
program execution so as to determine how fast the defense
will react under those circumstances).

If the defense proves acceptable, then transition to the
“Deploy” step. If not, first determine why the verification
did run not correctly predict the outcome of validation. Once
this is understood, then it becomes possible to consider
whether the defense may be improved and re-verification
attempted.

Unanticipated discrepancies between validation run
results and those predicted following the Verification step
need to be examined to determine their root causes. These
could have originated in any of the workflow steps prior to
Validate, and the workflow would have to revert the earliest
such step (hence the workflow figure shows an arrow going
back as far as the Set Up stem). In more detail:

During the set up step misunderstandings of the system
and usage scenario to be defended, or misunderstanding
of the attack (leading tomis-design of the defense), could
have been the cause. Potentially the most challenging to
avoid in advance is mis-configuration of the test environ-

ment by having omitted and/or simplified nuances of the
operational environment that turn out to be important.
During the attack stepmeasurements taken of the (unde-
fended against) attack may have failed to encompass all
its detrimental effects, with additional ones discovered
during validation. Thus, even if the defense succeeded in
nullifying the measured effects, its failure to adequately
nullify the previously unmeasured onesmay diminish the
appeal of the defense.
During the defend step failure to sufficiently cover the
range of conditions in which to conduct tests could be the
cause. For example, this kind of failure could have led to
under prediction of the false positives (false alarms) rate
for an intrusion detection defense.
During the verify step misunderstandings between the
two groups involved in this step (the cyber defense
experts, and the user community) could be a cause;
another cause would be incorrect extrapolation from
test results to operational. For example, discrepancy of
a prediction formed by extrapolating response times
measured during validation would suggest flaws in the
extrapolation step. Note that discrepancies in either
direction—under- or overprediction—are both of inter-
est. For example, underprediction of how long it would
take a defense to respond indicates that the verification
step is at risk of advancing inappropriate defenses into
the Validation step, wasting scarce time and effort in the
real environment. This would be akin to advancing an
immature software system too soon from unit testing to
integration testing, resulting in wasting precious integra-
tion time on debugging errors thatmore effectivelywould
have been caught by continued unit testing. Conversely,
overprediction of how long it would take a defense to
respond indicates that the verification step is at risk of
inappropriately dismissing defenses that would actually
be appropriate, not only wasting the time and effort it
took to develop those defenses, but also potentially lead-
ing to deployment of sub-optimal defenses when better
could have been done.

4.6 Deploy

The final step, assuming successful progression through the
workflow to this point, is deployment of the defense to
become a “normal” part of the real environment.

This might best be done first in a “probationary” period,
during which the effects of the defense are carefully mon-
itored, and the results of that monitoring are diligently
scrutinized to catch early indications of incipient problems,
or, hopefully, increase confidence in its acceptability for con-
tinued operation.

Even beyond such a “probationary” period continued
monitoring of the deployed defense is highly desirable to
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be able to recognize if/when the real environment evolves in
ways that could undermine the acceptability of the defense
(e.g., froma change of usage patterns of the user community).

5 Illustration of the workflow: a reconnaissance
attack and a defense to it

This section reports on our experience following the work-
flow through several of its steps.

Our studies are based on an example of a “reconnaissance
attack” that our colleagues have used to elucidate issues of
cybersecurity in the JPL environment [1]. Our colleagues
had already shown means by which the attack could be
detected. For purposes of experimentation with our V&V
workflow, we extended their defense to include an auto-
mated response that terminates the ongoing attack. We begin
with an initially somewhat naïve defense, and show how the
workflow (specifically the Verify step) leads to discovery of
its unacceptability, motivating consideration of subsequent
improvements.

5.1 Set up

We introduce our setting and the reconnaissance attack as we
describe the set up step.

(a) Identify the system and scenario to be defended. Our
setting is the Jet Propulsion Laboratory. We focus on
the combination of personnel and computing capabili-
ties responsible for commanding a space mission. There
is the need to protect the confidentiality and integrity
of the information within this environment. This consti-
tutes the “system” we wish to defend. Note: while this is
obviously a setting particular to space agencies, the same
considerations would apply in many terrestrial settings
(e.g., control of an industrial plant). The scenario we
consider is the daily activity of a legitimate user within
that system, who logs on, performs his or her work duties
(e.g., helps plans the commands to be sent to direct the
spacecraft), etc.

(b) Design or select the cyber attack to be defended against.
As already mentioned, our studies are based on the
“reconnaissance attack” presented in [1]. Its starting
point assumes an initial breach during which an adver-
sary has gained brief write access to a legitimate user’s
home directory (there are multiple plausible ways in
which such a breach could occur). The adversary exploits
this breach to add to the user’s login script a few lines
that will automatically open up remote display terminals
on the attacker’s machine whenever the legitimate user
logs in. These lines start a background xterm process set
to display on the attacker’s machine, thus allowing the

attacker to execute as the user (a capability that persists
even after the user has logged out), and invoke the xkibitz
command also set to display on the attacker’s machine,
thus allowing the attacker to view all the user’s sub-
sequent activity (http://www.linuxcommand.org/man_
pages/xkibitz1.html) [1] go on to explore the further
ramifications of this attack (how it may continue in a
plausible scenario of user activities), which for simplic-
ity here we do not address.

(c) Determine that the cyber attackworks—throughanalysis
or (if acceptable) testing in the real environment. In this
case, it is safe to demonstrate the viability of this attack
in the real environment, since the attack is something
we may conduct ourselves, routing the remote terminals
to one of our staff posing as the attacker for demonstra-
tion purposes. As long as our attacker is careful to only
observe and issue a benign command to demonstrate
ability to control, no harm is done. In contrast, an attack
that disrupted normal work (e.g., an attack on availabil-
ity to key resources) or made changes to project artifacts
(an attack on integrity) would not be safe to experiment
with in our environment without advance preparation.

(d) Configure the test environment to model the real environ-
ment as required for testing. Our colleagues have been
developing a “CyberDefenseResearchLaboratory”, iso-
latable from the institutional network, in which to safely
perform cybersecurity experiments. In the virtual envi-
ronment the laboratory provides it is possible to mimic
all the physical devices needed to simulate the real envi-
ronment. However, the limited computational resources
of the virtual environment may mean that its simulations
execute more slowly than reality. In that case, the lab-
oratory could be augmented with additional hardware
resources, if the cost of doing so justifies making the lab
more closelymatch the real environment. The laboratory
could, of course, be augmentedwith additional hardware
resources if the cost of doing so was thought justified
to more closely match the real environment. Virtualiza-
tion makes it possible to achieve an adequate level of
fidelity as efficiently as possible. This enables the rapid
assembly, configuration and cleaning up of experiments
in the laboratory. Using these capabilities, they set up a
test environment to recreate a “close approximation of a
real-worldmission architecture” inwhich to demonstrate
the “reconnaissance attack”. Their set up comprised
computational resources representative of (but fewer in
number than) the actual operational environment, rel-
evant infrastructure (in particular, a network), and an
attacker’s computer with connectivity to that network.
Furthermore, they took a step further: they made avail-
able to us a virtualization of the environment—one that
recreated just the essence of the reconnaissance attack—
small enough to run on a standalone PC or Macintosh�.
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Fig. 1 Screenshot of running the attack in a virtual environment (machine names obscured)

This proved very convenient for us to experiment with
the attack and defenses to it. The results reported in this
paper are from running in that small virtualization. We
have subsequently transferred out defenses back to the
laboratory and confirmed that they run as expected there
too.

5.2 Attack

This step is to determine whether the attack succeeds in the
test environment without the defense present and active, and
gather measurements of the attack.

Our colleagues had already demonstrated the full extent
of the “reconnaissance attack” in the test environment. It is
easy to see that it succeeds—when the legitimate user logs
in, the anticipated remote terminals appear on the attacker’s
machine, and do in fact give the attacker observation of the
legitimate user’s actions, and the ability to issue commands as
that user. Furthermore, the ability to issue commands persists
even after the legitimate user has logged out (as long as the
machine(s) the user logged into are still running). Figure 1
shows the attack running in the virtualized environment run-
ning on a PC. The black window is the victim’s window;
the victim has just issued a command to list files. The green
window is the attacker’s view, via the xkibitz process, of the
victim’s window. Visible in this window is the victim’s com-
mand and the directory listing that resulted. The red window
is the attacker’s xterm by which the attacker can execute

commands any user commands the victim could. It shows
the attacker listing the contents of one of the victim’s files
(note: the file seen is named “command-dictionary.txt” to
suggest exfiltration of sensitive information, but its contents
are completely fictitious for presentation here).

We characterize this attack as threatening both confi-
dentiality and integrity. Measurement is a straightforward
assessment—confidentiality of the user’s activities is totally
breached, and the extent of the threat to integrity spans what-
ever the user can do without requiring re-authentication.

5.3 Defend

This step is to design and implement a proposed defense and
test it within the test environment.

Our colleagues had already demonstrated one form of
defense—they configured a commercial network monitor-
ing system to recognize symptoms of the “reconnaissance
attack” (one symptom being a process running on the
machine the user had logged into but displaying elsewhere),
and showed that the monitoring system would detect the
symptom; they coupled this with a response, to alert a
defender—another legitimate user on the network, charged
with overseeing the monitoring system’s alerts and respond-
ing accordingly.

The defense we consider here is a modification to this.
It replaces the response to alert a human defender with
automation to respond to the alert by killing the attacker’s
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processes (those detected by the aforementioned monitor-
ing) and by logging the activity for deeper forensics later
(e.g., to help to determine how the breach occurred in the
first place). We implemented this as a script that kills the
attacker’s processes on the user’s machine, this script to
be invoked by the network monitoring system. However,
in the environment our colleagues had set up, the network
monitoring system has a distributed architecture. A data-
gathering component is runningon eachmachine, forwarding
data to a central machine that runs the code to determine
whether the data exhibit any of the symptoms being mon-
itored for, and if so invokes the corresponding script. The
reason for this architecture is that if it was to be put to
widespread use, it would keep the symptommonitoring com-
putations off the users’ machines to minimize the additional
computational burden on those machines. Given this archi-
tecture, our script, being run on the central machine, has to
have the appropriate authority to kill processes on the user’s
machine. In our automated defense, we achieve this by giv-
ing the machine that executes the script the authority to run
passwordless-ssh as the user on the user’s machine (where
the attackers processes are executing) so as to be able to kill
those processes (we created a pair of authentication keys for
this purpose).

We wrote, tested and debugged the script in the test
environment until it was running smoothly when invoked
by the monitoring software. We were then ready to take
measurements:

First, we then took measurements of overall resource
usage when the attack was not present (i.e., without mali-
cious code added to the user’s login script). Even though
there was no attack during these tests, the monitoring soft-
ware was active, and the purpose of the tests was to measure
the computational load it put on the system—very little as it
turned out.

We then repeated the tests, but with the malicious code
present in the user’s login script (and the defense active). We
observed that the action of logging in by the legitimate user
opened the remote terminals on the attacker’s machine, but
shortly thereafter the processes running thosewere killed and
the events logged. We manually measured the time it takes
between those remote terminals opening and the defense act-
ing to close them. These durations varied from a few seconds
to close to a minute. We recognized that at least some of
the variation was due to the periodicity of the monitoring
software—e.g., if an attack was started shortly before the
next monitoring period, then it would soon be detected. This
variability led us to conclude we would be wise to run a large
number of tests to determine the distribution of these dura-
tions. To make multiple tests easy to perform, we simplified
the attack to its essence—the opening of an xterm from the
user’s machine to a remote machine. We could cause this to
happen repeatedly (and automatically), without needing to

have the simulated user log in each time. We also automated
the gathering of the measurements—CPU load, memory uti-
lization and network utilization.

Finally, we repeated the automated tests yet again but in
different conditions. We were specifically interested in what
would happen if:

(a) the user’s machine was subject to different processing
loads (speculating that this might slow the portions of
the cyber defense monitoring and/or response running
on the user’s machine), and

(b) the user’s machine was involved in sending or receiv-
ing network traffic (speculating that this might interfere
with the communications needed for the cyber defense
monitoring and/or response).

Having gathered these measurements, we were ready to
attempt to extrapolate the test environment results to the
operational environment, and to assess the proposed cyber
defense’s acceptability (in terms of costs, risks, and benefits)
to the user community.

5.4 Verify

The purpose of this step is to verify the defensewith represen-
tative(s) of the system user community to determine whether
the defense is acceptable as is, or needs improvement.

First, we set about comprehending the data we had gath-
ered. Poring over the raw log data was unsatisfactory for this
purpose, as can be appreciated from the snapshot of portions
of these log files (Fig. 2).

Following the precepts of information visualization, we
began development of a mobile dashboard to be used for
communicating and understanding these kinds of metrics.
Indeed, application of information visualization to cyberse-
curity data and its analysis is widely advocated, e.g., [7].

Figure 3 shows a visualization of CPU loads on the
victim’s machine. Total CPU load is shown by the upper,
orange-colored, line; the portion of this consumed by the

Fig. 2 Log files
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Fig. 3 Visualization of CPU
loads

Fig. 4 Visualization of CPU
loads under heavy conditions

monitoring system running on the victim’s machine (gather-
ing and forwarding data to a separate machine to analyze the
data) is shown by the lower, teal-colored, line. This clearly
shows that the monitoring system consumed only a small
fraction of the CPU within our test environment.

Results of another test run, conducted while the addi-
tional processing was added to deliberately load the CPU
with enough tasks to keep it fully occupied (and then some)
most of the time, even more dramatically showed the rela-
tively inconsequential load of themonitoring system—Fig. 4.
(note that the vertical scale has expanded relative to that of
the previous figure).

Since these were measurements taken in the test environ-
ment, we had to consider what might happen in the operating
environment, where there are dozens of machines and users
all of whom would be candidates for this monitoring-based
defense. To consider this, we engaged in discussions with the
person responsible for cybersecurity on one of the current
flight projects. We determined that if the monitoring system
were to be deployed, it would be architected to have a ded-
icated machine to receive the monitored inputs forwarded
from all the users’ machines, perform the analyses to detect
symptomsof cyber attacks, and trigger responses as appropri-
ate. On this basis, we felt confident that our measures in the
test environment showing the insignificant CPU load from
the forwarding portion of the monitoring system on the user
machine indicated the same would hold of user machines in
the operating environment. We also took measurements in
the test environment of the memory used by the forward-
ing portion of the monitoring system on the user’s machine.
These showed it to be a small, static amount (and did not

need visualization to understand). Again, we concluded this
would hold true in the operational environment.

We also took measures of network traffic and generated
similar visualizations of these data (which showed the net-
work traffic from the monitoring to be inconsequential).

We next considered the effectiveness of the defense, mea-
sured by the durations over which the attacker xterm was
open (the shorter the better, of course). In our initial test runs,
we had allowed sufficient time between successive “attacks”,
i.e., opening of remote xterms, for the periodic monitoring-
based defense to have time to detect the remote xterm and
trigger the response to have its process killed. We timed
each attack to start randomly in a uniform interval of 30 s
(the monitoring period) to avoid accidentally synchronizing
with the periodic monitoring. This allowed us to gather hun-
dreds of simulated attacks. However, this was quite a time
consuming experiment—allowing at least 60 s between suc-
cessive attacks, and adding on between zero and 30 s more,
meant a runof several hundred attackswould lastmanyhours.
Impatient with this, we made one further adjustment to our
experimentation, to start successive attacks without waiting
sufficiently long for the previous one(s) to have been detected
and responded to. This allowed us to run hundreds of attacks
in an hour or so. The visualization we developed to view the
results is seen in Fig. 5. Each horizontal line segment denotes
the duration of the attacker’s xterm process (the varying col-
ors are used to visually distinguish different segments, and
otherwise do not have a specific meaning). It can readily be
seen that their durations vary from a few seconds to a few
tens of seconds. A histogram from one of our runs of several
hundred attacks shows this to be so—Fig. 6.
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Fig. 5 Histogram of attack durations

We arranged the combination of our visualizations and
statistics as an iPad� application—Fig. 7. This takes as
input data from a test run, additional images if any (e.g., the
histogram), and generates the summary statistics and visual-
izations. The latter are coordinated with a single slider that
allows the viewer to scroll back and forth through an entire
test run’s results.

Having generated this cogent presentation of test results,
we were ready to discuss with the security expert of one of
the operational flight projects extrapolating these results to
an operational environment and assessing the benefits, costs
and risks of our prospective defense.

Benefits From the defense times measured in the test envi-
ronment (the number of seconds it takes between initiation
of the attack, and the automated defense terminating the
attacker’s processes), we estimated that similar times would
apply in the real environment (assuming the same periodic-
ity of monitoring). As we did this, we considered factors that
could potentially make a significant difference in timing. For
example, in the real environment the need to monitor dozens,
possibly hundreds, of legitimate users and their processes
might slow down the detection time. We postulated that in
the real environment adequate computational resources (on
machine(s) dedicated for this purpose) would be devoted
to analyzing the information from monitoring to detect the

symptoms of an attack, and that, therefore, there would not
be a dramatic slowdown compared to the times measured
in the test environment. On this basis, the responsiveness of
the defense was deemed to be adequate. For this particular
defense, no additional benefits were identified.

Costs CPU and memory loads on the user’s machine were
measured in the test environment. These stemmed from the
need to monitor that machine’s interaction with the network
(specifically, tomonitor for outgoing xterms) and forward the
information to an analysis capability on a separate machine.
In the test environment, the measures showed these loads to
be relatively small, and our expectation was that they would
be no worse on users’ machines in the real environment. On
this basis, these resource costs were deemed to be acceptable.
In terms of user inconvenience, since the defense is auto-
matic, no additional actions are required to be performed by
the legitimate user.

The expectation was that a network monitoring system
would be present for other purposes, so our defense might be
asked to contribute to its costs, but would not have to pay for
the whole thing.

One huge drawback to our naïve defense was that it pre-
cludes the user from opening any xterm to a remote display.
This curtailment of a highly useful capability was deemed
unacceptable, indicating we would need to rethink our ini-
tially proposed defense.

Risks In addition to the drawback just mentioned, con-
sideration of the defense’s use of passwordless-ssh as the
means to give the defense script (executed by the central
machine), the authority to kill the suspicious processes on
the user’s machine was also deemed a significant draw-
back. In cybersecurity terms, it violates the principle of
least privilege—passwordless-sshgrants unnecessarilymuch
authority relative to the purpose it is achieving. This too was
an indication we would need to rethink our initially proposed
defense.

Overall status The overall status of our defense is portrayed
in the radar chart seen in Fig. 8. Of its eight key factors,

Fig. 6 Visualization of attack
durations
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Fig. 7 Dashboard for display of metrics and visualizations

Fig. 8 Status of our initially proposed defense

six of them fall into the “Good” annulus (meaning they are
acceptable); however, two of them (risk and convenience)
fall into the “Bad” center (meaning they are unacceptable).

5.5 Return to the defend step to revise the defense

The recognition of flaws in our initially proposed defense
renders it unacceptable, so we do not advance to Validate.
Instead we return to the workflow’s defend step to attempt
to revise the defense accordingly. We briefly summarize our
efforts and thinking in this direction:

To allow legitimate users the capability to open remote
xterms, our planned revision of the defense maintains a
“whitelist” of user-approved external locations to which
remote xterms are to be allowed to be displayed. The user
is provided a mechanism by which to add destinations (IP
addresses) to this whitelist. The defense script, when trig-
gered, looks to see whether the remote destination of the
xterm of the suspicious process is included in the current
whitelist, and only if it is not included does it go ahead and
kill the suspicious process. We have implemented this, and
expect it will not unduly add computational burden, but have
yet to perform the tests to verify that this is so. However, it
still might prove unacceptable to the user community. For
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Fig. 9 Radar chart of revised defense

example, there is the risk that during critical phases of mis-
sion operation the need to whitelist additional IP addresses
could introduce a critical delay. Users may have long since
populated their whitelist with the regularly used IP addresses,
but now an unusual circumstance requires them to communi-
cate information to an atypical destination. Especially under
time pressure, we would not want them to have to struggle
to recall how that whitelisting was performed.

To reduce the unnecessary risk that passwordless-ssh
entails, the response to detection of an unapproved outgo-
ing xterm needs to be given the specific authority to trigger
the killing of that process, but no broader authority. We have
yet to implement this.

We have not implemented this change yet. However, once
we do, our assessment of the defense would change as shown
in Fig. 9. With a specific signal to kill the attacker’s xterm
process, the risk might be gauged to have become acceptable
(there is still some risk, e.g., if an attacker could find a way
to spoof that signal). The inconvenience of not being able to
legitimately open any remote xterms has been resolved, but
there remains the inconvenience of users having to explic-
itly whitelist allowable xterm destinations. Whether this is
deemed acceptable or not is something the intended user
community would have to gauge.

We have also postulated an alternate revision, in which
the response does not automatically kill any process, but
simply notifies the legitimate user in question (e.g., by send-
ing a notification to the user’s phone). This could still be
coupled with a “whitelist” feature so that the user could sup-
press notifications of outgoing xterms to those whitelisted
locations. The status of such a defense might change from
out naïve initial proposal as shown in Fig. 10. The risk
from inadvertently killing legitimate processes has disap-
peared, and the level of user inconvenience has improved to
acceptable (perhaps). However, merely notifying the user in
question is weaker than automatically killing the attacker’s
processes—the user might not respond to the notification
immediately, for example. This is indicated by a slight

Fig. 10 Radar chart of another defense

decrease in the IntegrityDefense andConfidentialityDefense
factors.

6 Conclusions

We have addressed the decision of whether to introduce a
cyber defense into an operational environment. The deci-
sion will hinge on the key metrics of the costs, benefits, and
risks of the cyber defense. We have argued that to measure
these it will be desirable to first test the cyber defense in a
safe, isolated environment.However, this raises the challenge
of fidelity between the test environment and the operational
environment. To address this, we have described a workflow
modeled after systems V&V testing, with the steps of Set-
Up, Attack, Defense, Verify, Validate, and Deploy. We have
discussed the collection of metrics in the test environment,
and their extrapolation to the operational environment.

Our workflow is illustrated with an example of a reference
attack and defenses to it. We show our use of appropriate
visualizations to cogently present the gathered metrics, and
summarize the status of the several possible defenses.

Our focus has been on assessing individual defenses. In
making the decision of which defenses to introduce, it will
also be necessary to assess the risk posture of the overall
operational environment. An approach such as that described
in [2] could be employed for this purpose.
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