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Abstract Web services have become more and more impor-
tant in these years, and BPEL4WS (BPEL) is a de facto stan-
dard for the web service composition and orchestration. It
contains several distinct features, including the scope-based
compensation and fault handling mechanism. We have con-
sidered the operational semantics and denotational semantics
for BPEL, where a set of algebraic laws can be achieved via
these two models, respectively. In this paper, we consider the
inverse work, deriving the operational semantics and denota-
tional semantics from algebraic semantics for BPEL. In our
model, we introduce four types of typical programs, by which
every program can be expressed as the summation of these
four types. Based on the algebraic semantics, the strategy for
deriving the operational semantics is provided and a transi-
tion system is derived by strict proof. This can be considered
as the soundness exploration for the operational semantics
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based on the algebraic semantics. Further, the equivalence
between the derivation strategy and the derived transition
system is explored, which can be considered as the com-
pleteness of the operational semantics. Finally, the deriva-
tion of the denotational semantics from algebraic semantics
is explored, which can support to reason about more program
properties easily.
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linking

1 Introduction

Web services and other web-based applications have
been becoming more and more important in practice. In
this blooming field, various web-based business process lan-
guages have been introduced, such as XLANG [46], WSFL
[30], BPEL4WS (BPEL) [11] and StAC [7], which are
designed for the description of services composed of a set of
processes across the Internet. Their goal is to achieve the uni-
versal interoperability between applications using web stan-
dards, as well as to specify the technical infrastructure for
carrying out business transactions.

The important feature of BPEL is that it supports the long-
running interactions involving two or more parties. There-
fore, it provides the ability to define fault and compensation
handing in application-specific manner, resulting in a feature
called Long-Running (Business) Transactions (LRTs). The
concept of compensation is due to the use of Sagas [4,15]
and open nested transactions [39]. The fault analysis has
been considered in [41,43] for compensation processes. It
addition, BPEL provides two kinds of synchronization tech-
niques for parallel processes. In our model, shared-labels are

123



210 H. Zhu et el.

introduced for the synchronization between a process and
its partners within a single service, while channel commu-
nications are introduced for message transmission between
different services.

As advocated in Hoare and He’s Unifying Theories of
Programming (UTP) [25], three different styles of math-
ematical representation are normally used for a program-
ming language: operational, denotational and algebraic one
[23,40,45]. Moreover, the linking theories [48] between dif-
ferent semantic models for a language are particularly inter-
esting, which can provide the correct understanding for one
semantics based on the viewpoint of another. For BPEL, we
have already explored the denotational semantics [20] and
operational semantics [54], where a set of algebraic laws has
been explored based on the two formal semantics, respec-
tively. This paper considers the inverse work, deriving the
operational semantics and denotational semantics from alge-
braic semantics.

In order to support the linking from the algebraic seman-
tics to the operational and denotational semantics for BPEL,
we introduce four types of typical programs. Based on this,
the summation of these typical programs is introduced, which
is used to construct the head normal form for a program. The
construction is based on the algebraic laws of BPEL. The der-
ivation of operational semantics from algebraic semantics is
based on the head normal form. The derivation strategy is
defined and a set of transition rules is achieved based on the
derivation strategy by strict proof. This can be regarded as
the soundness consideration [49] of the operational semantics
from the viewpoint of algebraic semantics. However, the der-
ivation strategy may derive more transitions, compared with
the strict derived transition system. The equivalence between
the derivation strategy and the derived transition system is
worthy of exploration. This is the completeness consideration
[49] for the operational semantics from the viewpoint of alge-
braic laws. Further, the derivation of denotational semantics
from algebraic viewpoint is also explored based on the head
normal from, which can support to reason about program
properties easily, especially for parallel programs.

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the language BPEL. We also explore the
algebraic laws in this section. Four types of typical pro-
grams are introduced and the concept of head normal form
is defined. Section 3 is devoted to the derivation of opera-
tional semantics from the algebraic semantics. The deriva-
tion strategy is defined and a set of transition rules is derived
by strict proof. Further, we also explore the equivalence of
the derivation strategy and the derived operational semantics
in this section. Section 4 studies the derivation of denota-
tional semantics from algebraic semantics. The approach is
based on the head normal form as well. Section 5 discusses
the related work about web services and semantic linking.
Section 6 concludes the paper.

2 Algebraic semantics

2.1 The syntax of BPEL

BPEL is used to model business transactions for web services.
Below is the BPEL model that we have proposed, which con-
tains several interesting features, such as scope-based
compensation and fault handling mechanism. Our language
contains the following categories of syntactic elements:

B A ::= skip | x := e | rec a x | rep a x | throw
A ::= B A | @(g) A | b � l | A; A | A � b � A

| b ∗ A | A ‖ A | A � A | undo
| {A ? A, A}

where

• x := e is the assignment, which assigns the value of e to
local variable x . skip behaves the same as x := x . The
activity throw indicates that the program encounters a
fault immediately. In order to implement the communica-
tions between different services, two statements are intro-
duced; i.e., rec a x and rep a x . Command rec a x
represents the receiving of a value through channel a. The
received value is stored in variable x . rep a x represents
the output of value of x via channel a.
• Several constructs are similar to those in traditional pro-

gramming languages. A; B stands for sequential composi-
tion. A�b� B is the conditional construct and b∗ A is the
iteration construct. A � B stands for the nondeterministic
choice; i.e., either A or B could be executed.
• Shared-labels are introduced to implement the synchroni-

zation between a process and its partner. For @(g)A, if
guard g is evaluated as true, control flow can pass to pro-
cess A. Otherwise, it will wait for guard g to be set true.
Here g is composed of a set of source links; i.e., a set of
read only labels. These source links can be considered as
the target links of other components; i.e., updatable labels.
Besides, b � l assigns the value of b to label l.
• {A ? C, F} stands for the scope activity, where A, C and

F stand for the primary activity, compensation program
and fault handler correspondingly. If A terminates suc-
cessfully, program C is installed in the compensation list
for later compensating. On the other hand, if A encounters
a fault during its execution, the fault handler F will be
activated. Further, the compensation part C does not con-
tain scope activity. For statement “undo”, it activates the
execution of the programs in the compensation list under
the reverse order of their installed sequence.
• A ‖ B stands for the parallel composition. For a shared

label, it is owned by one parallel component; i.e., it can
only be written by one parallel component. However, it
can be read by all other parallel components. Further, the
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communication mechanism via channels obeys the same
rules as those in process algebra CSP [22], which is used
to model message transmission between different services.
Moreover, both of the two parallel components do not have
undo statement.

In order to support parallel expansion laws, we enrich our
language with the concept of guarded choice, expressed in
the form:

{h1 → P1}[] . . . . . . []{hn → Pn}
where

(1) hi can be a skip guard, expressed as bi &skip, where
bi is a Boolean expression. We assume that the disjunc-
tion of all bi in a guarded choice is always satisfied (i.e.,
∨i bi = true).

(2) hi can also be a communication guard, expressed as
rec a x and rep a x , where a is the channel name.

(3) hi can also be expressed as @(gi ); i.e, waiting for
Boolean guard gi to be set true.

2.2 Algebraic semantics of BPEL

In order to explore the head normal form, we introduce four
typical forms. The definition of head normal form can be
expressed as one of the four forms. The first form stands for
the general guarded choice, as mentioned above. For each
guarded component, the corresponding guard can be ofskip
guard, event guard or communication guard.

(form-1) []i∈I {bi &skip→ Pi }
[][] j∈J {@(g j )→ Q j }
[][]l∈L{comm al xl → Rl}

where, comm can be rec or rep.
The second form represents for the behaviour which con-

tains two parts sequentially, where the first part can be of
the form assign(x, e), which stands for the assignment of
local variables or the update of shared-labels. It can also be
compen(C), which stands for the behaviour of installing the
compensation program C .

(form-2) X → P

where X can be of the form assign(x, e) or compen(C).
The third and fourth form are special, which are simply

represented by throw and undo commands.

(form-3) throw
(form-4) undo

In order to deal with the scope behaviour, we introduce a
new operator ◦. The subsequent behaviour after ◦ stands for
the fault handler. For A ◦ B, if A terminates successfully, the
whole program also terminates successfully. However, if A

encounters fault during its execution, the fault hander B will
be activated. Based on the understanding of compen(C), a
scope activity can be defined as below. The scope activity can
be explained via the newly introduced command compen(C)

and the ◦ operator.

(scope − 1) {A ? C, F} =d f (A; compen(C)) ◦ F

Now we consider the laws for sequential composition. Firstly
we introduce a function seq1:

seq1(P, Q) =d f

⎧
⎨

⎩

Q if P = II
throw if P = throw
P; Q otherwise

where, II stands for the empty process.
Sequential composition satisfies the following algebraic

laws. We study the laws for the cases that the first component
of sequential composition is one of the four typical forms

(seq-1) []i∈I {hi → Pi }; R = []i∈I {hi → seq1(P, R)}
(seq-2) (X → P); R = X → seq1(P, R)

where, X = compen(C)or assign(x, e)

(seq-3) X; R = X

where, X = throw or X = undo.

The first two laws indicate that sequential composition dis-
tributes backward through the first and second type of typical
forms. The third law (seq-3) indicates that throw (or undo)
is the left zero of sequential composition.

Next, we consider the laws for the newly added operator ◦.
Firstly, we introduce the function seq2:

seq2(P, Q) =d f

⎧
⎨

⎩

II if P = II
Q if P = throw
P ◦ Q otherwise

Operator ◦ satisfies a set of algebraic laws shown below. For
the following laws, the first component of ◦ can also be one
of the four typical forms.

(circ-1) []i∈I {hi → Pi } ◦ R = []i∈I {hi → seq2(P, R)}
(circ-2) (X → P) ◦ R = X → seq2(P, R)

where, X = compen(C)orassign(x, e)

(circ-3) throw ◦ R = R

(circ-4) undo ◦ R = undo

Similarly, the first and second law indicates that operator ◦
distributes backwards through the first and second type of
typical forms. The third law indicates that fault handler can
be immediately fired when an error is encountered. This law
also indicates thatthrow is the unit of operator ◦. The fourth
law indicates that undo is the left zero of operator ◦.

Now we introduce a new construct called summation. It
is denoted as as

⊕{P1, . . . , Pn}, where each Pi is initially
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deterministic. The selection among all Pi is nondeterminis-
tic. Further, the elements in a summation can be re-arranged,
shown as the law below.
(⊕

−1
) ⊕

{P1, . . . , Pn} =
⊕
{Pi1 , . . . , Pin },

where i1, . . . , in is a permutation of {1, . . . , n}.
Now we consider the transformation of nondeterministic
choice to the form of summation.

(nonde-1) If P =
⊕
{P1, . . . , Pn} and

Q =
⊕
{Q1, . . . , Qm}

then P � Q =
⊕
{P1, . . . , Pn, Q1, . . . , Qm}

The above two laws can assist the transformation of every
program into a summation of a set of initially determinis-
tic processes. Next we consider the laws for conditional and
iteration:

(cond-1) P � b � Q = []{b&skip→ P, ¬b&skip→ Q}
(iter-1) b ∗ P = []{b&skip→ (P; b ∗ P),

¬b&skip→ II }

The above two laws indicate that conditional and iteration
can be expressed in the form of guarded choice via the skip
guarded components.

Now we consider the algebraic laws for parallel compo-
sition. Let

par(P, Q) =d f

⎧
⎨

⎩

Q if P = II
P if Q = II
P ‖ Q otherwise

Parallel composition is symmetric; i.e., P ‖ Q = Q ‖ P .
Our further exploration is based on the four typical forms.

For parallel composition, one case is that two parallel com-
ponents are within one service. This indicates that there is no
message communication between two parallel components;
i.e., the two components do not share the same communica-
tion channels. Law (para-1) reflects this case.

(para-1) Let P = []i∈I {hi → Pi } and

Q = [] j∈J {g j → Q j }.
Assume that P and Q do not have the same communication
channels. Then

P ‖ Q

= []i∈I {hi → par(Pi , Q)}[][] j∈J {g j → par(P, Q j )}
Two parallel components can be from different services. The
parallel composition of sending and receiving messages via
the same channel can be transformed into a local variable
assignment. Law (para-2) reflects this case. The message

communication can be taken place via the common chan-
nels cm (m ∈ M).

(para-2) LetP1 = []i∈I {hi → P1i },
Q1 = [] j∈J {g j → Q1 j },

P = P1[][]m∈M {rec cm um → Rm},
Q = Q1[][]m∈M {rep cm vm → Tm},

Assume that P1 and Q1 do not share the same communica-
tion channels. Then

P ‖ Q
= []i∈I {hi → (P1i ‖ Q)}
[][] j∈J {g j → (P ‖ Q1 j )

[][]m∈M {true&skip→ (um := vm → (Rm ‖ Tm))}
Law (para-3) studies the case that one parallel component
is in the first typical form and another component is in the
second typical form.

(para-3) Let P = []i∈I {hi → Pi } and Q = X → Q′,
where X can be of compen(C) or assign(x, e).

Then

P ‖ Q
= []{hi → par(Pi , Q)}
[][]{true&skip→ (X → par(P, Q′))}

For (para-3), any guard hi (i ∈ I ) can be scheduled. On
the other hand, compen(C) (or assign(x, e)) can also have
chance to be scheduled. As compen(C) (or assign(x, e))
does not appear in the form of guarded choice, skip guard
is applied.

(para-4) P ‖ throw = throw

Law (para-4) indicates that throw is the zero of parallel
composition.

(para-5) Let P = X → P ′ and Q = Y → Q′.

Then

P ‖ Q
= []{ true&skip→ (X → P ′ ‖ Q),

true&skip→ (Y → P ‖ Q′)}
where, X = assign(x, e) or compen(C), and Y =
assign(y, f ) or compen(D).

Law (para-5) stands for the case that both of the two par-
allel components belong to the second type of typical forms.

2.3 Head normal form

Now we explore the head normal form for BPEL programs.
Our later discussion about deriving operational semantics
and denotational semantics is based on the head normal form.
Head normal form is expressed in the form of one step for-
ward expansion; i.e., its definition is based on the four typical
forms.
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Assignment x := e can be expressed as a guarded choice
comprising of a singleskip guarded component. The subse-
quent behaviour after the skip guard is expressed as
assign(x, e), which purely assigns value e to variable x .

HF(x := e) =d f []{true&skip→ assign(x, e)} (1)

For communication guard, it can be expressed as a guarded
choice comprising of a single communication guard compo-
nent.

HF(rec a x) =d f []{rec a x → II }
HF(rep a x) =d f []{rep a x → II } (2)

For statementthrow andundo, their head normal forms are
themselves. The head normal forms for event guard and label
update are similar to communicating statement and local var-
iable assignment, respectively.

HF(X) =d f X, where, X = throw or X = undo (3)

HF(@(g) A) =d f []{@(g)→ A} (4)

HF(b � l) =d f []{true&skip→ assign(l, b)} (5)

Now we consider the head normal form for A; B and A ◦ B.
The definition is based on the four typical forms for the head
normal form of A. If the head normal form of A is expressed
as a guarded choice, the head normal form of A; B can also be
expressed as a guarded choice comprising with the same set
of guards. The subsequent behaviour after the guard can be
expressed as the sequential combination of the corresponding
subsequent behaviour of A and B via function seq1. Simi-
larly, the corresponding behaviour after the guard for A ◦ B
is via function seq2.

Meanwhile, if A can be expressed as the sequential behav-
iour whose initial behaviour is assign(x, e) (or compen(C)),
then A; B (or A ◦ B) can also be expressed as the sequential
behaviour. The subsequent behaviour can be expressed using
function seq1 and seq2, respectively. Moreover, if the head
normal form of A is throw, the head normal form of A; B
is also throw. In this case, the head normal form of A ◦ B
is B. If the head normal form of A is undo, the head normal
forms for A; B and A ◦ B are also undo.

If HF(A) = []i∈I {hi → Ai },
then HF(A; B) = []i∈I {hi → seq1(Ai , B)}

HF(A ◦ B) = []i∈I {hi → seq2(Ai , B)}
If HF(A) = X → A′,
then HF(A; B) = X → seq1(A′, B)

HF(A ◦ B) = X → seq2(A′, B)

where, X = assign(x, e)or X = compen(C)

If HF(A) = throw, then HF(A; B) = throw
HF(A ◦ B) = B

If HF(A) = undo, then HF(A; B) = undo
HF(A ◦ B) = undo

(6)

For conditional and iteration, their head normal form can be
expressed as a guarded choice comprising of skip
guarded components.

HF(P � b � Q) =d f []{b&skip→ P, ¬b&skip→Q}
HF(b ∗ P) =d f []{b&skip→ (P; b ∗ P),

¬b&skip→ II } (7)

The head normal form of guarded choice is itself.

If P is a guarded choice, then HF(P) =d f P (8)

If the head normal form of P and Q both contain a set of
initially deterministic processes, The head normal form of
their nondeterminism consists of all the typical forms of P
and Q.

If HF(P) =
⊕

i∈I Pi and HF(Q) =
⊕

j∈J Q j ,

then HF(P � Q) =
⊕

i∈I Pi

⊕ ⊕
j∈J Q j (9)

If the head normal form of P and Q both contain a set of
initially deterministic processes, the head normal form of
P ‖ Q consists of the initially deterministic processes gen-
erated from the parallel composition of the typical forms from
P and Q.

If HF(P) =
⊕

i∈I Pi and HF(Q) =
⊕

j∈J Q j , (10)

then HF(P ‖ Q) =
⊕

i∈I, j∈J Pi ‖ Q j

where, HF(Pi ‖ Q j )is defined by applying algebraic

laws (para-1) to (para-5).

The head normal form of HF({A ? C, F}) can be expressed
as the head normal form of HF((A; compen(C)) ◦ F).

HF({A ? C, F}) =d f HF((A; compen(C)) ◦ F) (11)

Moreover, we also define HF(X) =d f X → II , where X
can be of the form assign(x, e), compen(C).

In this section, we have studied the head normal form for
each statement of BPEL. For program P , if it has initially
non-deterministic behaviour, its head normal form can be
expressed as the summation of a set of initially deterministic
processes. On the other hand, for each process P , if it is ini-
tially deterministic, its head normal form can be expressed
as one of the four typical forms.

3 Deriving operational semantics from algebraic
semantics for BPEL

In contrast to the standard style of defining operational
semantics, this section is to derive an operational seman-
tics for BPEL from its algebraic semantics. This approach
aims to show the equivalence and consistency between the
operational and algebraic semantics for BPEL.
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3.1 Derivation strategy

For the operational semantics of BPEL, its transitions are
written in a special notation Structural Operational Seman-
tics (SOS) [40], which are of the four types:

C
τ−→ C ′ or C −→ C ′ or

C
v−→ C ′ or C

a.m−→ C ′

where C and C ′ are the configurations describing the states
of an execution mechanism before and after a step, respec-
tively. The first type models the case that a process does the
nondeterministic selection. The second type is mainly used
to model the assignment of a local variable, whereas the third
type models the update of a shared-label. The fourth type is
used to model the message communication between different
services through channel a, where m stands for the message
for communication.

The configuration can be expressed as 〈P, σ, L , Cpens〉,
where

(1) The first component P is a program that remains to be
executed.

(2) The second element σ is the state for all the local vari-
ables.

(3) The third element L stands for the state for all labels.
(4) The fourth element Cpens stands for a compensation

list; i.e., a sequence of programs to be executed as com-
pensation.

Regarding the program P in configuration 〈P, σ, L ,

Cpens〉, it can either be a normal program. Further, it can
also be one of the following special forms:

II : A program completes all its execution and terminates
successfully. II is used to represent the empty program.

� : A program may encounter a fault and stops at the fault
state. � is used to represent the fault state.

� : The installed compensation programs for the current
process can be activated for execution. After the termi-
nation of the compensating programs, the control will
not be passed to the subsequent activity of the current
process. This is the difference between the termination
of the compensating programs and the termination of the
current process. We use � to represent the undo state;
i.e., the terminating state for the execution of programs
in the compensation list of the current process.

Now we consider the derivation strategy for deriving oper-
ational semantics from algebraic semantics.

Definition 3.1 (Derivation Strategy)
Let HF(P) =⊕

i∈I Pi .

(1) If |I | > 1,
then 〈P, σ, L , Cpens〉 τ−→ 〈Pi , σ, L , Cpens〉

(2) Otherwise,

(a) If HF(P)

= []i∈I {bi &skip→ Pi }[][] j∈J {rec a j x j → Q j }
[][]k∈K {repck xk → Rk}[][]l∈L{@(gl)→ Tl}

Then
〈P, σ, L , Cpens〉 −→ 〈Pi , σ, L , Cpens〉,

if bi (σ )

〈P, σ, L , Cpens〉 ck .σ (xk )−→ 〈Rk, σ, L , Cpens〉
〈P, σ, L , Cpens〉a j .m−→〈Q j , σ [m/x j ], L , Cpens〉
〈P, σ, L , Cpens〉 −→ 〈Tl , σ, L , Cpens〉,

if hold(gl)

where, hold(g) is used to represent the satisfactory
of the Boolean guard g.
hold(g(l1, l2, . . . , ln))

=d f g(L(l1), L(l2), . . . , L(ln))

(b) If HF(P) = assign(x, e)→ P ′,
then 〈P, σ, L , Cpens〉−→〈P ′, σ [e/x], L , Cpens〉

(c) If HF(P) = assign(l, b)→ P ′,
then 〈P, σ, L , Cpens〉 v−→〈P ′, σ, L[b/ l], Cpens〉

(d) If HF(P) = compen(C)→ P ′,
then 〈P, σ, L , Cpens〉 −→ 〈P ′, σ, L , Cpenŝ 〈C〉〉

(e) If HF(P) = throw,
then 〈P, σ, L , Cpens〉 −→ 〈�, σ, L , Cpens〉

(f) If HF(P) = undo,
then 〈P, σ, L , Cpens〉 −→ 〈X;undo, σ, L , Y 〉,
〈P, σ, L , ε〉 −→ 〈�, σ, L , ε 〉
where, X = final(Cpens) and
Y = front(Cpens).

Here, final(s) stands for the last element of sequence
s and front(s) stands for all but the final element of
sequence s. ε stands for the empty sequence. ��

If a process is expressed as a summation of at least two
processes, then the process performs the nondeterministic
selection and reaches to any of these processes as shown in
(1). Otherwise, the process is purely expressed as one of those
four typical forms.

If a process is expressed as the form of guarded choice, it
can perform various transitions shown as (2a). On the other
hand, if a process is expressed as the form whose initial
behaviour is the local variable assignment or shared-variable
update, the process can perform the corresponding transition
and reach to the subsequent process. Moreover, if the initial
behaviour is compen(C), the process can perform the transi-
tion dealing with the installation of compensation program C .

Further, if a process is purely expressed as “throw”, it
immediately reaches the fault state. On the other hand, if a
process is expressed as “undo”, it firstly performs the last
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Algebraic approach to linking the semantics of web services 215

process in the compensation list and will “undo” again with
respect to the compensation list except the last element.

3.2 Deriving operational semantics for BPEL by strict proof

In this section, we will derive the operational semantics for
BPEL statements according to the derivation strategy. This
shows the soundness of our operational semantics. The
derived operational semantics is expressed as theorems to be
proved (Theorems 3.1–Theorem 3.5). Theorem 3.1 considers
the operational semantics for x := e, b�l, g◦P , communica-
tion, throw, undo, conditional and iteration. Theorem 3.2
studies the operational semantics for sequential composition.
Theorem 3.3 focuses on the operational semantics for nonde-
terminism. The operational semantics for parallel composi-
tion is studied in Theorem 3.4. Finally, Theorem 3.5 explores
the operational semantics for scope activity.

From the head normal form and the derivation strategy,
we can directly achieve the transitions below, shown in The-
orem 3.1.

Theorem 3.1

(1) 〈x := e, σ, L , Cpens〉 −→ 〈assign(x, e), σ, L ,

Cpens〉
〈assign(x, e), σ, L , Cpens〉 −→ 〈II, σ [e/x], L ,

Cpens〉
〈b�l, σ, L , Cpens〉−→〈assign(l, b), σ, L , Cpens〉
〈assign(l, b), σ, L , Cpens〉 v−→ 〈II, σ, L[b/ l],
Cpens〉

(2) 〈g ◦ P, σ, L , Cpens〉 −→ 〈P, σ, L , Cpens〉,
if hold(g)

(3) 〈rec a x, σ, L , Cpens〉 a.m−→ 〈II, σ [m/x], L ,

Cpens〉
(4) 〈rep a x, σ, L , Cpens〉 a.σ (x)−→ 〈II, σ, L , Cpens〉
(5) 〈throw, σ, L , Cpens〉 −→ 〈�, σ, L , Cpens〉
(6) 〈undo, σ, L , Cpens〉 −→ 〈X;undo, σ, L , Y 〉
〈undo, σ, L , ε〉 −→ 〈�, σ, L , ε 〉
where , X = final(Cpens) and Y = front(Cpens).

(7) 〈P � b � Q, σ, L , Cpens〉 −→ 〈P, σ, L , Cpens〉,
if b(σ )

〈P � b � Q, σ, L , Cpens〉 −→ 〈Q, σ, L , Cpens〉,
if ¬b(σ )

(8) 〈b ∗ P, σ, L , Cpens〉 −→ 〈P; b ∗ P, σ, L , Cpens〉,
if b(σ )

〈b ∗ P, σ, L , Cpens〉 −→ 〈II, σ, L , Cpens〉,
if ¬b(σ )

The transition rules for x := e and b � l can be divided into
two steps. This consideration is for the aim of linking opera-
tional semantics with denotational semantics. For event guard
@(g), it can be fired if the update of shared-labels makes the
event guard g satisfied. For rec a x, the received message

via channel is stored in variable x . For rep a x, the value
σ(x) is sent out via channel a.
throw makes the program immediately enter into the

fault state while leaving all states unchanged. undo executes
all the stored compensation programs. The execution is in the
reverse order of the previous installed sequence. The transi-
tion rules for conditional and iteration are similar to those in
traditional programming language.

Theorem 3.2

(1) if 〈P, σ, L , Cpens〉 β−→ 〈P ′, σ ′, L ′, Cpens′〉
and P ′ 
= II , �, �, then

〈P; Q, σ, L , Cpens〉 β−→ 〈P ′; Q, σ ′, L ′, Cpens′〉
(2) if 〈P, σ, L , Cpens〉 β−→ 〈II, σ ′, L ′, Cpens′〉

then

〈P; Q, σ, L , Cpens〉 β−→ 〈Q, σ ′, L ′, Cpens′〉
(3) if 〈P, σ, L , Cpens〉 β−→ 〈x, σ ′, L ′, Cpens′〉

and x = � or �
then 〈P; Q, σ, L , Cpens〉 β−→ 〈x, σ ′, L ′, Cpens′〉

��

The above theorem illustrates the transition rules for
sequential composition. The first two rules are similar to
those in traditional programming languages. The third rule
indicates that if P performs a transition reaching to fault state
or undo state, the whole process P; Q also performs the same
transition reaching to fault state or undo state. The proof can
be proceeded directly by the derivation strategy and head
normal form.

Further, if a process is in the form of guarded choice, its
transition rules are just those in the derivation strategy. Now
we define the function:

stable(〈P, σ, L , Cpens〉
=d f ¬(〈P, σ, L , Cpens〉 τ−→)

The transition of nondeterministic choice can be derived as
a theorem shown below.

Theorem 3.3

(1) If 〈P, σ, L , Cpens〉 τ−→ 〈P ′, σ ′, L ′, Cpens′〉,
then
〈P � Q, σ, L , Cpens〉 τ−→ 〈P ′ � Q, σ ′, L ′, Cpens′〉,
〈Q� P, σ, L , Cpens〉 τ−→ 〈Q� P ′, σ ′, L ′, Cpens′〉

(2) If stable(〈P, σ, L , Cpens〉),
then 〈P �Q, σ, L , Cpens〉 τ−→ 〈P, σ ′, L ′, Cpens′〉
〈Q � P, σ, L , Cpens〉 τ−→ 〈P, σ ′, L ′, Cpens′〉
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Proof Here we only give the proof for (1).

〈P, σ, L , Cpens〉 τ−→ 〈P ′, σ ′, L ′, Cpens′〉
⇒ {Derivation Strategy}

P ′ ∈ HF(P)

⇒ {Set Calculus}
P ′ ∈ HF(P) ∪HF(Q)

⇒ {Derivation Strategy}
〈P, σ, L , Cpens〉 τ−→ 〈P ′, σ ′, L ′, Cpens′〉 �

Now we define the function:

not f ault (〈P, σ, L , Cpens〉
=d f ¬(〈P, σ, L , Cpens〉 β−→ 〈�, σ, L , Cpens〉)

For parallel composition, the corresponding transition can be
derived as shown below. Note that channel(P) stands for the
channels that process P owns.

Theorem 3.4

(1) if 〈P, σ1, L , Cpens〉 τ−→ 〈P ′, σ ′1, L ′, Cpens′〉 and
stable(〈Q, σ2, L , Cpens〉), then
〈P ‖Q, σ, L , Cpens〉 τ−→〈par(P ′, Q), σ ′, L ′, Cpens′〉
〈Q ‖ P, σ, L , Cpens〉 τ−→〈par(Q, P ′), σ ′, L ′, Cpens′〉
where, σ = σ1 ∪ σ2 and σ ′ = σ ′1 ∪ σ2.

if 〈P, σ1, L , Cpens〉 τ−→ 〈P ′, σ ′1, L ′, Cpens′〉 and

〈Q, σ2, L , Cpens〉 τ−→ 〈Q′, σ ′2, L ′, Cpens′〉,
then 〈P ‖ Q, σ, L , Cpens〉 τ−→ 〈par(P ′, Q′), σ ′, L ′,
Cpens′〉
where, σ = σ1 ∪ σ2 and σ ′ = σ ′1 ∪ σ ′2.

(2) if 〈P, σ1, L , Cpens〉 x−→ 〈P ′, σ ′1, L ′, Cpens′〉
(P ′ 
= �) and stable(〈Q, σ2, L , Cpens〉)
and not f ault (〈Q, σ2, L , Cpens〉), then

〈P ‖Q, σ, L , Cpens〉 x−→〈par(P ′, Q), σ ′, L ′, Cpens′〉
〈Q ‖ P, σ, L , Cpens〉 x−→〈par(Q, P ′), σ ′, L ′, Cpens′〉
where, σ = σ1 ∪ σ2 and σ ′ = σ ′1 ∪ σ2.

Here,
x−→∈ {−→,

v−→}.
(3) if 〈P, σ1, L , Cpens〉 a.m−→ 〈P ′, σ ′1, L ′, Cpens′〉

anda ∈ channel(P)− channel(Q)

and not f ault (〈Q, σ2, L , Cpens〉), then

〈P ‖ Q, σ, L , Cpens〉 a.m−→ 〈par(P ′, Q), σ ′, L ′,
Cpens′〉
〈Q ‖ P, σ, L , Cpens〉 a.m−→ 〈par(Q, P ′), σ ′, L ′,
Cpens′〉
where, σ = σ1 ∪ σ2 and σ ′ = σ ′1 ∪ σ2.

if 〈P, σ1, L , Cpens〉 a.m−→ 〈P ′, σ ′1, L ′, Cpens〉 and

〈Q, σ2, L , Cpens〉 a.m−→ 〈Q′, σ2, L ′, Cpens〉 and
a ∈ channel(P) ∩ channel(Q) and
m = σ1(v) and σ ′1 = σ1[m/u], then
〈P ‖ Q, σ, L , Cpens〉 −→
〈u := v ; par(P ′, Q′), σ, L , Cpens〉

〈Q ‖ P, σ, L , Cpens〉 −→
〈u := v ; par(P ′, Q′), σ, L , Cpens〉

where, σ = σ1 ∪ σ2 and σ ′ = σ ′1 ∪ σ2.
(4) if 〈P, σ1, L , Cpens〉 −→ 〈�, σ ′1, L ′, Cpens′〉 and

stable(〈Q, σ2, L , Cpens〉)
then 〈P ‖ Q, σ, L , Cpens〉 −→〈�, σ ′, L ′, Cpens′〉
〈Q ‖ P, σ, L , Cpens〉 −→ 〈�, σ ′, L ′, Cpens′〉
where, σ = σ1 ∪ σ2 and σ ′ = σ ′1 ∪ σ2.

Proof Here we only give the proof for the channel commu-
nication transition (i.e., item (3) of this theorem). For others,
their proofs are similar. Firstly we consider the proof for
the first case of channel communication. From the assump-
tion, we know that P can perform communication transition.
Therefore, P can only be of the form below.

[]i∈I {bi &skip→ Pi }[][] j∈J {@(g j )→ U j }
[][]l∈L{comm al xl → Rl}

On the other hand, Q can be one of the following forms
below:

• []kinK {ck&skip→ Vk}[][]m∈M {@(hm)→ Qm}
[][]n∈N {comm dn yn → Tn}

• assign(x, e)→ E
• compen(C)→ F

By using the parallel algebraic laws, HF(P ‖ Q) can also
be of the forms below

• []i∈I {bi &skip→ Pi }[][]{ck&skip→ Vk}
[][] j∈J {@(g j )→ U j }[][]m∈M {@(hm)→ Qm}
[][]l∈L{comm al xl → Rl}[][]n∈n{comm dn yn → Tn}

• []i∈I {bi &skip→ Pi }[][] j∈J {@(g j )→ U j }
[][]l∈L{comm al xl → Rl}
[][]{true&skip→ (assign(x, e)→ P ‖ E)}

• []i∈I {bi &skip→ Pi }[][] j∈J {@(g j )→ U j }
[][]l∈L{comm al xl → Rl}
[][]{true&skip→ (compen(C)→ P ‖ F)}

From the derivation strategy, we know that P ‖ Q can do the
first type of communication transition.

Next we consider the proof for the second case of channel
communication. From the assumption, for simplicity, P can
only have the following form:

[]{bi &skip→ Pi }[][] j∈J {@(g j )→ U j }
[][]l∈L{comm al xl → Rl}[]{rec a u → P ′}

Similarly, Q can also only have the following form.

[]{ck&skip→ Vk}[][]m∈M {@(km)→ Qm}
[][]n∈N {comm an xn → Tn}[]{rep a v→ Q′}
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Using the parallel expansion laws, P ‖ Q can only have the
form below:

[]{bi &skip→ Pi }[][]{ck&skip→ Vk}
[][] j∈J {@(g j )→ U j }[][]m∈M {@(km)→ Qm}
[][]l∈L{comm al xl → Rl}[][]n∈n{comm an xn → Tn}
[]{true&skip→ (u := v;par(P ′, Q′))}

This indicates that P ‖ Q can perform the corresponding
communication transition. ��

For Theorem 3.4, the first item considers the
τ−→ transi-

tion for a parallel process. It can be divided into two cases.
The first one models the case that only one parallel compo-
nent can perform

τ−→ transition. The second one models the
case that both of the two parallel branches can perform

τ−→
transitions.

If one parallel branch can perform−→ (or
τ−→), the whole

process can also perform the same type of transition, where
the subsequent process is still the parallel composition. In
this case, we assume another parallel branch is stable and
cannot perform transition leading to fault state. The second
item models this case for parallel composition.

The third item models the communicating transition for
a parallel process. If one parallel branch perform communi-
cation with outside (not another parallel branch), the whole
parallel process can also perform transition with outside. On
the other hand, two parallel branches may perform commu-
nication. It can be regarded as an assignment behaviour.

If a parallel branch can perform action reaching to the fault
state. The whole process can also reach to the fault state. The
fourth item of parallel process transitions reflects this fact.

Theorem 3.5

(1) if 〈A, σ, L , Cpens〉 β−→ 〈II, σ ′, L ′, Cpens′〉,
then

〈{A? C, F}, σ, L , Cpens〉 β−→ 〈X, σ ′, L ′, Cpens′〉
〈X, σ ′, L ′, Cpens′〉 −→ 〈II, σ ′, L ′, Cpens ′̂ 〈C〉〉
where, X = compen(C).

(2) if 〈A, σ, L , Cpens〉 β−→ 〈�, σ ′, L ′, Cpens′〉,
〈F, σ ′, L ′, Cpens′〉 r−→ 〈F ′, σ ′′, L ′′, Cpens′′〉
then
〈{A? C, F}, σ, L , Cpens〉 r−→ 〈F ′, σ ′′, L ′′, Cpens′′〉

(3) if 〈A, σ, L , Cpens〉 β−→ 〈�, σ ′, L ′, Cpens′〉 and
then

〈{A? C, F}, σ, L , Cpens〉 β−→ 〈�, σ ′, L ′, Cpens′〉
(4) if 〈A, σ, L , Cpens〉 β−→ 〈A′, σ ′, L ′, Cpens′〉 and

A′ 
= II , �, �
then

〈{A? C, F}, σ, L , Cpens〉 β−→
〈{A′? C, F}, σ ′, L ′, Cpens′〉

Proof (1) For the first rule, we can consider the proof by

analyzing the transition type
β−→. Here, we only give the

proof for the transition type
a.m−→. Then, we can assume

that HF(A) has the form below:

[]i∈I {hi → Ai }[]{comm a x → II }

Then we can have

HF({A ? C, F})
= HF((HF(A); compen(C)) ◦ F)

= []i∈I {hi → seq2(seq1(Ai , compen(C)), F)}[]
[]{comm a x → compen(C)}

Therefore, from the derivation strategy and the commu-
nication component in HF({A ? C, F}), we know that
this scope can also perform the corresponding transi-
tions.

(2) From the assumption, we know that HF(P) = throw.
Then we have

HF({A ? C, F})
= HF((throw; compen(C)) ◦ F)

= HF(throw ◦ F)

= F

This indicates that HF({A ? C, F}) can also perform the
corresponding transition. The proofs of other transition
rules for scope are similar. ��

In Theorem 3.5 (also in Theorem 3.2), “
β−→” stands for the

transition type, i.e., it can be one of the four transition types.
For Theorem 3.5 about the transitions of scope, the analy-
sis can be divided into four cases. The first case models that
the primary activity performs action and reaches to the ter-
minating state. Then the compensation program should be
recorded in the compensation list. The second case models
that the primary activity performs actions and reaches to the
fault state. Then the fault handler will be activated to be per-
formed. The third case models that the primary activity per-
forms actions and reaches to the undo state. Then the whole
scope also reaches to the undo state. The fourth case models
the case that the primary activity performs action and reaches
to the normal state. Then the scope can also perform action
and reach to the normal state.

3.3 Equivalence of derivation strategy and transition system

The last subsection derived a set of transition rules according
to a derivation strategy. The set of transition rules can be con-
sidered as a transition system (i.e., operational semantics) for
BPEL. The soundness of this derived operational semantics is
based on the derivation strategy. There remains an issue: The
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derivation strategy may derive more transitions, compared
with our transition system (Theorems 3.1–3.5). We want to
show that the set of transitions derived from the derivation
strategy is same as the set of transitions generated from our
transition system. If so, we can say the derivation strategy is
equivalent with the transition system.

In order to study this equivalence problem, we need to
prove the following items for every process.

(1) If transition 〈P, σ, L , Cpens〉 β−→〈P ′, σ ′, L ′, Cpens′〉
exists in the transition system, then it also exists in the
derivation strategy.

(2) If transition 〈P, σ, L , Cpens〉 β−→〈P ′, σ ′, L ′, Cpens′〉
exists in the derivation strategy, then it also exists in the
transition system.

The item (1) is correct because our transition system is
derived from the derivation strategy. Now we consider (2) as
a theorem to be proved.

Theorem 3.6 If transition 〈P, σ, L , Cpens〉 β−→ 〈P ′, σ ′, L ′,
Cpens′〉 exists in the derivation strategy, then it also exists in
the transition system.

Proof Here we give the proof for scope activity (i.e., P =
{A?C, F}), others are similar. For the detailed proof, we can
proceed via the several cases for activity A. Here we only
give the proof for case below.

HF(A)

= []{bi &skip→ Pi }[][] j∈J {@(g j )→ U j }
[][]l∈L{commal xl → Rl}

From the derivation strategy, A can perform the following
transitions.

(p-1) 〈A, σ, L , Cpens〉 −→ 〈Pi , σ, L , Cpens〉, if bi (σ )

(p-2) 〈A, σ, L , Cpens〉 −→ 〈U j , σ, L , Cpens〉, if hold(g j )

(p-3) 〈A, σ, L , Cpens〉 ak .mk−→ 〈Rk , σk , L , Cpens〉
By the induction, we know that these transitions also exist in
our transition system. Further, we can have:

HF(P)

= []{bi &skip→ seq2(seq1(Pi , compen(C)), F)}
[][]{@g j → seq2(seq1(Q j , compen(C)), F)}
[][]{comm ak xk → seq2(seq1(Rk, compen(C)), F)}

Now we do further analysis. Assume that X 
= � or X 
= �.
Then we have:

If X = II , then
seq2(seq1(X, compen(C)), F) = compen(C).

Otherwise, then
seq2(seq1(X, compen(C)), F) = X ; compen(C).

By using the derivation strategy, P can have the transitions
below:

(l-1)
〈{A?C, F}, σ, L , Cpens〉 −→ 〈compen(C), σ, L , Cpens〉,

if bi (σ ) and Pi = II
(l-2)
〈{A?C, F}, σ, L , Cpens〉 −→ 〈{A′?C, F}, σ, L , Cpens〉,

if bi (σ ) and Pi 
= II
(l-3)
〈{A?C, F}, σ, L , Cpens〉 −→ 〈compen(C), σ, L , Cpens〉,

if hold j (g j ) and Q j = II
(l-4)
〈{A?C, F}, σ, L , Cpens〉 −→ 〈{A′?C, F}, σ, L , Cpens〉,

if hold j (g j ) and Q j 
= II
(l-5)
〈{A?C, F}, σ, L , Cpens〉ak .mk−→〈compen(C), σk, L , Cpens〉,

if Rk = II
(l-6)
〈{A?C, F}, σ, L , Cpens〉 ak .mk−→ 〈{A′?C, F}, σk, L , Cpens〉,

if Rk 
= II
(l-7)
〈compen(C), σ, L , Cpens〉 −→ 〈II, σ, L , Cpenŝ 〈C〉 〉

Now we want to prove that the above transitions (l-1–l-
7) also exist in the transition system. This can be directly
achieved from the transition system of scope. ��
Now we present the main result of this section.

Theorem 3.7 Regarding the derived operational semantics
for BPEL, the derivation strategy is equivalent with the tran-
sition system.

This result demonstrates that the transitions from the deri-
vation strategy are the same as those in the transition system.
Together with the theorems achieved in last subsection, it also
shows that our transition system (operational semantics) for
BPEL is sound and complete with respect to the derivation
strategy in the last subsection.

4 Deriving denotational semantics from algebraic
semantics for BPEL

In this section, we study the derivation of denotational seman-
tics for BPEL programs; i.e., calculating the denotational
semantics from the head normal form. This gives us a way
to reason about program equivalence easily.

4.1 Denotational semantic model for BPEL

This section considers the denotational semantic model for
BPEL. Our approach is based on the relational calculus [25].
In order to represent the execution state of a program, we
introduce a pair of variables ←−st and −→st into our semantic
model. Variable←−st stands for the initial execution state of a
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program before its activation, whereas−→st stands for the final
execution state of the program during the current observation.

A program may have five execution states: (1) divergent
state, (2) completed state, (3) waiting state, (4) error state, (5)
undo state. The first three states are similar to those in reac-
tive systems [12,35,36,50]. For “error state”, a program may
encounter a fault during its execution, where compensation
may be executed via fault handling. Further, “undo state” is
introduced to distinguish the termination of a process itself
and the termination of the execution of compensating pro-
grams.

For a parallel process, messages can be transformed from
one service to another. A Boolean guard can be fired by
the update of its associated links. For considering these two
mechanisms, a trace variable tr is introduced, whose ele-
ments has two forms: (1) the message transmission from
different services; (2) the update of the shared-labels. For
message transmission, the element recorded in the trace vari-
able can be expressed in the form a.m. Here, a is the channel
name where communication may go through and m is the
message for transmitting. For the update of a shared-label,
the associated element in the trace variable can be expressed
as a snapshot in the form l : (←−l ,

−→
l ), where l is the label

name, and
←−
l and

−→
l stand for the initial and final values of

label l respectively. We use←−tr and−→tr to represent the initial
and final trace of variable tr .

Further, we introduce a variable Cpens in our model,
which records a sequence of programs in the form of stack

(i.e., first installing last compensating). Here, we use
←−−−
Cpens

and
−−−→
Cpens to denote the initial and final compensating

sequence, respectively. Channels are applied in our model
for transmitting messages between different services. Like
CSP [22], we also apply a set variable re f in our semantic
model, which indicates that the elements in the set are refused
by the process currently. Similarly,

←−
re f and

−→
re f stand for the

initial and final refusal set, respectively. Now we start to
consider the healthiness conditions a BPEL program should
satisfy. Two trace variables tr and Cpens are introduced in
our semantic model. They cannot be shortened. A formula
P which identifies a program must satisfy the healthiness
condition below.

(H1) P = P ∧ I nv(tr, Cpens)

where, I nv(tr, Cpens) =d f (
←−
tr � −→

tr ) ∧ (
←−−−
Cpens

� −−−→Cpens). Here, s � t denotes that sequence s is a pre-
fix of sequence t .

If a program is initially at the divergent state, the program
cannot be started and its initial values are even unobserv-
able. Therefore, another healthiness condition is required for
BPEL programs.

(H2) P = P ∨ (
←−
st = div ∧ I nv(tr, Cpens))

If a program is activated and finally at the divergent state, this
indicates that the program is totally unpredictable. Therefore,
a healthiness condition should be satisfied:-

(H3) P = P; III

where, III =d f (
←−
st = div ⇒ I nv(tr, Cpens)) ∧ (

←−
st 
=

div ⇒ I d). Here I d is the identity relation.
For sequential composition “R; P”, if P is initially at the

“error” state, this means that the predecessor of P (i.e., R)
encounters a fault. Then P cannot have the chance to be
scheduled. Similar considerations also apply to “wait” and
“undo” states. Therefore, it satisfies a further healthiness con-
dition.

(H4) P = III � (
←−
st = wait ∨←−st = error ∨
←−
st = undo) � P

where, Boolean expression P �b � Q =d f b∧ P ∨¬b∧Q.
Next we give the definition for H-function:

H(X)

=d f (X ∧ I nv(tr, Cpens) ; III ) �
←−
st = completed �

(I nv(tr, Cpens) �
←−
st = div � III )

From this definition, we know that H(X) satisfies all the
healthiness conditions (H1)–(H4). The H-function can be
used in defining the denotational semantics for BPEL pro-
grams.

4.2 Deriving denotational semantics from algebraic
semantics

Firstly, we introduce the alphabet for command c, which is
denoted as:

(Var(c), SLink(c), TLink(c))

where

• Var(c) is the set of program variables owned by c.
• SLink(c) stands for the set of links which can only be

read by c; i.e., the set containing all the source links of
command c.
• TLink(c) represents the set of links which can only be

updated by c; i.e., the set containing all the target links
of command c. Sometimes, without causing confusions,
Var(c), SLink(c) and TLink(c) are simply written as Var,
SLink and TLink for command c respectively.

Further, we use Comm(C) to record all the snapshots
which stand for the update of all the links in set C ; i.e.,
Comm(C) =d f {l : (e1, e2) | l ∈ C}. We use beh(c) to
represent the meaning of command c. Next we give some
preliminary definitions.
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(1) Rec_Comm =d f ∃t ∈ Comm(SLink)∗ • −→tr = ←−tr · t
(2) same(A) =d f

∧
x∈A
−→x =←−x

(3) VTC =d f Var ∪ Tlink ∪ {Cpens}

Formula Rec_Comm indicates that the source links of
the process may receive updates from other parallel compo-
nents. These updates are recorded in the trace variable. For-
mula same(A) indicates that all variables in set A remain
unchanged during the execution of the program. Further,
VTC stands for the set of the union of all local variables,
target links of a process, together with the denotational var-
iable Cpens.

Next we introduce the behaviours of some fundamental
statements. The execution of x := e terminates immedi-
ately. Variable x is updated, while all other variables remain
unchanged. Further, assignment can also receive the updates
of all its source links. From denotational view, we regard
beh(assign(x, e)) = beh(x := e).

beh(x := e)

=d f H
(−→

st = completed ∧ −→x =←−e ∧
Rec_Comm ∧ same(VTC \ {x})

)

The execution of rec a x can initially be at the waiting
state. At this state, channel a is ready for communication and
the process can receive the updates of all source links. On
the other hand, a message is received via this channel finally
and the process terminates. All variables remain unchanged
except variable x .

beh(rec a x)

=d f H

⎛

⎜
⎜
⎜
⎝

−→
st = wait ∧ Rec_Comm ∧ a /∈ −→re f∨−→
st = completed ∧ same(VTC \ {x})∧
∃s, t ∈ Comm(SLink)∗, ∃m ∈ Type(a)•

(
−→x = m ∧ −→tr =←−tr · s · 〈a.m〉 · t))

⎞

⎟
⎟
⎟
⎠

Similar to rec a x , the execution of rep a x also has two
states. The message for output is stored in the trace variable
tr , which can be received by the corresponding partner.

beh(rep a x)

=d f H

⎛

⎜
⎝

−→
st = wait ∧ Rec_Comm ∧ a /∈ −→re f∨−→
st = completed ∧ same(VTC) ∧
∃s, t ∈ Comm(SLink)∗ • −→tr = ←−tr · s · 〈a.

←−x 〉 · t

⎞

⎟
⎠

The execution of throw makes the process at the error
state. Meanwhile, it can initially receive the updates of all
its source links, while all the corresponding variables remain
unchanged.

beh(throw)

=d f H(
−→
st = error ∧ Rec_Comm ∧ same(VTC))

When the undo statement is scheduled, all the compen-
sated processes will be executed in the reverse order. Finally,
the process will be at the undo state.

beh(undo) =d f exec(
←−−−
Cpens),

where

exec(
←−−−
Cpens)

=d f

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

←−−−
Cpens = ε ⇒ H

⎛

⎝

−→
st = undo ∧
Rec_Comm ∧
same(VTC)

⎞

⎠∧
←−−−
Cpens 
= ε ⇒
beh(final(

←−−−
Cpens)) ; exec(front(

←−−−
Cpens))

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

If event @(g) does not hold, the process is at the wait-
ing state. On the other hand, when @(g) is satisfied finally,
the process is at the terminating state, with the variables
unchanged. No matter what state the process is at, the process
can receive the updates of all the source links.

beh(g)

=d f H
⎛

⎝

−→
st = wait ∧ Rec_Comm ∧ ¬holds(g)∨−→
st = completed ∧ Rec_Comm∧
same(VTC) ∧ holds(g)

⎞

⎠

Similar to local variable assignment, b � l terminates
immediately. The label update is recorded in the trace var-
iable, which can be shared by its parallel partner. From de-
notational view, we also regard beh(assign(l, b)) = beh
(b � l).

beh(b � l)

=d f H

⎛

⎜
⎝

−→
st = completed ∧ same(VTC \ {l})∧
∃s, t ∈ Comm(SLink)∗•−→
tr = ←−tr · s · 〈l : (←−l ,

−→
l )〉 · t ∧ −→l =←−b

⎞

⎟
⎠

Now we consider the derivation strategy for deriving deno-
tational semantics from algebraic semantics. We use the nota-
tion A(P) to represent the derived denotational semantics
from the algebraic semantics. Here, our derivation approach
is only limited to finite programs.

Definition 4.1 (Derivation Strategy)

(1) If HF(P) = ⊕
i∈I Pi ,

then A(P) =∨
i∈I A(Pi )

(2) Otherwise,

(a) If HF(P)

= []i∈I {bi &skip→ Pi }[][] j∈J {@(g j )→ Q j }
[][]l∈L{comm al xl → Rl}
then
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A(P) =d f

H

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

(−→
st = wait ∧ (I = ∅) ∧∧

j∈J beh(g j )

∧∧
l∈L beh(comm al xl)

)

∨
⎛

⎜
⎜
⎜
⎜
⎝

∨
i∈I ( bi ∧ beh(skip) ; A(Pi ))∨∨
j∈J (
−→
st = completed∧

beh(g j ) ; A(Q j ) ) ∨
∨

l∈L(
−→
st = completed∧

beh(comm al xl) ; A(Rl) )

⎞

⎟
⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(b) If HF(P) = assign(u, v)→ Q,
then A(P) = beh(assign(u, v))→ A(Q)

(c) If HF(P) = compen(C)→ Q,
then A(P) = beh(compen(C))→ A(Q))

(d) If HF(P) = throw,
then A(P) = beh(throw)

(e) If HF(P) = undo,
then A(P) = beh(undo)

where, the behaviour of compen(C) can be defined as:
beh(compen(C))

=d f

(−→
st = completed ∧ Rec_Comm∧
same(Var ∪ Tlink) ∧ −−−→Cpens =←−−−Cpenŝ 〈C〉

)

��

Furthermore, we also need the consideration A(II ) =d f

III when deriving denotational semantics from algebraic
semantics. If the head normal form of a program can be
expressed as the summation of a set of processes, the behav-
iour of the program is just the disjunction of all these pro-
cesses. Otherwise, the head normal form of the program can
be expressed as one of the four typical forms. The analysis
can be proceeded via these four forms. If the head normal
form is expressed in the form of guarded choice, the process
can be either at the waiting state provided that there are no
skip guards in the choice. At this state, the behaviour of
the process is just the conjunction of all the event guards and
communication guards. Further, if any guard is scheduled
or fired, the subsequent behaviour is the following process
after the corresponding guard. The analysis of other forms is
similar.

This gives us a way to calculate the denotational semantics
from the head normal form of a program. Next we want to
study the compositional properties for this derivation strat-
egy.

Theorem 4.2 (1) A(P; Q) = A(P); A(Q)

(2) A(P � b � Q) = A(P) � b � A(Q)

(3) A(P � Q) = A(P) ∨ A(Q)

(4) A({P ? C, F}) = A(P);deal(C, F),

where,

deal(C, F)

=d f

⎛

⎜
⎝

←−
st = completed ⇒ beh(compen(C)) ∧←−
st = error ⇒ A(F)[completed/

←−
st ] ∧←−

st ∈ {wait, undo} ⇒ beh(skip)

⎞

⎟
⎠

��
Here we use formula deal(C, F) to deal with compensa-

tion and fault handler. If P terminates successfully, this can be
represented by “←−st = completed” in formula deal(C, F).
At this case, process C is recorded in the compensation list.
On the other hand, if P is at the error state, this can be rep-
resented by “←−st = error” in formula deal(C, F). At this
case, fault handler F is scheduled. Moreover, if process P
is currently at the waiting or undo state, deal(C, F) behaves
like skip.

In this section, we have explored the calculation of deno-
tational semantics from the algebraic semantics for BPEL.
This can help us in reasoning the properties of BPEL pro-
grams easily, especially for parallel programs. Further, this
approach also shows the linking theories between algebraic
semantics and denotational semantics for BPEL programs.

5 Related work

Compensation is one typical feature for long-running trans-
actions. Butler et al. have explored the compensation feature
in the style of process algebra CSP [21,44], namely compen-
sating CSP. The operational semantics and trace semantics
have been studied [5,9]. The compensation was introduced
via a construct P÷Q, where P is the forward process and Q
is its associated compensation behavior. Structured Activity
Compensation (StAC) [6] is another business process mod-
eling language, where compensation acts as one of its main
features. Its operational semantics has also been studied in
[7]. Meanwhile, the combination of StAC and B method [1]
has been explored in [8], which provides the precise descrip-
tion of business transactions. Bruni et al. have studied the
transaction calculi for Sagas [4]. The long-running transac-
tions were discussed and a process calculi was proposed in
the form of Java API, namely Java Transactional Web Ser-
vices [3].

Transaction-based services are increasingly being applied
in showing many universal interoperability problems. Com-
pensation and failure are typical phenomena of the execu-
tion of long-running transactions. To accommodate these new
program features, He [19] extended the Guarded Command
Language [14] by adding the compensation and coordination
combinators. Such extension has been shown as conservative
because it preserves all the algebraic laws of formula design
[25]. A Galois link between the standard design with this new
model has been established. Lanotte et al. [29] have studied
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the design and verification of long-running transactions in a
timed framework. They have developed a model of Commu-
nicating Hierarchical Timed Automata, which allows the ver-
ification of long-running transaction’s properties by model
checking.

Compensation and fault handing are also the two main fea-
tures of BPEL. Qiu et al. have provided a deep formal analysis
of the fault behavior for BPEL-like processes [43]. Pu et al.
have formalized the operational semantics for BPEL [42],
where bisimulation has been considered. Further, Cerone et
al. explored the security issues in BPEL framework [10]; i.e.,
Role Based Access Control (RBAC) has been integrated into
BPEL. In this framework, model checking has been applied
to verify the satisfaction of security issues. π -calculus [38]
has been applied in describing various web services models.
Lucchi and Mazzara formalized the semantics of BPEL using
π -calculus [32]. Laneve and Zavattaro [28] also explored the
application of π -calculus in the formalization of the seman-
tics of the transactional construct of BPEL. Breugel and
Koshkina proposed a language called BPE-calculus, which
is based on BPEL4WS for expressing web service orches-
tration. They have applied the Concurrency Workbench in
supporting the verification of web services [27]. Dead-Path-
Ellimination is a key ingredient of BPEL4WS. As DPE may
give rise to unintended side effects. BPE-calculus was mod-
eled both in the absence and in the presence of DPE [47].
Recently, Luo et al. have studied the verification of BPEL
programs using Hoare logic [33,34]. A set of proof rules
were proposed in Hoare logic style. They were proven sound
with respect to the formalized semantics.

We have also done research in applying formal approaches
to BPEL4WS. We have investigated a formal model for
BPEL-like language. Its denotational semantics [20] was
studied via the UTP approach and the operational seman-
tics [51] was also explored. A set of algebraic laws has
been explored, and their soundness can be verified via these
two semantics respectively. We have also studied the link
between the operational semantics and denotational seman-
tics for BPEL [52]. Our approach is to derive the denotational
semantics from operational semantics. The concept of transi-
tion condition and phase semantics was defined for each type
of transition for building the link between these two seman-
tics. This paper investigates the algebraic approach for link-
ing the semantics for BPEL, where our approach is to derive
the operational semantics and denotational semantics from
algebraic semantics.

Unifying Theories of Programming (abbreviated as UTP)
was developed by Hoare and He in 1998 [25]. UTP covers
wide areas of fundamental theories of programs in a formal-
ized style and acts as a consistent basis for the principles of
programming language. For relating operational and alge-
braic semantics, Hoare and He have studied the derivation of
operational semantics from the algebraic semantics [24,25].

An operational semantics of CSP [22] was derived, based
on CSP’s algebraic laws according to a derivation strategy
(called the action transition relation). An operational seman-
tics of Dijkstra’s Guarded Command Language (GCL) was
also derived based on GCL’s algebra according to the deriva-
tion strategy (called the step relation). The total correctness of
the derived GCL’s operational semantics was also discussed
in [26].

Several approaches have been investigated for the equiv-
alence of operational semantics and denotational semantics.
Brookes has given a new denotational semantics for a shared-
variable parallel programming language [2]. The denotation-
al semantics is proved to be fully abstract with respect to the
operational-based partial correctness behaviour. His seman-
tics is adaptable to deal with different levels of granularity or
atomicity. In each of these cases, full abstraction is always
achieved. Equivalence has also been investigated in the book
Control Flow Semantics (abbreviated as CFS) [13]. CFS is
devoted to studying the equivalence of operational semantics
and denotational semantics for 27 languages using the the-
ory of Metric Space. For the equivalence investigation, the
Banach Space theorem is applied.

Glabbeek has investigated the topic of comparative con-
currency semantics, which aims at the classification of pro-
cess semantics [16–18]. He proposed four different kinds of
identification categories; i.e., linear time versus branching
time, interleaving semantics versus partial order semantics,
different treatments of abstraction from internal actions and
different approaches to infinity. For the classification of pro-
cess semantics in the category of linear time versus branching
time [18], there are 12 semantics in total. These semantics
have been compared, with a resulting comparison hierarchy.
The coarsest semantics is the trace semantics, whereas the
finest semantics is the bisimulation semantics.

6 Conclusion

In this paper, we have explored the linking theories between
the three semantics of BPEL, namely, algebraic semantics,
operational semantics and denotational semantics, where our
starting point is algebraic semantics. Our consideration is to
derive the operational semantics and denotational semantics
from algebraic semantics.

Firstly, we considered the algebraic laws for BPEL pro-
grams. Our approach is new. We introduced four types of
typical forms. Among these, a new form “compen(C)” is
introduced, which acts as recording the compensation pro-
gram C in the compensation list. Scope activity is dealt with
using the typical form “compen(C)” and the new introduced
construct “◦”. Based on the explored algebraic laws, we have
defined the concept of head normal form, by which each
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BPEL program is expressed as the summation of a set of
initially deterministic processes.

The derivation of the operational semantics for BPEL has
been studied from its algebraic semantics. We have presented
a general definition of the derivation strategy. Then a tran-
sition system (i.e., operational semantics) for BPEL can be
derived via the derivation strategy. This gives us the confi-
dence for the consistency between the operational seman-
tics and the algebraic semantics. Further, the relationship
between the derivation strategy and the derived operational
semantics has also been investigated. We have proved that
the derived operational semantics is equivalent with the der-
ivation strategy. The result achieved here shows that our
transition system is sound and complete with respect to the
algebraic semantics.

As every program can be expressed as a summation of a set
of initially deterministic processes, the denotational seman-
tics for BPEL programs has also been derived based on the
head normal form of each program. The derivation strategy is
defined and the denotational semantics for every program can
be calculated. This gives us a way to reason about program
properties easily, especially for parallel programs.

For the future, we continue to explore the unifying theories
for web services [25,48], as well as the further web service
models, including the probabilistic web service models [37]
and web service transaction models [31].
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