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Abstract
In a contemporary context characterised by shifts in macroeconomic conditions and 
global uncertainty, predicting the future behaviour of demanders is critical for man-
agement science disciplines such as marketing. Despite the recognised potential of 
Machine Learning, there is a lack of reviews of the literature on the application of 
Machine Learning in predicting demanders’ behaviour in a volatile environment. 
To fill this gap, the following systematic literature review provides an interdiscipli-
nary overview of the research question: “How can Machine Learning be effectively 
applied to predict demand patterns under macroeconomic volatility?” Following 
a rigorous review protocol, a literature sample of studies (n = 64) is identified and 
analysed based on a hybrid methodological approach. The findings of this system-
atic literature review yield novel insights into the conceptual structure of the field, 
recent publication trends, geographic centres of scientific activity, as well as leading 
sources. The research also discusses whether and in which ways Machine Learning 
can be used for demand prediction under dynamic market conditions. The review 
outlines various implementation strategies, such as the integration of forward-look-
ing data with economic indicators, demand modelling using the Coefficient of Vari-
ation, or the application of combined algorithms and specific Artificial Neural Net-
works for accurate demand predictions.

Keywords  Machine learning · Macroeconomic volatility · Demand forecasting · 
Marketing predictions · Systematic literature review

JEL Classification  C53 · E32 · C45 · M31

 *	 Manuel Muth 
	 muthman@students.uni-marburg.de

1	 School of Business and Economics, Philipps-Universität Marburg, Universitätsstr. 24, 
35037 Marburg, Germany

2	 ESB Business School, Reutlingen University, Alteburgstr. 150, 72762 Reutlingen, Germany

http://orcid.org/0009-0000-0494-1092
http://crossmark.crossref.org/dialog/?doi=10.1007/s11301-024-00447-8&domain=pdf


	 M. Muth et al.

1 3

1  Introduction

In light of geopolitical instabilities in Eastern Europe and the Middle East, changes 
in inflation and interest rates, and disruptions in global supply chains (Dörner et al. 
2023; European Central Bank 2023), various business functions face a complex task 
in accurately predicting the behaviour of demanders. The economic circumstances 
influencing managerial operations have hence undergone profound changes and 
many of the existing prediction approaches rely on substantially different circum-
stances than those currently prevailing (Durst et al. 2022; Durugbo and Al-Balushi 
2022). As a result, “contemporary organizations face environments with unprec-
edented levels of volatility, uncertainty, complexity, and ambiguity” (Troise et  al. 
2022), presenting new challenges for predicting the future behaviour of demanders.

In scientific literature, several authors emphasise the general potential of Machine 
Learning (ML) for predictive analytical tasks in important business areas like mar-
keting (Huang and Rust 2021; Ma and Sun 2020; Verma et  al. 2021). However, 
there is an existing knowledge gap in terms of predicting future demand with ML 
in volatile environments (Ghoddusi et al. 2019), leaving a significant need for fur-
ther research. The lack of comprehensive literature reviews on this particular ques-
tion is substantiated by preliminary searches in the Web of Science-database across 
12,000 available journals and screening the 205 query results that include the title 
words “systematic literature review” and “machine learning”, along with additional 
investigations in further electronic resources. While some existing literature reviews 
address the overarching intersection of ML and applied management disciplines, 
there is a tendency to focus more on general questions such as primary application 
categories or global trend developments (see further Mustak et al. 2021; Verma et al. 
2021; Vlačić et al. 2021). Although there are already review papers that address the 
application of ML and Artificial Intelligence, each adopting different specific per-
spectives (e.g., Kaushal et  al. 2023; Keding 2021), none of the available reviews 
aligns with the thematic focus of this systematic literature review.

This background provides the underlying foundation for defining the research 
question of this systematic literature review. The general scientific problem is struc-
tured according to the “CIMO” logic (Context, Intervention, Mechanism, Outcome), 
formulated by Denyer et al. (2008) and recently addressed by Kuckertz and Block 
(2021). As a result, the research question of this paper is defined as: “How can 
ML (I) be effectively applied (M) to predict demand patterns (O) under macroeco-
nomic volatility (C)?”. The aim is to collect and synthesise state-of-the-art academic 
knowledge surrounding this question while adopting an application perspective from 
marketing science.

In line with the recommendation of Linnenluecke et al. (2019), the aim of this 
work is “to consider interdisciplinary contributions” to ensure an integrative over-
view covering the relevant sources of information. To foster such an interdiscipli-
nary synopsis, methodological concepts from computer science are adopted with a 
practical business perspective of marketing, while maintaining an inclusive approach 
towards other management disciplines such as economics. The research itself is 
confined to a primarily analytical viewpoint with an application-oriented focus. In 
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strict accordance to the research question, the aim of this review paper is to address 
the task of demand prediction, and therefore no focus is placed on explanatory or 
descriptive tasks (see further Thommen et  al. 2017). Consequently, intentionally 
outside the scope of this research are a precise modelling of individual decision-
making mechanisms, an explanation of consumer behaviour or an understanding of 
the underlying motivations and preferences of demanders. Moreover, this review 
paper follows the general understanding that ML applications are inherently obser-
vation-driven (see further Ghoddusi et al. 2019; Xie 2020). Therefore, the demand 
predictions discussed here are based on an existing dataset and, consequently, not 
guided by general economic theories or the functional relationships of market par-
ticipants that are not reflected in the underlying data.

The structure of this review paper is built on the methodology by Xiao and Watson 
(2019) for systematic literature reviews. The core stages of their methodology provide 
general guidance for the structuring of this review paper and consist of planning the 
review, conducting the review, and reporting on the review. Based on this, the review 
paper is structured as follows: After the introduction (1), a brief theoretical and ter-
minological foundation is provided (2). Subsequently, the research methodology of 
the literature review is presented (3), illustrating the planning of the review. The fol-
lowing section (4) then deals with the implementation of the review and involves an 
analysis of the literature sample. In this way, the steps of searching and selecting liter-
ature, as well as quality evaluation and data extraction, are demonstrated. Afterwards, 
an analysis of the article characteristics (4.1), an analysis of the abstracts (4.2), and an 
analysis of the full texts (4.3) are provided for the final literature sample—followed 
by the general limitations (4.4) of the study. The final section (5) provides a conclu-
sive report on the key components and offers a comprehensive conclusion.

2 � Theoretical background

2.1 � Machine learning

Lanquillon (2019) distinguishes ML by enabling the generation of a model from a 
dataset by a learning procedure instead of by an explicit programming instruction. A 
more general definition is provided by Mitchell (1997), who describes ML as being 
able “to learn from experience E with respect to some class of tasks T and per-
formance measure P, if its performance at tasks in T, as measured by P, improves 
with experience E.” Over the last decades, the understanding of ML as a sub-field 
of Artificial Intelligence (AI) has become generally accepted (Ma and Sun 2020; 
Shaikh et al. 2022; Verma et al. 2021). From an econometrics perspective, Ghod-
dusi et al. (2019) observe that economists traditionally tend to focus on theoretically 
guided modelling involving statistical analysis of individual exploratory variables, 
whereas the primary focus of ML is on generating a prediction using available data 
inputs. In view of this, ML is characterised as observation-driven modelling, which 
is generally different from the way parametric models are generated, as parametric 
models involve a marginalisation over combinations of parameters and thus implic-
itly rely on underlying presumptions (Xie 2020). In contrast, observation-driven 
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“ML models do not make any pre-specified assumptions about the functional form 
of the equation, the interaction between variables, and the statistical distribution of 
parameters” (Ghoddusi et al. 2019). In fact, ML algorithms generally adopt all data 
input for training and are thus able to fit the model across very different data struc-
tures without requiring specific a priori considerations (Xie 2020).

ML can be categorised according to its associated learning styles. Supervised, 
unsupervised, and reinforcement ML are recognised as general core categories (Ernst 
et al. 2020; Murphy 2012). In addition, further learning styles can be found in the 
research literature (see further Ma and Sun 2020; Zhang 2020). In particular, super-
vised ML is used for a variety of practical prediction tasks in areas such as marketing 
(Ma and Sun 2020), for which reason it is described in more detail. A major goal of 
supervised learning is to draw conclusions about future or yet unknown develop-
ments from existing information. For this purpose, one or more target variables 
y = (y1,… , yn) are associated with a certain number of potential input variables 
x = (X1,… , Xn) . Subsequently, a model is fitted in such a way that the values of the 
input variables correspond to the values of the target variable with a minimum error: 
f ∶ x → y . This provides the opportunity to introduce new input variables 
x̃ = (X̃1,… , X̃n) into the model and to derive a prediction about unknown target vari-
ables ỹ = (ỹ1,… , ỹn) for arbitrary values f

(
X̃i

)
= yi . This can be applied to make a 

prediction about the classification of a group—for example, who will be a potential 
buyer—which is defined as a discrete prediction problem. In addition, a prediction for 
metric values is also possible—for example, about the expected turnover—which is 
known as a metric prediction problem (Goodfellow et al. 2016; Murphy 2012).

2.2 � Predictive modelling

Albrecht et al. (2021) underline the recent development of ML in the specific con-
text of prediction, noting that while in the past more traditional statistical or further 
empirical methods were employed, “more recently, ML as a subset of AI has been 
added to the domains contributing effectively to business prediction problems.” Pre-
diction is one of the main application problems of ML. However, there are others, 
such as the processing of images for object classification or natural language pro-
cessing for speech generation (Black et al. 2022)—including Generative Pre-trained 
Transformers (GPT) such as ChatGPT (Esmaeilzadeh 2023), which are beyond the 
scope of this review paper. The term “prediction” is frequently used in business and 
marketing management in regard to projections about unknown future states based 
on past and ongoing data (Kozak et  al. 2021; Seyedan and Mafakheri 2020). By 
its very nature, this term therefore implies a future-oriented perspective on the out-
come. In order to distinguish the role of prediction from the closely related term 
“forecast”, Kmiecik and Zangana (2022) offer a differentiation. They specify that 
“forecasting is a type of prediction, and it bases the future outcomes on temporal 
recorded data […] In essence, every forecast is a type of future prediction; however, 
not all future predictions are forecasts, as forecasts focus on not only a future occur-
rence but also the time of the occurrence.” Thus, when comparing prediction and 
forecasting, the authors emphasise for the latter the necessity of temporally recorded 
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data, also known as a time series, which is a sequence of chronologically arranged 
values (X1,… , Xn) , measured to a certain time (t1,… , tn).

Taking a more detailed view of the matter, various types of approaches can be 
considered, such as quantitative predictions which allow for a measurement of the 
predictive error, and which are the main focus of this review. In addition, qualitative 
predictions can be applied, for instance, based on the intuition of experts (Kmiecik 
and Zangana 2022). Furthermore, there are different types in terms of the number 
of input variables, also called predictors, whereby either one (univariate) or mul-
tiple (multivariate) predictors can be included in a model (Homburg 2020). In this 
respect, Seyedan and Mafakheri (2020) emphasise the relevance of data inputs that 
can provide additional explanatory potential for predicting future events. They sug-
gest: “Incorporating existing driving factors outside the historical data, such as eco-
nomic instability […] could help adjust the predictions with respect to unseen future 
scenarios of demand.” This suggests that a demand behaviour analysis requires 
consideration of the impact exerted by the prevailing circumstances. For example, 
demand behaviour can be influenced by company-related micro-factors, such as pro-
motional activities. In addition, external macro-factors, such as market conditions, 
shape the environment in which demanders operate (Arunraj and Ahrens 2015; Efat 
et al. 2022).

2.3 � Demand under volatility

The term “volatility” is employed in particular in econometric analyses, as well as in 
the financial sector, and is commonly expressed as the standard deviation (σ). This 
metric is the square root of the variance, defined by the following formula for a 
given population dataset of x1, x2, …, xn: σ =

�
1

N

∑N

i=1

�
xi − μ

�2 (N = total number 
of observations; μ = mean; xi = ith observation) (Mondello 2022). In order to deter-
mine standard deviation on a comparable basis for volatility measurement, it is typi-
cally benchmarked against a reference value, with considerations for additional com-
ponents such as trend (Cariolle and Goujon 2013; Loayza et  al. 2007; Raju and 
Acharya 2020). However, it should be emphasised that volatility can also be unpre-
dictable, especially when causal relationships or circumstances were previously 
unknown or not evident (Angus et al. 2023). Demand is one of the areas character-
ised by volatility, as Abolghasemi et al. (2020) note: “the demand for a particular 
product or service is typically associated with different uncertainties that can make 
them volatile and challenging to predict”, making it a critical aspect of marketing 
predictions. Potential strategies that might be considered to cope with volatility in 
demand include increasing inventory levels or capacity to cover the fluctuation. 
However, this has direct business implications in terms of inventory management, 
the costs associated with overstocking and impacts on capital commitment and 
liquidity (Lin et al. 2022). As a result, these strategies can involve significant addi-
tional effort along a marketing supply chain (Kmiecik and Zangana 2022). On this 
point, Kmiecik and Zangana (2022) indicate that “demand fluctuations could imply 
supply management problems and create a tendency to keep excessive stocks as a 
buffer to production systems. Using flexible and precise forecasting procedures 
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gives possibilities to gain good results even in capricious markets.” This results in 
the need to deepen the understanding of how to anticipate volatile demand patterns 
and incorporate them to a certain extent into predictive methods for guiding 
informed decision-making (Lin et al. 2022).

In this context, a more detailed observation of the macroeconomic circum-
stances can provide insights, especially if they exert a significant impact on demand 
(Hasheminejad et al. 2022). This requires looking beyond the perspective of a single 
company as an individual economic unit and incorporating the general macroeco-
nomic environment that encompasses the overall situation of the real and monetary 
economies (Conrad 2020). From a real-economy perspective, there is a systematic 
shift in the way consumers allocate their budget depending on economic develop-
ments (Kamakura and Du 2011). Kamakura and Du (2011) explain that during 
economic downturns, “consumers generally reduce their consumption budget [for 
non-essential commodities] either because their income is lower, or because they 
become more risk averse, allocating more of their income towards savings, which 
forces them to satisfy essential needs first”. Related to this, customers’ responses to 
price changes can be affected by economic growth rates (Gordon et al. 2013). For 
example, in many product categories, price sensitivity increases when the economy 
weakens (countercyclical behaviour). According to Gordon et al. (2013), this seems 
“consistent with the intuition that consumers become more price sensitive during 
weaker economic periods.” However, this is not necessarily always applicable. In 
regard to substitute goods, for instance, demand may even increase when a macro-
economic downturn occurs (procyclical behaviour). Hence, volatile macroeconomic 
circumstances create a dynamic environment for demanders’ behavioural responses.

2.4 � Macroeconomic environment

From an academic viewpoint, Loayza et al. (2007) see volatility induced by the mac-
roeconomic environment as being related to factors such as external shocks, eco-
nomic policies or microeconomic and institutional distortions. In regard to the cur-
rent situation, Taskan (2022) notes: “In recent years, organisations have faced large 
and unexpected events, such as financial crises, the COVID-19 pandemic, climate 
change and war, with a large impact on the world at several economic and societal 
levels, and the acronym VUCA [Volatility, Uncertainty, Complexity und Ambigu-
ity] has been frequently used by scholars and practitioners to try to understand such 
environmental dynamics.” The recent example of COVID-19, with its major impli-
cations, is also taken up by Tudor (2022) and classified as a “black swan” event, 
referring to it as an external shock to the general environment with several multi-
layered consequences. The associated effects on the behaviour of demanders are 
reflected, for example, in the increased confidence intervals of demand patterns dur-
ing this period (Ahmed et al. 2022; Ma and Fildes 2020).

Another very recent and to some extent related example of the shifting current 
macroeconomic landscape is the emergence of high inflation rates, intertwined 
with changes in monetary policy, shaping the behaviour of demanders. The term 
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“inflation” here is conventionally understood as a sustained increase in the general 
price level (Conrad 2020). For example, annual inflation in the Eurozone was at a 
remarkable level of 8.4% in 2022 and is projected by the European Central Bank 
(2023) to remain above its 2% target until 2025. The reason for this high inflation 
is multi-causal, and the determining factors include price increases in the energy 
and food sectors. These are in turn caused by circumstances such as the war in 
Ukraine—most recently, also the conflicts in the Middle East—but also by ongoing 
disruptions in supply chains as a consequence of the COVID-19 pandemic (Minis-
try for Economic Affairs and Climate 2023). For consumers, the occurrence of high 
inflation usually implies that a given nominal amount of money can be used to buy 
fewer services and goods, which—according to general economic understanding—
can lead to a loss of purchasing power following higher prices and the shifting of 
demand for goods and services (Sievering 2021). In addition, the current price may 
send ambiguous signals about future price developments in an inflationary environ-
ment, which can lead to volatile or misleading demand decisions. A further compli-
cating factor is that the associated price increases usually do not occur at the same 
time but in a delayed sequence (Conrad 2020). Hence, consumer demand typically 
reflects not only the price of an individual item but also its price relative to the aver-
age of the category and, more broadly, to the average of its category relative to other 
categories (Danaher and Brodie 2000). However, not only do the actual prevailing 
conditions matter but also the expectations of households about the future devel-
opment of the monetary situation, as well as their own perceived uncertainty. As 
shown in the research by Duca et al. (2010), consumers are more likely to make a 
larger purchase when a larger change in inflation is expected. As a conclusion of this 
discussion, it appears almost imperative to consider the macroeconomic situation 
and its effects in greater detail when dealing with demand predictions.

3 � Research methodology of the literature review

As the academic contribution of a literature review is essentially determined by the 
compelling quality of its methodological design, Linnenluecke et  al. (2019) posit 
that the employment of “rigorous methods and the clarity of reporting, as well as on 
the application of scientific strategies” are crucial components of a systematic litera-
ture review. Similarly, Walter (2021) indicates that only “a well-structured, transpar-
ent, and replicable methodology results in a reliable basis of knowledge” (see fur-
ther Fink 2014; Fisch and Block 2018; Petticrew and Roberts 2006). For this reason, 
this review paper contains a description of its exact methodology, which encom-
passes an overview of the structural approach and a systematic explanation of the 
individual steps. Therefore, this systematic literature review differs in its approach 
to analytical literature evaluation from trial-and-error methodologies (Kaushal et al. 
2023; Tranfield et al. 2003).

Adhering to the framework provided by Xiao and Watson (2019) for a system-
atic literature review, this methodology generally contains three main phases, 
which are defined as: planning the review, conducting the review, and reporting the 
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review (see Fig.  1). These stages show a high degree of similarity with those of 
Tranfield et al. (2003), which are widely used in the current management literature 
(Durugbo and Al-Balushi 2022; El Shoubaki et al. 2021; Göcke et al. 2021). None-
theless, Xiao and Watson’s (2019) suggestion is followed in this review paper, as it 
incorporates more recent scientific findings and provides a comprehensive notation 
and detailed description of each subcategory. The first main phase of planning the 
review includes two sub-steps. The first sub-step involves formulating the overarch-
ing research problem of “How can ML be effectively applied to predict demand pat-
terns under macroeconomic volatility?” which, as previously explained, aligns with 
the structure of the “CIMO” logic. The second sub-step requires the development 
and validation of a review protocol, which represents a predefined plan detailing the 
research methodology. As depicted in Fig. 1, the review protocol serves to ensure 
the reliability of the entire study by enabling others to replicate and verify the results 

Fig. 1   Review protocol (adapted from Xiao and Watson 2019)
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(Kitchenham and Charters 2007; Xiao and Watson 2019). The research protocol is 
validated by three independent researchers to collectively ensure adherence to rigor-
ous quality criteria.

Following the planning of the review, the second main phase, the conduct of 
the review, is initiated, which includes the process of searching pertinent literature. 
Electronic databases are utilised for this purpose, as they are usually used as primary 
sources for contemporary literature reviews (Booth et  al. 2016; Xiao and Watson 
2019). One of the central rules of ML is also applicable to literature reviews: the 
value of the results is dependent on the scope and, in particular, the quality of the 
data source (Lanquillon 2019). Therefore, the selection of an appropriate database in 
this study is founded on the empirical findings derived from the database analysis of 
Gusenbauer and Haddaway (2019). Utilising a list of 27 criteria, the authors assess 
the suitability of various databases for literature reviews. They conclude that Web 
of Science belongs to the academic search systems that are “well-suited to evidence 
synthesis in the form of systematic reviews in that they met all necessary perfor-
mance requirements” (Gusenbauer and Haddaway 2019). Moreover, Web of Science 
facilitates multidisciplinary queries, a crucial feature given the interdisciplinary 
nature of the current research question, and a search in over 12,000 high-impact 
journals (Mustak et al. 2021).

In addition to selecting the search medium, also the definition of an appropriate 
search string necessitates a rigorous scientific approach. The search string is formu-
lated in alignment with the research question, offering explicit guidelines concerning 
the intended articles (Xiao and Watson 2019). Thus, the keywords within this string 
are chosen to ensure that the results contain a high number of relevant records (high 
sensitivity) while minimising the presence of irrelevant records (high specificity) 
(Gusenbauer and Haddaway 2019). Therefore, the research question is divided into 
distinct keywords. To avoid excluding important results, pertinent synonyms, related 
terms, and abbreviations (e.g., Machine Learning = ML) are incorporated alongside 
the original keywords. Additionally, so-called truncations (e.g., *) are employed to 
accommodate various forms of the words (e.g., volatil* = volatility, volatile) (Booth 
et al. 2016; Denyer and Tranfield 2009; Kitchenham and Charters 2007; Rowley and 
Slack 2004; Xiao and Watson 2019). Ultimately, the keywords are logically con-
nected using Boolean operators (e.g., AND, OR, NOT) (Gusenbauer and Hadda-
way 2019). For the review, this process yields the following search term, which is 
derived from a comparison with methodologies from other literature reviews (e.g., 
Mustak et al. 2021) and an iterative refinement process:

AB = (“machine learning” OR “statistical learning” OR ML OR SL).
AND
AB = (demand* OR sale* OR behavi* OR consum* OR custom*).
AND
AB = (economic* OR macroeconomic* OR volatil* OR dynamic* OR “time 
series” OR inflat*).
AND
AB = (forecast* OR pred*).
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Utilising the aforementioned search string to query the Web of Science-database 
results in a total of 2877 results within the screening for literature phase. However, 
this does not yet constitute the final literature sample. The retrieved results neces-
sitate a cleaning process to eliminate duplicates and false positives, specifically 
those results that appear relevant based on the search query but do not actually ful-
fil the criteria (Linnenluecke et  al. 2019; Xiao and Watson 2019). This is under-
taken within the screening for inclusion sub-step. When assessing individual studies, 
inclusion and exclusion criteria needed to be defined to minimise individual leeway, 
which may inadvertently introduce substantial bias due to the arbitrary exclusion of 
studies. Consequently, these criteria serve as objective guidelines for the screening 
process. In Table 1, a set is presented of criteria to ensure transparency and justifica-
tion for the selection of the final literature sample (structure based on Keding 2021; 
Schmid and Dowling 2022; Xiao and Watson 2019). The initial inclusion criterion 
mandates that papers address the subjects of business, economics, econometrics, and 
retail, as these academic fields specifically represent the intended scholarly perspec-
tive of this study. Next, only journal articles in English are included, and duplicates 
are systematically excluded from the literature sample. Additionally, only papers 
from journals are included in the literature sample to ensure comparability and 
maintain the robustness of the data through the typically double-blind peer-review 
process of journals with extensive revision cycles. At this point, it is worth mention-
ing that an intentional decision was made to reject some widespread other exclusion 
criteria. For instance, no criterion was established concerning the quality of the pub-
lishing journal in order to encompass the full spectrum of scientific activity within 
the sample. This is in line with the opinion of Denyer and Tranfield (2009) who 
state, “Reviewers are best advised to guard against using proxies for research quality 
such as the quality rating of journals as a basis for exclusion.” Additionally, also the 
number of citations is not employed as a criterion to select the papers, as a signifi-
cant correlation (r = 0.223, p = 0.003) exists within the literature sample between the 
elapsed time since the publication date and the citation count. Consequently, relying 
on citation count would tend to favour older publications, thereby undermining the 
clear purpose of a state-of-the-art review.

Subsequently, a selection of papers is conducted based on the relevance of their 
thematic fields in relation to the research question. Included are contributions with 
a primary Web of Science-category in Computer Science, Business, Economics, 
Engineering, Management, Mathematics, Information Science and Library Science, 
Agronomy, Operations Research and Management Science, Automation and Control 
Systems, and Multidisciplinary Sciences.1 A stepwise approach is implemented to 
screen all identified studies. This process begins with an examination of the title, 

1  This results in the exclusion of the following precise categories: “Agricultural Economics & Policy”, 
“Agriculture”, “Behavioral Sciences”, “Biology”, “Biotechnology & Applied Microbiology”, “Chemis-
try”, “Construction & Building Technology”, “Education & Educational Research”, “Energy & Fuels”, 
“Environmental Sciences”, “Food Science & Technology”, “Geosciences”, “Green & Sustainable Sci-
ence & Technology”, “Health Care Sciences & Services”, “Mathematical & Computational Biology”, 
“Mechanics”, “Medical Informatics”, “Medicine”, “Philosophy”, “Physics”, “Primary Health Care”, 
“Psychology”, “Robotics”, “Thermodynamics”, “Transportation”, and “Urban Studies”.
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proceeds with the assessment of the abstract, and ultimately culminates in the com-
prehensive appraisal of the paper’s entirety, as recommended by Xiao and Watson 
(2019). Finally, the full texts are assessed for thematic fit, sufficient internal valid-
ity—the absence of significant bias in the methodological approach—and external 
validity—the study’s content is, at least in parts, suitable for deriving generally 
applicable recommendations (drawing upon Petticrew and Roberts 2006; Rousseau 
2006; Schmid and Dowling 2022; Xiao and Watson 2019). This results in a final 
sample size of 64 studies.

4 � Analysis of the literature sample

Based on the literature sample derived from the filtering process above, the most rel-
evant information from each of the remaining studies (n = 64) is extracted (Xiao and 
Watson 2019). To accomplish this, the papers from the Web of Science-database 
are organised in a table describing details such as the title, authors, publication year, 
author keywords, source or research area. Following this extraction step, the sample 
is subjected to further analysis in order to examine and synthesise the contents of the 
papers.

The findings are presented in three segments: general article characteristics, 
abstract, and full text. The first segment is focused on the publications per year, the 
geographical distribution, as well as the publishing journals in relation to the key-
words and references of the articles. The second segment contains an examination 
of the abstracts and identifies generalisable patterns across them, taking into account 
the considerable word count across the included studies (n = 64). The third segment 
involves consideration of the text part of the paper itself, with the provision of an 
overview of the literature sample related to the research question and a presentation 
of the findings in chronological order across the categories of preprocessing, model-
ling, and postprocessing. Finally, in the last segment of this chapter, limitations are 
presented for the analysis of the literate sample.

To conduct this analysis, a hybrid methodological approach is employed, which 
incorporates both quantitative evaluations—primarily based on numerical figures 
for a structural summary—and qualitative content analysis that reflects the essential 
aspects drawn from the literature sample for a differentiated insight. The quantitative 
analyses are primarily based on quantitative evaluations involving calculated values 
or diagrams, facilitating the identification of overarching trends to deliver a com-
prehensive overview (Trapp 2012). To visually structure the extensive information 
found in the papers, the R programming language is utilised within the RStudio pro-
gramming environment (Sauer 2019). Data analysis and visualisation of the results 
are performed largely by using the R programming package “Bibliometrix” (see fur-
ther Aria and Cuccurullo 2023, 2017; Kaushal et al. 2023). Furthermore, the analy-
sis also includes qualitative content analysis, wherein the key messages of the indi-
vidual studies in the literature sample are presented, critically discussed, and related 
to one another (Trapp 2012). The motivation for this procedure is, as Trapp (2012) 
points out, that relying solely on this quantitative approach offers only limited depth 
and lacks differentiated insight into the individual contributions. Furthermore, 
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Niedzela (2022) explicitly emphasises that multiple perspectives—such as quantita-
tive analysis and qualitative synthesis—contribute to scientific versatility and thus 
can reinforce the progress of the research field.

4.1 � Analysis of article characteristics

Initially, the number of papers in the literature sample (n = 64) is assessed in rela-
tion to the year of publication and visualised in a bar chart (see Fig. 2). Within this 
visualisation, a substantial increase since 2020 can be observed. To systematically 
describe the detected trend, multiple functional relationships are examined. As 
a result, a modelled exponential function (R2

exponential = 0.9183) exhibits a higher 
goodness of fit than a linear function (R2

linear = 0.7113). Based on this finding, it can 
be inferred that the number of publications in years with recorded publications, cur-
rently tends to follow an exponential rather than a linear trend since 2010 (Publica-
tions_count(t) = e0.2405*t). One possible explanation for this increase could be that 
it indicates a dynamic growth of interest in research on the interdisciplinary topic 
discussed in this literature review.

A further analysis is conducted to understand the geographical distribution of the 
papers. The country’s scientific production is measured in terms of the appearance 

Fig. 2   Number of publications per year with publication trend (for years with recorded publications). 
Note: For figure 2, years with no publication (Publications_count (t) = 0) are excluded when calculating 
the trend lines, as the logarithm of 0 is not defined, which is necessary for fitting an exponential trend 
line (Publications_count (t) = a⋅ebt). All trendlines are set to intersect the y-axis at 1. The year 2023 is 
omitted, as for a correct interpretation only complete years are included in this calculation. The expo-
nential function may not be extendable into the future, since the assumption of exponential growth might 
not hold in the event of a trend reversal in subsequent years. Notation: t = number of years with Publica-
tions_count(t) > 0 since the base year, Publications_count(t) = number of publications in t
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of authors by country affiliation. The highest numbers are recorded from the Peo-
ple’s Republic of China (n = 52), the United States of America (U.S.) (n = 37), Ger-
many (n = 24) and India (n = 20). In terms of continents, most scientific production 
comes from Asia (n = 100), followed by Europe (n = 86) and North America (n = 46). 
An indication of the number of publications across all countries is illustrated by the 
colouring of the world map in Fig. 3. Furthermore, Donthu et al. (2021) underline 
that “it is [..] important to understand how scholars interact amongst themselves” 
and consequently to reveal the intellectual collaboration of researchers in different 
countries. Therefore, the strength of collaboration across countries is also indicated 
on the map, visualised by red connections. According to this, collaboration for pub-
lications in the literature sample appears to be strongest between China and the U.S., 
followed by China and the United Kingdom (UK), and the U.S. and Canada.

As an additional analysis, the journals (left) from which the publications origi-
nate most frequently, the keywords (middle) defined by the authors, and the most 
cited references (right) within the papers are related (see Fig.  4). In the figure, a 
sankey diagram is intended to give insights into the interplay of these three dimen-
sions with the aim of providing guidance in identifying relevant core literature and 
leading authors in the interdisciplinary research field examined in this paper (Trapp 
2012). The connection between the elements represents the co-occurrence between 
them and the thickness specifies the number of times they co-occur (Donthu et al. 
2021). Based on the evaluation illustrated in the figure, “Expert Systems with Appli-
cations” can be identified as the leading journal with the highest total number of 
mentions (n = 145) among the reference lists of all studies in the sample. It is pri-
marily connected with the most relevant keyword, ML, and also makes the most 

Fig. 3   Country scientific production and collaboration network (geographical distribution). Note: “Coun-
try Scientific Production” shows the amount of author appearances according to country affiliation (the 
intensity of blue indicates the strength of production). “Country Collaboration Networks by Region” rep-
resent co-authorships identified through a country collaboration matrix (visualised via red links between 
countries visualised with the “Map Parameter” set to “Min edges = 2”) (Aria and Cuccurollo 2023; Aria 
and Cuccurollo 2017)
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significant contribution to the churn prediction and the deep learning keywords. In 
contrast, “Energy” (n = 53) and “Applied Energy” (n = 49) are particularly high-
contributing journals for the keyword forecasting. Furthermore, on the right-hand 
side of Fig. 4, it can be seen that the article by Breiman (2001) is mentioned most 
frequently in connection with the keyword ML and is cited a total of 16 times as 
reference. In addition, the contributions of Friedman (2001) (n = 7), Coussement and 
Poel (2008) (n = 6) and Neslin et al. (2006) (n = 5) are cited with high frequency. For 
the keyword forecasting, Hyndman and Athanasopoulos (2018) (n = 6) and Hynd-
man and Koehler (2006) (n = 5) emerge as very important. Finally, it is evident from 
the sankey diagram that the leading source for the keyword demand forecasting is 
the “International Journal of Production Economics” (n = 53), with a pronounced 
emphasis on technical perspectives, while for the keyword sales forecasting, the pri-
mary source is the journal “Management Science” (n = 48), with a stronger busi-
ness-oriented focus. Consequently, further attention is needed to monitor how cer-
tain terminologies for similar topics are more prevalent in specific academic (sub)
disciplines than in others, particularly in regard to interdisciplinary studies.

4.2 � Analysis of abstracts

In this section, an examination of abstracts of all publications in the literature 
sample (n = 64) is provided for the purpose of synthesising core information and 

Flowchart: journals - keywords - sources
Regarding the literature samplejournals keywords references

Fig. 4   Sankey diagram  of journals—keywords—references. Note:  Figure  4 visualises a “Three-Fields 
Plot”, with “Left Field” = Journals (Sources), “Middle Field” = Keywords (Authors’ Keyword) and 
“Right Field” = References (“Cited References in the papers”), using the parameter setting “Number of 
Items = 7” (Aria and Cuccurullo 2023; Aria and Cuccurullo 2017). The sankey diagram is limited to the 
most common journals, keywords, and references, and can thus oversimplify the complex interconnec-
tions between them. Only the first-named author of the reference is mentioned on the right-hand side to 
facilitate a concise visualisation
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discovering structural relationships among them (Trapp 2012). For this, a concep-
tual structure map (see Fig. 5) is generated to identify the specific knowledge pro-
file in the abstracts (Aria and Cuccurullo 2017). At the outset, relevant terms are 
filtered from all abstracts, removing irrelevant terms such as determiners or con-
junctions from the total set of words and applying Porter’s (1980) stemming algo-
rithm to reduce all words to their root form. Then, a Correspondence Analysis is 
applied as a data reduction technique to map the thematic spaces in two dimen-
sions, followed by K-Means Clustering to identify clusters of studies expressing 
common concepts (Aria and Cuccurullo 2017). Within the abstracts, five focal 
points (F1-5) can be identified, which are assigned a superordinate description 
term. The largest one (blue) can be summarised under the category (F1) ML 
methods and their application context, which is, in addition to methodological 
terminologies (e.g., algorithms, models), related to the focused area. This seems 
appropriate, considering that over 350 algorithm or model usages are registered 
in the studies of the literature sample. It is also apparent in the conceptual map 
that another focal point (brown) exists that deals with the (F2) Economic factors. 
This can be attributed to the fact that a number of studies involve consideration 
of economic impact, market circumstances, sentiments, or macro-environment 

Fig. 5   Conceptual structure map. Note:  Figure  5  visualises a “Word Map” via the “Conceptual Struc-
ture” command based on a word occurrence matrix and with the parameter setting “Method = Corre-
spondence Analysis” and “Field = Abstracts”. In the K-Means Clustering, all clusters with fewer than 3 
words were removed for clarity purposes (Aria and Cuccurullo 2023; Aria and Cuccurullo 2017)
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in their datasets or in their predictive modelling approaches. Two further focal 
points covered in the abstracts are of a more technical nature. They involve (F3) 
Time series forecasting (red) and the usage of (F4) Neural network predictions 
(green). While 27 studies focus either entirely or partially on time series data for 
their empirical modelling, Artificial Neural Networks are employed 89 times for 
this purpose—sometimes in various ways within a single study—which under-
lines the relevance of this method. The remaining focal point relates to (F5) Cus-
tomer frameworks (orange), as customer-related activities and prosseses are a 
consistent research motive for ML applications in this specific research context.

4.3 � Analysis of full texts

The analysis of the abstracts is followed by a review of the full texts, where the 
aim is to provide a topic-centred overview and recapitulate the key textual perspec-
tives. The approach adheres to some of the instructions provided by Linnenluecke 
et  al. (2019), who recommends researchers going “through ways that prior publi-
cations have contributed to developing […] understanding of themes, concepts or 
phenomena of interest.” This process is an attempt to find possible approaches on 
how to managing the ML application process, adapting it to macroeconomic volatile 
conditions and the interdisciplinary requirements for predicting demand behaviour. 
To ensure concise reporting of the findings, they are provided in accordance with 
the common chronological order along the ML workflows, using the following three 
overarching categories: preprocessing, modelling, and postprocessing. This includes 
underlying questions such as which state-of-the-art model algorithms are most 
suitable in this context and which (macroeconomic) predictors are appropriate for 
accurate demand predictions. Beyond summarising the major findings of the papers 
within those subcategories, the review also involved an attempt to identify divergent 
views and inconsistent directions of research approaches (Trapp 2012).

4.3.1 � Preprocessing

The following section contains an analysis of the preprocessing strategies that 
aim to enhance ML results in predicting demand in the marketing context within 
dynamic macroeconomic settings. Preprocessing is predominantly focused on 
collecting raw data as well as the subsequent handling procedure of this data to 
construct an optimal feature set for the predictive model (Kharfan et  al. 2021; 
Punia and Shankar 2022; Wang 2022). Authors describe this stage as both a chal-
lenge and a critical determinant for the final quality of the model, with a primary 
focus on selecting an appropriate set of input variables (Raizada and Saini 2021). 
This section includes a comparison of the performances of univariate models that 
rely on a single input variable with complex models that factor multiple variables, 
with an emphasis on their respective predictive capabilities in volatile macro-
environment settings. Particular attention is given to the selection of model vari-
ables for anticipating the macroeconomic conditions.
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In fact, a large number of the reviewed studies in the literature sample (n = 49) 
either partially or entirely used empirical models which include multiple input 
variables (multivariate). Within the context of demand prediction, numerous 
papers highlight the advantage of multivariate methods compared to univari-
ate approaches (e.g., Abolghasemi et  al. 2020; Claveria et  al. 2020; Punia and 
Shankar 2022). This preference primarily seems to be attributable to the inher-
ent constraints of univariate methods that rely solely on a single input variable, 
such as historic demand behaviour, to extrapolate future developments. Punia 
and Shankar (2022) measure in their empirical investigations superior perfor-
mance by employing the same prediction model with rather than without con-
textual variables. Consequently, Abolghasemi et al. (2020) conclude that specific 
univariate methods “work only well when the future is similar to the past […] 
[and] might fail to forecast well if demand time series is subject to volatility.” 
Similarly, Hasheminejad et al. (2022) underscore that traditional, rather univari-
ate prediction methods “generally do not work when the market is constantly fluc-
tuating.” This perspective aligns with the understanding that demand is typically 
influenced by a multitude of factors (Ma and Fildes 2020), thereby implying that 
the integration of external factors holds the potential to make a number of uncer-
tainties in future demand predictions explainable, thus reducing them (Ghod-
dusi et  al. 2019). The empirical studies in the literature review further support 
the importance of a comprehensive integration of input variables. An analysis of 
the studies in this review reveals that researchers consider a median of 14 input 
variables for their modelling, with the maximum observed in the large customer 
dataset used by Wang et al. (2019) with a total of 898 input variables (see Fig. 6).

Regarding the specific context of this research, Wang (2022) differentiates 
the problem of selecting appropriate model variables into two distinct issues: (1) 
determining whether and how the variables exhibit temporal causality (time lags) 

Based on the datasets of the empirical studies in the literature sample

Mean 56.5
Median 14.0
SD 142.5
Min 1.0
Max 898.0
25th Percentile 6.0
75th Percentile 31.5

Fig. 6   Number of input variables. Note: If a study contains multiple datasets, each one is accounted for 
in the evaluation, which may result in a single study contributing more than one set of input variables. 
Figure 6 is based on the datasets of the empirical studies
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and (2) identifying the most effective predictors. Concerning the first issue (1), 
the author classifies potential input variables based on their time dependencies 
into three categories: leading, coincident, and lagging variables. These categories 
indicate whether a potential input is expected to change before, after, or simulta-
neously with a variation in the demand output. When predicting in the context of 
broader economic conditions, Wang (2022) highlights the significance of the first 
one and posits that a “leading indicator helps […] predict future changes before 
the outcome of the economy begins to go up or down [and can thus] used as 
an alert signal.” Poza and Monge (2023) concur with this view, emphasising the 
advantage of leading variables in not only anticipating trends but also discerning 
turning points in the economic market environment.

For the practical identification of relevant demand dependencies, the reviewed 
papers contain mentions of the Autocorrelation Function or the Partial Autocor-
relation Function (n = 5) as a relevant approach to identify them before model-
ling. These methods indicate the correlation of a potential demand series with its 
delayed variants, respectively their residuals; hence, they provide guidance for 
determining the lag structure within the data (see further Alsahref et  al. 2022; 
Bukhari et  al. 2020; Contreras-Masse et  al. 2022; Kmiecik and Zangana 2022; 
Meisenbacher et al. 2022). Other methods are also employed by researchers, such 
as Wang (2022) and Wu et al. (2022), using Akaike and Schwarz Information Cri-
teria, while some authors do not explicitly indicate their procedure for determin-
ing the lag structure or consider performing this immediately within modelling 
(e.g., Gürses-Tran and Monti 2022; Liu et al. 2021).

To gather data encompassing such leading variables for demand prediction, 
several studies suggest relevant approaches (e.g., Ghonghadze and Lux 2012; 
Petropoulos and Siakoulis 2021), such as using future-oriented sentiments or 
expectations to anticipate the macroeconomic situation. Since they are not 
directly observable, two major approaches can be identified in the literature sam-
ple to obtain further information about this: a more traditional approach that uses 
economic indicators, especially based on sentiment data from surveys, and a rela-
tively modern approach relying on search engine trends. Economic indicators can 
be derived for instance from economic tendency surveys that address questions 
such as how individuals perceive their own financial situation or the economy in 
general. Using survey responses is seen to be a valid source of information for 
this purpose, as: “(a) they are based on the knowledge of agents that de facto 
operate in the market, (b) they contain information on a wide variety of economic 
variables, and (c) they are available prior to the publication of official data” 
(Claveria et al. 2020). Respondents are asked to evaluate whether such economic-
related developments are likely to develop positively, remain unchanged, or 
develop negatively in the future. From the responses of a survey, balances can be 
computed by contrasting positive and negative responses, excluding neutral ones, 
and dividing by the total number of respondents 
( Balance (B) = Positive response (n+)− Negative response (n−)

number of participants (ntotal)
 ) (Ghonghadze and Lux 2012; 

Claveria et al. 2020). The economic sentiment indicators derived are considered 
as “key for monitoring the current state of the economy and providing forward 
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looking information” (Claveria et  al. 2020), and Meisenbacher et  al. (2022) 
observe that sales data in particular exhibit a frequent correlation with such eco-
nomic indicators.

In terms of the specific empirical application of particular indicators, no univer-
sally adopted indicators could be identified in the literature sample. This suggests 
that the indicators for economic sentiment can also be ambiguous, their usage tends 
to be complex, and none of them is consistently applicable across all demand predic-
tion scenarios in marketing, making it important to critically evaluate these indica-
tors on a case-by-case basis. However, there are certain studies that refer to official 
indicators associated with the European Union, for example in the context of Joint 
Harmonised EU Programme of Business and Consumer Surveys. Claveria et  al. 
(2020) discuss the corresponding consumer confidence and industry confidence 
indicators, where the former reflects expectations regarding employment, export, or 
production and the latter refers to general economic conditions or specific demand 
decisions in the next 12 months. In addition, Ghonghadze and Lux (2012) deal with 
economic sentiment indicators based on survey data from the European Commis-
sion, focusing on specific sectors such as construction, consumer, manufacturing, 
retail and services. Furthermore, the paper by Petropoulos and Siakoulis (2021) is 
particularly relevant for capturing volatility for this research background and deals 
with the volatility index VIX. This index is based on the fluctuations of the S&P 
500 Index, representing the 500 largest listed companies in the U.S., and reflects its 
expected fluctuation in the coming month (see further Lehrer et al. 2021). In their 
study, Petropoulos and Siakoulis (2021) also apply this S&P 500 index to opera-
tionalise a “crisis event”, which they describe as a scenario that sees it declining by 
more than 8% over a 3-month period. This definition provides an objective measure 
of significant market volatility and can thus contribute to its incorporation into quan-
titative ML predictions.

In relation to collection of relevant determinants of demand, many authors in the 
literature sample also recommend alternative indicators over survey data, particu-
larly emphasising advanced search engine trends (e.g., Punia and Shankar 2022; 
Tsao et  al. 2022; Tudor 2022). Poza and Monge (2023) suggest the use of search 
queries, which can show a correlation with key economic indicators to provide pre-
dictive insights about future directions and Tudor (2022) further substantiates this, 
summarising within the present research context that “the inclusion of GT [Google 
Trend] information offers significant benefits in the form of improved forecasting 
performance. Nonetheless, GT [Google Trend] data has also been acknowledged in 
previous research as a leading indicator for key variables of interest.” In light of 
existing research, Ghoddusi et al. (2019) highlight the potential of internet sentiment 
for volatility-related predictions and consider ML techniques to be a powerful tool 
for this purpose. In addition to other studies, Ryu et al. (2020) observe: “Prediction 
of economic activities by using social network data or internet search data ahead 
actual activities has been reported in the stock market, marketing and tourism.” 
For this, the focus is typically on the popularity of specific keywords, reflected in a 
search engine trend index that indicates the amount of queries in certain geographi-
cal areas either in absolute numbers or normalised terms (Punia and Shankar 2022; 
Tudor 2022). As Punia and Shankar (2022) note, search queries originating not only 
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from Google but also from other platforms such as YouTube, and reflected in a spe-
cific index, can also indicate a positive relationship in demand predictions.

Furthermore, an important observation to mention is that the literature also cov-
ers a broad spectrum of other predictive variables for demand. They encompass var-
ious dimensions such as consumer behaviour, demographics, weather, advertisement 
measures, product data, or seasonal and calendar effects.2 The price variable is in 
this context a further critical factor in academic discourse around the investigated 
research question: “The impact of price changes should not be ignored while design-
ing algorithms for predicting customer choice” (Chen et al. 2021). Beyond its inher-
ent relevance, price can also indirectly reflect macroeconomic conditions like infla-
tionary environments, potentially possessing predictive value for broader economic 
circumstances. Menhaj and Kavoosi-Kalashami (2022) emphasise the complexity of 
the price variable in this context, noting that price changes can occur due to macro-
economic conditions but also due to seasonal, cyclical, or trend components. Such 
price fluctuations may, in turn, lead to varying predictive implications, further high-
lighting the need for sophisticated understanding and application of the price vari-
able in demand predictions during macroeconomic volatility.

After considering temporal causality and especially leading indicators, issue (2) 
described by Wang (2022) is relevant, which involves identifying the most effective 
final set of potential predictors for the model. The reason for focusing on the most 
important variables is driven, among other reasons, by the need to reduce compu-
tational time and complexity of the predictive model (Castillo et al. 2017; Quintero 
et  al. 2022). Such large datasets are also reflected in the literature sample, where 
notable examples include Martínez-de-Albéniz et  al. (2020), who process 1.74 
trillion pieces of clickstream data from an online flash sales retailer, and Bi et  al. 
(2022), who tackle 165 million sales transactions. Furthermore, regarding the vast 
number of potential variables, the study by Wu and Li (2021) initially consider 625 
potential input variables from the financial sector for predicting customer churn, and 
Hasheminejad (2022) starts with 313 input variables.

To address this issue, various methods are applied to find an optimal subset of 
features that provides the best predictive results for the model. This task is often per-
formed before the actual modelling but is sometimes also integrated into the model-
ling process itself (Meisenbacher et  al. 2022; Quintero et  al. 2022). Castillo et  al. 
(2017) differentiate between two primary methods of processing features: feature 
reduction and extraction. The aim of feature reduction is to reduce the total number 
of input variables to the most critical ones, while feature extraction transforms the 
existing features and potentially creates new or adapted ones (Castillo et al. 2017).

2  Examples for consumer behaviour include click rate or payment history and for demographics gender 
or education level (e.g., Ballestar et al. 2019; Chen 2022; Esmeli et al. 2021; Puterman et al. 2020). For 
weather, examples are temperature or wind speed (e.g., Liu et al. 2021; Punia and Shankar 2022). Adver-
tisement data encompasses campaigns or discounts (e.g., Punia and Shankar 2022; Wang et  al. 2019). 
Examples of product data are article categories and attributes (e.g., Kharfan et al. 2021). Seasonal and 
calendar effects refer to aspects such as holidays and weekdays (e.g., Albrecht et al. 2021; Ma and Fildes 
2020; Raizada and Saini 2021).
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For reducing the set of variables to the most relevant demand features, a number 
of supervised learning procedures from traditional statistical analysis can be iden-
tified in the literature sample as being relevant for this purpose. These consist of 
regression methods (n = 7), including not only simple linear regression but also other 
variants of regression, such as the Least Absolute Shrinkage and Selection Operator 
(LASSO) method (e.g., Meisenbacher et al. 2022; Puterman et al. 2020). Correlation 
analysis also plays an important role (n = 7), for example measured by Pearson’s cor-
relation coefficient (e.g., Gürses-Tran and Monti 2022; Liu et al. 2021; Shaikh et al. 
2022). In addition to purely quantitative approaches, there are also studies employ-
ing expert knowledge, like that obtained via surveys or judgments from specialists 
in relevant academic or professional fields or by researchers themselves (n = 6), with 
the aim of selecting important features (Castillo et al. 2017; Gürses-Tran and Monti 
2022; Hasheminejad et al. 2022; Khandani et al. 2010; Milošević et al. 2017; Tsao 
et al. 2022).

For feature extraction, in contrast, unsupervised methods have a more important 
role, including principal component analysis, examined in multiple studies (n = 7) 
within the reviewed literature (e.g., Quintero et al. 2022; Wu and Li 2021), and fac-
tor analysis, used in two cases (Poza and Monge 2023; Shaikh et  al. 2022). Fur-
thermore, there are also procedures that go beyond purely quantitative analysis. For 
example, the input data can also be transformed to align with established theoretical 
constructs or conceptual frameworks, for instance from disciplines like economics 
or marketing. This can also be observed in studies (n = 5) in the literature sample, 
such as by transforming variables into concept versions of the Recency, Frequency 
and Monetary value (RFM) regarding consumers’ demand to model their behaviour 
(e.g., Chashmi et al. 2021; Wu and Li 2021; Xie 2020).

4.3.2 � Modelling

This section examines the modelling phase, focusing on selecting and generating 
the most efficient models for predicting in a volatile macroeconomic environment. 
Therefore, the section begins with an investigation of the general relevance and suit-
ability of ML algorithms within this specific research context. This is followed by 
an analysis of individual models, evaluating their usage over time and identifying 
the models that show the best results in the literature sample. Additionally, different 
approaches for effective model selection and training are discussed to account for 
macroeconomic volatility.

The modelling section is initially intended to investigate the general relevance 
and suitability of ML for coping with volatility in demand prediction. In the major-
ity of the studies analysed in the literature sample, ML models are found to perform 
superiorly and are therefore generally considered an important prediction approach 
in complex macroeconomic contexts. For example, the research by Ma and Fildes 
(2020) demonstrates that ML modelling (Gradient Boosting Trees) outperforms 
more traditional methods (e.g., Exponential Smoothing, ARIMA, Naïve, Theta) as it 
is able to improve the anticipation of non-linear patterns in diversified datasets. The 
study by Albrecht et al. (2021) also illustrates that ML modelling (Random Forest) 
has a superior performance compared to traditional forecasting methods (e.g., STL 
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decomposition with ARIMA or ETS), which the authors largely attribute to its abil-
ity to anticipate complex interactions in marketing-related datasets. Another exam-
ple of the application of ML in dynamic market conditions is provided by the study 
of Punia and Shankar (2022), who present a combined model of two ML algorithms 
(LSTM, Random Forest). It shows superior predictive performance for short-, 
medium-, and long-term demand prediction compared to traditional approaches 
(e.g., ARIMA, regression) and most effectively incorporates a large number of vari-
ables—from promotions to social media and weather conditions to regional eco-
nomic factors.

However, in some of the studies analysed, typical ML methods also prove not 
to be superior. Abolghasemi et al. (2020) note: “simple statistical models can out-
perform some of the sophisticated ML and statistical models.” In the study by Lotfi 
et  al. (2023), the developed fractional calculus model—a generalized diffusion 
model called GDMR—performs more accurately than typical ML models in captur-
ing the dynamics of repeated purchases in product lifecycles. In the context of the 
volatility induced by the COVID-19 pandemic, Tudor (2022) examines the demand 
for video conferencing solutions and finds that the traditional statistical method of 
exponential smoothing performs best compared to classical ML algorithms (e.g., 
Artificial Neural Networks). Studies also show that ML alone can be inferior to a 
combination with other methods. This is illustrated by the example of Purohit et al. 
(2021), whose agricultural price predictions yield the best results using ML (e.g., 
Support Vector Machines) in multiplicative combination with statistical time series 
models (e.g., Exponential Smoothing State Space Model).

Consequently, when faced with volatile market environments and complex and 
non-linear demand dynamics, conventional prediction techniques can reach their lim-
its and ML solutions provide a valuable contribution. Although there are a significant 
number of studies in the literature sample that attribute superior performance to ML, 
there is no general predominance. Others—whether traditional statistical, time series, 
econometric, or alternative mathematical-quantitative models—can also be superior 
in this context, necessitating individual testing of the modelling algorithms.

When it comes to selecting a suitable set of algorithms for the prediction prob-
lem, there is a wide range of available ML learning models to consider. Regarding 
the overarching learning style used in this context, a large majority of the studies 
(n = 54) use either fully or partially supervised ML for empirical modelling. In con-
trast, other learning styles, such as unsupervised or semi-supervised learning, are 
each less commonly used (≤ 5) within the empirical core models. For a detailed 
overview of the individual models used, in Fig.  7 the number of model usages is 
shown across the empirical studies over time. Given the limited number of publica-
tions before 2019 and after 2022 in the literature sample, with less than three per 
year, this analysis is focused on this period, where important developments are evi-
dent. Furthermore, beyond identifying the models commonly employed in studies, 
it is essential to highlight those that exhibit the best overall results and hence are 
recommended for continued application in this context. To facilitate this, in Fig. 8, 
a graphical representation is presented of the frequency at which specific main ML 
algorithms are recognised by researchers in the empirical studies for their superior 
performance. In Fig. 8, a distinction is highlighted in terms of the type of prediction 
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output, since the selection of ML algorithm can depend on this factor, indicating 
overall that metric prediction results are generally considered more frequently than 
discrete ones.

Additionally, it is important to note that Figs. 7 and 8 present different models 
distinctly, even if they are part of a combined approach where multiple algorithms 
are used synergistically to optimise the overall predictive outcome (Ghoddusi et al. 
2019; Kharfan et  al. 2021; Wang et  al. 2019). A primary objective behind this 
approach is to mitigate the influence of occasional suboptimal demand predictions. 

Fig. 7   Timeline of model usages

Fig. 8   Preferred model by prediction output type. Note on Figs. 7 and 8: A study can both use and rec-
ommend multiple models—each model is then counted individually. Studies that do not have the con-
ceptual aim of using or evaluating models, such as reviews, are not considered in the figures. A model is 
assigned to the “other” group if its usage count is fewer than 10; if the usage count is higher, the model 
name is explicitly indicated. Figure 7 is based on studies from 2019–2022. Figure 8 has no time period 
limit
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By integrating multiple models, especially in macroeconomic environments char-
acterised by pronounced volatility or outlier-rich data scenarios, researchers aim to 
achieve improved stability and resilience for predictions compared to those deliv-
ered by standalone models (Esmeli et al. 2021; Kharfan et al. 2021). The observa-
tion of Kharfan et al. (2021) that “combining different techniques tend to perform 
better than a single method” resonates with broader scientific research, as an analy-
sis of the literature sample demonstrates that in around half of the studies best per-
formance is achieved by combination of multiple models (e.g., Ahmed et al. 2022; 
Bukhari et al. 2020; Punia and Shankar 2022; Purohit et al. 2021; Yang and Chang 
2020).

As illustrated in Fig.  7, Artificial Neural Networks are identified as the pre-
dominant model regarding usages. A strong increase in their utilisation since 2020 
is observable, with a remarkable usage level (n = 55) in 2022. Among the differ-
ent outcome types analysed, Artificial Neural Networks are consistently selected 
as the preferred ML algorithm by the researchers in the studies. Specifically, they 
exhibit particularly pronounced efficacy for problems with metric prediction out-
put—including time series forecasting—as illustrated in Fig.  8, with them being 
preferred 19 times. One fundamental reason for this preference might be that Arti-
ficial Neural Networks, categorised as non-parametric ML models, are capable of 
generating non-linear and complex relationships (Tudor 2022). Further endorsing 
their adaptability, Liu et  al. (2021) emphasise the diverse range of network archi-
tectures that have emerged over time, each tailored to address specific challenges or 
to mitigate limitations of existing architectures. To this end, the pie chart in Fig. 9 
provides deeper insight into which specific architectures were used for the Artificial 
Neural Networks, as highlighted in the studies as the preferred model. Considering 
the various possible model architectures of Artificial Neural Networks, this visu-
alisation displays only those demonstrating superior performance in the empirical 
studies. The original architecture of Artificial Neural Networks, Multilayer Percep-
tron, is 8 times recommended as being best performing. Moreover, Recurrent Neural 
Networks, predominantly based on the Long Short-Term Memory variant, emerge as 
the foremost high-performing Artificial Neural Networks in the literature, being 11 
times preferred (e.g., Liu et al. 2021; Pessanha and Soares 2021; Punia and Shankar 
2022). Their dominance can be attributed to their capacity to effectively process 
time-dependent relationships, a characteristic enhanced by the design that facili-
tates sequential feedback between inputs and outputs (Yang and Chang 2020; Ghar-
ibshah and Zhu 2021). Convolutional Neural Networks are highlighted 3 times as 
being particularly appropriate since they demonstrate adeptness in handling a wide 
range of different input features (Yang and Chang 2020). Other architectural vari-
ants, either infrequently employed or without explicit categorisation in the papers, 
are consolidated in this review under the label “Others/not specified”. This includes 
Adaptive Network-based Fuzzy Inference System (Hasheminejad et  al. 2022), 
Extrem Learning Machine (Kmiecik and Zangana 2022), Conditional Generative 
Adversarial Networks (Lin et al. 2022), Recursive Neural Networks (Chashmi et al. 
2021), or Autoencoder Neural Networks (Quintero et al. 2022).

Following Artificial Neural Networks, Random Forests and Decision Trees 
are the preferred algorithms in 17 cases. The split between discrete and metric 
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prediction output is in this case more balanced than for Artificial Neural Networks. 
In absolute numbers, this algorithm shows in the studies the highest rate of recom-
mendations based on superior performance for discrete prediction output (n = 9) 
(e.g., Bohanec et al. 2017; Esmeli et al. 2021; Puterman et al. 2020)—even ahead of 
Artificial Neural Networks. A Decision Tree can be characterised as a binary tree-
like flowchart with internal nodes that continuously branch into two-child nodes 
(Wang et al. 2019). Building on this, a Random Forest is an algorithm where multi-
ple Decision Trees are constructed using training samples drawn through bootstrap 
sampling, aptly named for the ensemble of trees it entails (Bohanec et al. 2017).

In addition, Regression and Autoregressive Models are recommended 13 times 
in the literature sample due to their superior performance (e.g., Abolghasemi et al. 
2020; Ryu et al. 2020). This suggests that even those models that are often consid-
ered as being more basic are able to achieve remarkable results (Abolghasemi et al. 
2020). For example, models in the category of Regression and Autoregressive Mod-
els show the highest usage count with 21 times in the year 2020—a year marked 
by high macroeconomic volatility due to the first pandemic outbreak of COVID-19 
in many countries (Kmiecik and Zangana 2022). One reason cited by researchers 
in the literature sample for this is the benefit of starting with simpler linear or uni-
variate methods in order to utilise them for initial insights as a general benchmark, 
which must then be at least surpassed by more complex ML methods (see further 
Albrecht et al. 2021; Ma and Fildes 2020; Milošević et al. 2017). The considerable 
share of the usage of these models from 2020 onwards, such as different versions 
of the autoregressive model ARIMA for time series forecasting, can be understood 
as an indicator of an evolving modelling landscape tending towards more predic-
tive robustness. Due to the fact that under volatile macroeconomic conditions cer-
tain predictors may have behaved differently in the past and can hence provide mis-
leading information for the future, models like univariate ones could provide stable 

Fig. 9   Architectures in studies with Artificial Neural Networks as the preferred model
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guidance (Ahmed et  al. 2022; Gürses-Tran and Monti 2022; Hasheminejad et  al. 
2022). However, despite this, they may struggle to simultaneously establish covar-
iate-based as well as (non-linear) temporal dependencies when predicting demand 
patterns, the usually lower computational requirements, popularity, ease of use, and 
fast development phase should be seen together with the above as further reasons 
(Alsahref et al. 2022; Makridakis et al. 2022). As suggested by Meisenbacher et al. 
(2022), such simpler models could therefore enrich the methodological diversity to 
validate advanced ML models for comparison purposes and contribute with their 
demand predictions to the overall robustness of the results.

Furthermore, Gradient Boosting is recognised as a significant category of algo-
rithms belonging to the broader concept of combined methods, which involve a 
specific synergistic integration of multiple models, leading to so-called ensem-
ble models. These are meta-algorithms that employ strategies aimed at improving 
model performance, including reducing bias and variance, through techniques such 
as boosting (Geiler et al. 2022). Since 2020, Gradient Boosting algorithms are used 
to a relevant extent in the literature sample, potentially owing to their relatively 
recent advancements (e.g., Ghoddusi et al. 2019; Wang et al. 2019). Moreover, Gra-
dient Boosting is recommended by researchers in the literature review in multiple 
instances as the preferred model (n = 7). Geiler et al. (2022) highlight one particular 
algorithm, stating, “the most widely used implementation for boosting is XGBoost, 
a computationally efficient implementation of stochastic gradient boosting.” Their 
perspective finds validation in the literature sample, underscored by a number of 
studies that mention the superiority of using this specific algorithm (Contreras-
Masse et al. 2022; Geiler et al. 2022; Petropoulos and Siakoulis 2021; Wu and Li 
2021).

The remaining categories are Support Vector Machines and “Other”. Support 
Vector Machines are a kernel-based ML model designed to build an optimal sepa-
rating hyperplane (Geiler et  al. 2022), and are used at a similar level as Gradient 
Boosting (Fig. 7)—but at a much lower level identified as preferred model (Fig. 8). 
“Other” includes a broad spectrum, for example unsupervised ML methods such as 
K-Means Clustering, which are regularly used in combination with supervised ML 
models.

After the discussion of the generally used and the specifically recommended 
models, the next step is to identify from this selection those models best suited to 
the specific problem and to finally conduct modelling with them for further mar-
keting application purposes. In the reviewed studies, it is generally suggested that, 
even within this particular research context, the majority of studies follow an already 
widely accepted procedure in ML training.3 However, the literature sample also 

3  After the selection of the model, the literature sample suggests that, even in this specific context, most 
studies adhere to a accepted process. Hence, the practical implementation of the model is mainly per-
formed using programming languages such as Python or R (Claveria et al. 2020; Kmiecik and Zangana 
2022). In addition, the dataset is partitioned to provide different subsets for training and testing the model 
(Kozak et  al. 2021; Raizada and Saini 2021). A common approach is that the training data is further 
subdivided in order to adjust the hyperparameters—so-called validation—which is a process to improve 
those model parameter settings that remain unchanged during the training (Alsahref et al. 2022).
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reveals several specialised approaches that can be particularly useful for tailoring 
the ML modelling process to the specific requirements of demand prediction in a 
macroeconomically volatile environment. For instance, Abolghasemi et  al. (2020) 
provide guidance appropriate for the research purpose of predicting the behaviour 
of demanders under macroeconomic volatility. They recommend utilising the Coef-
ficient of Variation as a key measure to quantify volatility and as a valid measure 
that illustrates uncertainties in the demand data in order to determine the most 
appropriate prediction models based on it. Consequently, the Coefficient of Vari-
ation can facilitate a comparative analysis of relative variations between different 
demand series. Since the Coefficient of Variation is calculated by dividing the stand-
ard deviation of demand by its mean, the resulting ratio is also scale-independent. 
This approach might prove especially advantageous in scenarios where multiple data 
series are prevalent, such as in marketing where demand prediction for various prod-
ucts is common. The authors suggest that here model selection should be based on 
the respective level of volatility: “demands with different CoV [Coefficients of Vari-
ation] require different types of a forecasting model that suits their characteristics” 
(Abolghasemi et al. 2020). In terms of practical application details, they emphasise 
that there is not yet a general consensus on thresholds that would imply the appli-
cability of specific categories for model selection with the Coefficient of Variation. 
For this reason, Abolghasemi et al. (2020) propose a three-tier classification of vola-
tility, suggesting a Coefficient of Variation of < 0.5 as low volatility, of 0.5–1.0 as 
moderate volatility, and of > 1 as high volatility and recommend distinct prediction 
models for each of them. These thresholds of Abolghasemi et al. (2020) can offer 
initial guidance but, however, also require further empirical validation. The way of 
proceeding with the Coefficient of Variation is also considered by other authors such 
as Makridakis et  al. (2022), who refer to Syntetos and Boylan (2005) and Synte-
tos et al. (2010), where the Coefficient of Variation is used to classify data regard-
ing volatility for guiding model selection. Consequently, the Coefficient of Varia-
tion metric can be identified in the literature sample as a tool to effectively facilitate 
model selection amidst shifting macroeconomic conditions in marketing.

In terms of handling modelling data, Ma and Fildes (2020) propose a strategy of 
not only determining the best model parameters during training but also learning 
the optimal window width of the data to algorithmically select the most appropriate 
range from the dataset that effectively captures the local dynamics. In this way, vola-
tile demand trends may be captured more accurately by using windows to focus on 
a time period that best represents the anticipated scenario and neglecting disparate 
periods that could cause misleading predictions. This addresses the challenge high-
lighted by Khandani et al. (2010) of models and measures that are not sufficiently 
adaptive and therefore “adjust only slowly over time and are relatively insensitive 
to changes in market conditions.” This is in sharp contrast to the rapid shifts seen 
in actual demanders’ behaviour triggered by fluctuating macroeconomic conditions, 
according to the authors. Yang and Chang (2020) further enrich the research dis-
course around this topic and emphasise the importance of continuously updating 
models with the most recent data. Hence, they suggest the use of a rolling prediction 
technique and explain that “in this scheme, a fixed window was used, and the value 
was updated in the fixed window with each newly predicted value. This process 
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involved removing historical data and adding future data so that the fixed window 
always retained the same amount of time-series data” (Yang and Chang 2020).

Another approach which is highlighted for model training is the concept of “pool-
ing.” Pooling is a strategy of leveraging multiple analogue data series as a collective 
group to enable ML models to effectively learn common patterns (Frees and Miller 
2004; Ma and Fildes 2020). Building on the foundational research of Duncan et al. 
(2001), Ma and Fildes (2020) underscore the potential relevance of it and explain to 
“use pooling where there is high volatility or outliers.” They argue that this approach 
facilitates more robust predictions by reducing the variance of the model com-
pared to individual predictions, allowing for more effective adaptation to structural 
changes (also Menhaj and Kavoosi-Kalashami 2022). This method is therefore rel-
evant to test in the present context for model training, but it should also be further 
validated for its applicability, for instance with very different marketing data or in 
regard to the risk of overfitting.

A final approach to handling the complex problem of volatile demand series dur-
ing model training involves decomposition, as recommended by Abolghasemi et al. 
(2020). In environments characterized by volatility and subject to multiple macro-
economic influences, demand series in marketing can exhibit fluctuating patterns. 
Abolghasemi et al. (2020) propose dividing volatile demand into two major, man-
ageable components: a baseline demand component, which reflects a rather regular 
pattern, and a more volatile demand component, which may be influenced by mar-
keting promotions or other factors such as market shifts and, consequently, shows 
more volatile patterns. Each of these components can then be modelled indepen-
dently and predicted based on their specific volatility degrees. To illustrate the prac-
tical application, the authors note: “we develop a hybrid model that first decomposes 
demand into main parts and forecast them separately, and then combines them to 
forecast the demand” (Abolghasemi et al. 2020).

4.3.3 � Postprocessing

The postprocessing stage centres around the final model evaluation—such as in mar-
keting business practice—showcasing from the literature sample two approaches: a 
narrower and a broader one. Furthermore, in the following section, a spotlight is 
also placed on the limitations and challenges inherent to ML models, ranging from 
data inconsistencies and generalisability boundaries to interpretability and transi-
tioning from theory to real-world applications. Given the background of predicting 
demand in volatile economic environments, this section involves the accentuation of 
the importance of postprocessing activities in ensuring that the derived implications 
are both substantiated and relevant in a macroeconomic volatile environment.

An initial task that occurs at this stage is the model evaluation. Two distinct per-
spectives regarding model evaluation can be identified through the analysis of the 
review sample. The first perspective is a narrower one, predominantly bases the 
overall judgement of the model on a quantitative assessment of its predictive perfor-
mance (“narrower statistically-oriented evaluation”). This typically involves the use 
of benchmark methods to appraise model performance and a comparison is made 
regarding their prediction errors through statistical testing methodologies to uncover 
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any significant differences between models. This approach also provides a potential 
means for recognising and accommodating uncertainties within data conditions in 
the research context. The second perspective is a broader one, extending beyond a 
purely quantitative assessment to also include the integration of a business-oriented 
viewpoint (“broader business-oriented evaluation”). This perspective accentuates 
the business value generated by the demand predictions and involves consideration 
of its effect on organisational operations and resources. This perspective specifically 
aligns with the practical marketing context of the research and thus emphasises the 
wider implications associated with the consequences of predictions (Gürses-Tran 
and Monti 2022; Kmiecik and Zangana 2022).

Considering the first approach, which is a narrower statistically-oriented evalua-
tion, the emphasis lies on measuring predictive performance through statistical error. 
As outlined by Alsahref et al. (2022), the objective here is “to find models with the 
highest accuracy when trained and tested on the dataset.” To quantitatively meas-
ure the predictive performance, various error metrics are employed in the literature 
sample. All of those involve a comparison of the actual value yi with the predicted 
value ŷi (e.g., Ghoddusi et al. 2019). Gürses-Tran and Monti (2022), referring to the 
foundational work of Hyndman and Athanasopoulos (2018), highlight the relevance 
of choosing appropriate error metrics, declaring that “a robust and reliable forecast 
model can only be achieved when the metrics for scoring and selection are distinct.” 
Punia and Shankar (2022) add that relying on a single error metric might not provide 
comprehensive information for model evaluation—potentially lacking in particular 
under conditions of macroeconomic volatility. This opinion is broadly supported in 
the literature sample, with a predominant majority of studies incorporating multi-
ple metrics, averaging 3.1 per study (see Fig. 10). Indeed, only in a minority of the 
studies (n = 11) is the predictive performance evaluated using just one error metric. 
Endorsing the importance of different metrics, Ma and Fildes (2020) recommend a 
set of error metrics to fulfil a range of requirements, such as robustness to potential 
outliers, ease of interpretation, and scale-independent metric outcomes.

The narrower statistically-oriented evaluation of tasks with metric prediction out-
put commonly involves error metrics averaging the difference across all predictions, 
potentially squaring or rooting them, and expressing the results as absolute or per-
centage values. As indicated in Fig. 11, the three most frequently cited metric within 

the reviewed literature are the Root Mean Square Error Error ( RMSE =
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n
 ; n = 16) and the Mean Absolute 

Percentage Error ( MAPE = (
100

n
) ∗ Σ|( (yi−ŷi)
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tion outputs and the associated error metrics, Castillo et al. (2017) provide relevant 
insights in their empirical study on predicting sales of newly published books, 
underscoring that the impact of predictive error can vary depending on its direction. 
In their case, overpredictions lead to increased inventory costs and financial losses, 
while underpredictions solely result in another print run, suggesting that in this case, 
the economic impact of overpredictions significantly outweighs the cost of under-
predictions. Consequently, when selecting error metrics, consideration of the spe-
cific circumstances of the demand prediction problem is relevant because, as in this 



1 3

The application of machine learning for demand prediction…

example, commonly used metrics may not adequately account for such domain-spe-
cific implications of the prediction error.

For tasks with discrete prediction output, the ROC (Receiver Operating Charac-
teristic) curve and the Area Under this Curve (AUC) have an important role in the 
literature sample. The ROC curve (n = 6) plots the rate of true positives against the 
rate of false positives and then the AUC (n = 10) shows the general performance of 
the ML model with regard to distinguishing between positive and negative classi-
fications (Chen et al. 2021; Geiler et al. 2022). Regarding the fourth and fifth most 
frequent metrics for this output type, which are precision (true positive predictions 
among all positive predictions) and recall (true positive predictions among all actual 
positive predictions), the researchers Kozak et al. (2021) discuss further implications 
of their use. Reflecting on the balance between these two error metrics in response 
to changing economic conditions, Kozak et  al. (2021) explain: “Considering the 
volatility of global value chains, […], the need for flexible marketing planning is 
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stronger than ever […] [requiring] to flexibly react to fast-changing conditions, e.g., 
prioritizing recall in churn targeting when the economic climate improves and prior-
itizing precision in difficult times.”

When interpreting these error metrics, it is suggested in the literature sample 
to constantly take into account the demand prediction horizon and its associated 
uncertainties, especially when dealing with volatile conditions. For example, from 
research conducted by Sorjamaa et al. (2007), it is implied that there is a need to 
evaluate prediction performance in relation to the prediction horizon. As cited by 
Ma and Fildes (2020), their work illustrates that demand predictions intended to pro-
vide an outlook for multiple future periods (multilevel predictions) pose a higher 
level of complexity than single-period demand predictions due to the accumulation 
of errors, which in turn increase uncertainty. This relationship between the predic-
tion horizon, predictive performance and uncertainty is documented by various 
authors, including Kmiecik and Zangana (2022) or Wang et al. (2019). Additionally, 
Albrecht et al. (2021) note that “overall, the models’ performances worsen slightly 
with increasing lead time.” Given this complexity, Abolghasemi et al. (2020) argue 
for the definition of prediction intervals, which specify an upper and lower bound 
for the predictions and represent the range into which projected demand is likely to 
fall at a certain confidence level. They make the argument, that such intervals can 
enrich management understanding, stating: “Prediction intervals will provide man-
agers with insights into the most appropriate choice of forecasting methods when 
the degree of uncertainty is taken into account” (Abolghasemi et al. 2020).

Regarding the second approach, the broader business-oriented evaluation, there 
is an emphasis on the importance of looking beyond the mere measurement of the 
performance of demand predictions. The contrast is highlighted by Gürses-Tran and 
Monti (2022), who distinguish between “forecast evaluation based on established 
forecast error statistics on one side, and the economic valuation of the applied fore-
cast on the other side.” The necessity for those broader considerations is highlighted 
by Kmiecik and Zangana (2022), who argue that “while comparing the ex-post 
errors of different forecasts is a method of determining which is superior, it can-
not alone justify the value it adds, it is rather a relative measurement.” Therefore, 
the authors emphasise the necessity of considering the added business value result-
ing from any improvement of demand predictions, which they describe as “forecast 
value added.” Within this assessment, they acknowledge various expenses related 
to model deployment, including financial, temporal and human resources (Kmiecik 
and Zangana 2022). While the predominant focus in the reviewed studies is on quan-
titative statistical error metrics, some studies are identified that offer such a more 
holistic assessment, integrating broader economic and business dimensions for a 
comprehensive model assessment. For example, Glaeser et al. (2019) look beyond 
traditional error metrics and evaluate their models based on its potential financial 
impact on the business. For this reason, they run simulations to compare the poten-
tial revenue impacts of using their algorithm to optimise retail locations. Similarly, 
Khandani et al. (2010) explore the practical implications of enhancing their credit 
risk prediction model, expecting a 6 to 25% reduction in total losses by identify-
ing high-risk demanders earlier. In addition, Milošević et al. (2017) investigate the 
potential profit gain associated with their ML churn prevention approach, which 
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promises to increase profit twofold by providing a more accurate identification of 
demanders likely to churn.

An essential final step in the postprocessing phase arises from the general aca-
demic need to identify and understand the limitations associated with ML predic-
tions for demand behaviour under volatile macroeconomic conditions. In order to 
provide a concise systematisation of these issues and restrictions, they are extracted 
from the 64 reviewed studies and systematically organised into four main areas of 
limitations: (1) data, (2) generalisability, (3) interpretability and (4) methodological 
and application limitations.

An important number of the identified limitations relate to the (1) data dimen-
sion, identified as a relevant constraint in a majority of the studies. These limitations 
include data inconsistencies such as missing data, omitted variables or unbalanced 
data due to the origin of the dataset or the way of data collection, where even small 
deviations in data quality can significantly affect model outcomes, as several authors 
in the sample indicate (Ghoddusi et al. 2019; Liu et al. 2021). Moreover, this cat-
egory encompasses issues related to a limited sample size (e.g., Anand and Mishra 
2022; Esmeli et al. 2021; Lin et al. 2022) or a restricted number of input variables 
(e.g., Khandani et al. 2010; Kozak et al. 2021; Raizada and Saini 2021), which can 
both affect the robustness and predictability of a model. Particularly in this research 
context, involving a rapidly changing macroeconomic environment where data may 
not fully reflect evolving demand structures, a regularly cited concern is the use of 
ML with data from narrowly limited time periods or relying excessively on histori-
cal demand data, which can burden the anticipation of more recent turbulent events. 
As Castillo et  al. (2017) emphasise “the efficiency of these techniques strongly 
depends on the field of application and the correctness of the problem data.” There-
fore, in volatile periods, a potential requirement resulting from this limitation is the 
necessity to incorporate sufficient demand data from such transformative or turbu-
lent phases into model training to provide an accurate data foundation for generat-
ing reliable demand predictions about the future development in these times. This 
is addressed, for example, by Tudor (2022), who specifically splits the data, thereby 
allowing to incorporate data from the pandemic into the training datasets, enabling 
the models to adapt to the volatile period.

The next category, (2) generalisability, refers to limitations in validating the pro-
posed models for a broader spectrum of demand prediction scenarios, research prob-
lems or domain areas that may arise from a very specific research perspective in 
the study (Kozak et al. 2021). For example, several authors limit their study results 
to a specific industry, such as retail (e.g., Chashmi et al. 2021; Glaeser et al. 2019; 
Martínez-de-Albéniz et  al. 2020). Others limit their focus to a particular country 
(e.g., Castillo et al. 2017; Menhaj and Kavoosi-Kalashami 2022; Wu et al. 2022), 
a prediction item (e.g., Punia and Shankar 2022) or a particular company (Bi et al. 
2022; Raizada and Saini 2021). A consequence of this is the general necessity to 
evaluate the broader applicability of specific research results in relation to the pre-
vailing framework and the practical marketing prediction scenario. Furthermore, in 
the ML context, the scope for generalisability also includes the fact that not all exist-
ing algorithms—especially those that are particularly complex or recently devel-
oped—can be taken into account in the modelling or preprocessing stages. Factors 
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contributing to the limited number of ML models considered include not only the 
necessity for extensive computing time and resources (Chen et  al. 2021) but also 
the frequent emergence of new models in this field. This is evidenced by the lit-
erature sample, as several studies introduce new models, such as the PLR-ALSTM-
NN (Poly-linear regression with Long Short-Term Memory) by Ahmed et al. (2022), 
the ATLAS (Advanced Temporal Latent-factor Approach to Sales forecasting) by 
Bi et al. (2022) or the EHTS model (Ensemble of Boosted Hybrid of Deep Learn-
ing Models and Technical Analysis for Forecasting Stock Prices) by Kamara et al. 
(2022).

A further category addresses the limited (3) interpretability regarding the 
model or the relationships it establishes, which is addressed in a smaller but rel-
evant number of studies. Consequently, predicting demand behaviour in a volatile 
macroeconomic environment involves looking not only at the predictive capabili-
ties of ML but also at the requirements of stakeholders in terms of its under-
standability, explainability and transparency. As Gürses-Tran and Monti (2022) 
observe that “more complex models emerge that are less transparent or under-
standable for the decision makers. However […] when forecast models lack inter-
pretability […], the trust and confidence of stakeholders can suffer when mak-
ing decisions.” Kozak et al. (2021) echo this by stating: “If decision-makers are 
not able to interpret data properly or are not able to prepare decisions, big data 
analytics provides only little value.” From a methodological perspective, specific 
approaches to gain insights into the demand model can be found in the sample, 
like feature importance assessment, which estimates the contributions of individ-
ual features to improve the predictive model (Ma and Fildes 2020). Another tech-
nique is sensitivity analysis, where the changes in the output model are observed 
when specific inputs are adjusted (Bohanec et  al. 2017). To this end, Bohanec 
et al. (2017) warn that “the explanations closely follow the prediction model; if 
the model is wrong or performs poorly, the explanations will reflect that.” Study 
examples for such evaluations can be found in Claveria et  al. (2020), who ana-
lyse the impact of variables on their GDP growth prediction model and find that 
underestimated yet crucial survey variables are currently not included in official 
statistics. Another example can be found in Chen et  al. (2021), who use ML in 
purchasing behaviour research and model customer preferences when considering 
the influence of sales prices. After modelling, the authors extract the price sensi-
tivity for certain categories and find that products they see as essential to life, like 
eggs, milk and bread, indicate a low price sensitivity in the model. In contrast, 
categories such as canned food or ready-to-eat meals, which have a longer shelf 
life and can be easily stored, show a higher model price sensitivity. They claim 
that these insights can guide tailored promotions based on consumer price behav-
iour at the category or product level.

The final limitations encountered in the transition from study results to (4) 
real-world applications as well as notable methodological limitations. Regard-
ing the first aspect, the contribution of Ballestar et  al. (2019) from the litera-
ture sample, with the acknowledgement of the study of Lamberton and Stephen 
(2016), can be used to help characterise this problem. They critically discuss the 
“myopic” approach common in scientific analyses, which often tends to narrow 
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the actual scope of a much larger and multi-layered real-world problem to just a 
few facets. This can result, for example, from the inability of certain models to 
include all relevant factors that might influence outcomes in real-world scenarios 
or from the difficulty of measuring these effects—ranging from broader external 
variables such as certain prevailing macroeconomic conditions to more detailed 
information on consumers’ demand behaviour (e.g., Bi et  al. 2022; Khandani 
et al. 2010; Hasheminejad et al. 2022). However, Anand and Mishra (2022) also 
emphasise the inherent complexity of real-world applications and, in particular, 
the intricacies that arise from human behaviour, describing it as “nonlinear, non-
parametric, irrational, and time-variant.” Furthermore, the necessity of continued 
practical verification is expressed as a concern regarding real-world operational 
contexts. As formulated by Kozak et  al. (2021) “most of the decision-making 
techniques use deterministic machine learning (ML) techniques but unfortunately, 
they do not take into account the variety and volatility of decision-making situ-
ations and do not allow for a more flexible approach, i.e., adjusted to changing 
environmental conditions or changing management priorities.” Unexpected mac-
roeconomic volatility can exacerbate this challenge, as, for example, the develop-
ment of certain demand influencing variables might not be anticipated in advance 
at the time when the demand prediction is generated (Castillo et al. 2017). Apart 
from the issue of real-world applications, the second aspect to be addressed is 
that of methodological limitations, which cover a wide variety of specific prob-
lems. These can be, for example, methodological shortcomings on a technical 
level regarding the way the model and its parameters are generated in the specific 
context of ML—which can be the problem of overfitting the model, the partly 
manual search for model settings (hyperparameters) or the overall strong reliance 
on the principle of trial-and-error. All of these can significantly complicate the 
task of placing the ML model and the relationships it contains on a solid theoreti-
cal foundation (Claveria et al. 2020; Ghoddusi et al. 2019). Coveney et al. (2016) 
underscore this, stating: “We argue that it is vital to use theory as a guide to 
experimental design for maximal efficiency of data collection and to produce reli-
able predictive models and conceptual knowledge,” and Bi et al. (2022) conclude: 
“Incorporating economic theory considerations into machine learning models 
can provide significant additional advantages, and, thus, constitutes a promising 
direction for future work.”

4.4 � Limitations

Also the research conducted in this study to develop the systematic literature 
review is bound by certain limitations. Outlining them helps to contextualise this 
study’s outcome and also offers an opportunity to build on this foundation in fur-
ther research. Firstly, a limitation arises from the selection of the Web of Science-
database for this literature review, based on the research study of Gusenbauer and 
Haddaway (2019), as its scope is restricted to the journals indexed therein. This 
implies that formats outside journal publications, such as conference proceedings 
or published books (Kepes et al. 2012; Vlačić et al. 2021), as well as non-academic 
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journals or grey literature (Rejeb et al. 2020), are not specifically covered. There-
fore, as the literature sample is focused on journal publications to ensure compara-
bility of the data through strict journal review processes, there is a risk of exclud-
ing some current research findings. Furthermore, Ghoddusi et al. (2019) highlight 
an unavoidable but nevertheless notable restriction for interdisciplinary research 
involving computer science by pointing to unpublished developments of ML algo-
rithms that are only used for commercial business purposes and are therefore not 
accessible via studies. In general, however, the interdisciplinary research orientation 
in this literature review allows for the formation of an overview across disciplines 
that goes beyond the mainstream of a particular field and that provides a differenti-
ated and more holistic new perspective (Ghoddusi et al. 2019; Rejeb et al. 2020).

As a second limitation of this paper, it should be mentioned that the precisely 
defined search string not only involves the risk of false positives, thus including non-
relevant studies (Linnenluecke et al. 2019; Xiao and Watson 2019), but also a risk of 
false negatives through excluding papers that fall outside the search string but that 
may provide relevant knowledge (Durugbo and Al-Balushi 2022). Another conse-
quence of the search string used is that the identified studies largely focus on spe-
cific industries such as consumer goods and retail (n = 22) as well as economics and 
financial management (n = 13). Also, the inclusion of only English language studies 
could ignore relevant findings from non-English-language studies, as the analysis 
in this paper highlights relevant geographical research centres, for example in Asia 
(n = 100) or in large parts of Europe (n = 86), that are non-native English speaking.

Third, the definition of the inclusion and exclusion criteria still allows researchers 
a certain leeway, which can affect interrater reliability (Clark et al. 2021; Xiao and 
Watson 2019). However, the review protocol with an objective list of criteria clearly 
limits individual subjectivity and thus ensures the general replicability of the previ-
ously presented research findings (Vlačić et al. 2021).

5 � Conclusion

This systematic literature review summarises recent research evidence on the effec-
tive application of ML in times of macroeconomic volatility, particularly focusing 
on demand prediction. The need to synthesise this specific research knowledge is 
motivated by the current period, marked by pronounced global uncertainty and 
turbulence (see Durst et  al. 2022; Durugbo and Al-Balushi 2022). Here, accurate 
demand prediction is crucial for organisational functions like marketing (Kozak 
et al. 2021; Seyedan and Mafakheri 2020). Therefore, this thematic area is assessed 
by analysing a sample of 64 journal articles from an initial pool of 2877 papers, 
which were selected using a catalogue of criteria specifically developed as part of 
the review protocol (Xiao and Watson 2019). Using an integrative approach with a 
hybrid methodology (Trapp 2012), relevant knowledge is synthesised from the final 
sample (Sect. 4), thereby contributing to closing the gap identified in previous lit-
erature reviews. This systematic literature review thus contributes to the ongoing 
academic discourse on the effective use of ML in application practice, integrating 
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multidisciplinary insights from various streams within computer science and man-
agement science.

At the beginning of this systematic literature review, an analysis of the charac-
teristics and abstracts of the articles (Sects. 4.1 and 4.2) reveals that literature since 
2010 approximates an exponential trend curve in publications, which demonstrates 
evidence of a growing scientific interest in this interdisciplinary research topic. A 
geographical concentration of academic discussion is found, with Asia account-
ing for the largest share of publications, followed by Europe and North America, 
with the U.S. and China as the leading countries. The journal “Expert Systems with 
Applications” and authors such as Hyndman and Breiman deserve special mention, 
as they are identified as essential references in this complex field.

In the further course, this review paper also provides a more detailed perspec-
tive with a synthesis of the full texts, chronologically outlining the ML appli-
cation process (Sect. 4.3). The analyses in the preprocessing phase (Sect. 4.3.1) 
indicate that over 75% of the empirical studies involve the use of multivariate 
models, which emphasises the need to consider multiple factors to capture the 
multifactorial nature of demand behaviour in a volatile environment. Addition-
ally, forward-looking variables are identified as important input variables for 
demand predictions, offering early signals for macroeconomic trends and turning 
points. Examples cited include market participants’ expectations and sentiments 
via economic indicators or search trends. In addition, the research regarding the 
modelling phase (Sect. 4.3.2) initially reveals that a majority of the studies illus-
trate an outperformance of ML over other prediction methods (e.g., Ma and Fildes 
2020; Albrecht et al. 2021). This implies the general suitability of ML for model-
ling complex demand patterns and interdependencies in dynamic market condi-
tions. However, the research also identifies studies where alternative quantitative 
models surpass ML (e.g., Abolghasemi et al. 2020; Lotfi et al. 2023), indicating 
that ML models do not possess universal superiority in this context. Furthermore, 
the analysis delivers an assessment of the usage frequency of different models in 
the empirical studies, as well as the frequency with which models are explicitly 
recommended by researchers due to their superior predictive performance. There, 
it becomes evident that supervised ML algorithms are prevalent in approximately 
90% of the studies. Furthermore, around half of the research papers demonstrate 
the outperformance of combining multiple models via hybrid or ensemble model-
ling, underscoring their significance for resilient demand prediction in complex 
data environments. The analysis also highlights specific ML algorithms, recom-
mending their inclusion for modelling in this context. Around 40% of the stud-
ies report that Artificial Neural Networks, either fully or partially, contribute to 
the best-performing model, with Recurrent Neural Networks particularly standing 
out for their ability to capture time-dependent and non-linear relationships. The 
analysis identifies further key ML algorithms in this context—specifically Ran-
dom Forests/Decision Trees, and Gradient Boosting—as particularly effective, 
each demonstrating superior performance in over 10% of the studies. Additional 
modelling strategies to account for demand volatility are also discussed, such as 
employing the Coefficient of Variation, demand decomposition, pooling, or spe-
cific time windows. Finally, in the postprocessing phase (Sect. 4.3.3), evaluation 
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strategies are identified that account not only for statistical performance but 
also for the broader business-oriented implications of ML demand predictions. 
Moreover, from the 64 studies, four main types of limitations are synthesised to 
consider when implementing ML demand prediction under macroeconomic vola-
tility: (1) data, (2) generalisability, (3) interpretability, as well as (4) methodo-
logical and application-related limitations.

Overall, based on the research findings, an evidence-based guideline can be pro-
vided to reinforce business areas such as marketing under the prevailing conditions. 
Future research directions can be derived from the conceptualisation of the field as 
presented in this systematic literature review (Sect. 4.2). As determined in this paper 
by a correspondence analysis of the extracted abstract terms, the scientific field can 
be categorised into five focus research areas: (F1) ML methods and their application 
context, (F2) Economic factors, (F3) Time series forecasting, (F4) Neural network 
predictions, and (F5) Customer frameworks. Within these areas, further in-depth 
investigation is encouraged. Moreover, additional conceptual work is important, 
such as developing a structured framework to provide state-of-the-art directives for 
applying ML in demand prediction (Alsharef et al. 2022; Durugbo and Al-Balushi 
2022; Ghoddusi et al. 2019). Research opportunities also stem from expanding upon 
the key insights through further empirical investigations.

In a broader sense, this paper encourages the fostering of more integrated 
approaches that harmonise rigorous algorithmic methods with practical business 
objectives. It emphasises the need for a particularly holistic perspective to consider 
interdisciplinary interactions between research areas, as seen, for example, espe-
cially between the disciplines of computer science and management science. The 
comprehensive overview resulting from this study is intended to provide a platform 
for future developments in this rapidly evolving field. By introducing a new view and 
a deeper systematisation of the research area, this systematic literature review can 
act as a robust scientific foundation for further academic and practical endeavours.
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