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Abstract
Objectives  This study aimed to examine the performance of deep learning object detection technology for detecting and 
identifying maxillary cyst-like lesions on panoramic radiography.
Methods  Altogether, 412 patients with maxillary cyst-like lesions (including several benign tumors) were enrolled. All pano-
ramic radiographs were arbitrarily assigned to the training, testing 1, and testing 2 datasets of the study. The deep learning 
process of the training images and labels was performed for 1000 epochs using the DetectNet neural network. The testing 1 
and testing 2 images were applied to the created learning model, and the detection performance was evaluated. For lesions that 
could be detected, the classification performance (sensitivity) for identifying radicular cysts or other lesions were examined.
Results  The recall, precision, and F-1 score for detecting maxillary cysts were 74.6%/77.1%, 89.8%/90.0%, and 81.5%/83.1% 
for the testing 1/testing 2 datasets, respectively. The recall was higher in the anterior regions and for radicular cysts. The 
sensitivity was higher for identifying radicular cysts than for other lesions.
Conclusions  Using deep learning object detection technology, maxillary cyst-like lesions could be detected in approximately 
75–77%.
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Introduction

Application of artificial intelligence with deep learning 
system in the field of medical imaging has been increas-
ing [1–5], prompting the appearance of various studies on 
the computer-assisted detection (CAD) system to diagnose 
pathology in the dental field [6–12].Unlike the CAD sys-
tems created based on traditional methodology [13], deep 
learning system, which does not require manual input of 
imaging characteristics of lesions, has enabled the creation 
of a learning model by simply importing imaging datasets 
into the system. Among several functions of deep learning, 
the object detection, which can automatically detect specific 

lesions and conditions, has been applied to panoramic radio-
graphs [9–12]. A recent study verified a high performance 
for automatic detection of mandibular radiolucent lesions 
(cysts and benign tumors) on panoramic radiographs [9]. 
This would be partially attributed to relatively high con-
trast between the radiolucent lesions and their surrounding 
mandibular bony structures showing large X-ray attenua-
tion. In the maxilla, however, the cyst-like lesions including 
cysts and benign tumors would be predictably difficult to 
detect, because air-containing structures showing radiolu-
cency, such as the nasal cavity and maxillary sinus, would 
be located adjacent to the lesions and decrease the contrast 
between them. Moreover, overlapped shadows of the hard 
palate and inferior nasal concha should be taken into account 
as obstructive effects [13].

The purpose of this study was to determine the ability of 
deep learning object detection technology to identify max-
illary cyst-like lesions indicating osteolytic benign lesions 
arising in the maxilla.
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Materials and methods

This study was approved by the ethics committee of our Uni-
versity (Nos. 496 and 577) and was conducted in compliance 
with the Declaration of Helsinki.

Subjects

Subjects were patients suspected of having cyst-like lesions 
(cyst or benign tumors arising in the maxilla). They showed 
maxillary bone resorption of ≥ 10 mm diameter on pano-
ramic radiographs, and had confirmed histopathological 
diagnoses (including several odontogenic tumors). Alto-
gether, 412 patients were selected from the imaging data-
base of our dental hospital, from April 2009 to April 2019. 
Details of the subjects are shown in Table 1. The mean age 
of the subjects was 44.8 ± 16.6 years, there were 221 men 
and 191 women.

The categories of lesions were as follows: radicular 
cysts (299 patients, 323 cysts), nasopalatine duct cysts 
(44 patients, 44 cysts), dentigerous cysts (36 patients, 37 
cysts), odontogenic keratocysts (22 patients, 23 cysts), 

ameloblastomas (3 patients, 3 tumors), glandular odonto-
genic cysts (3 patients, 3 cysts), odontogenic myxomas/
myxofibromas (2 patients, 2 tumors), and adenomatoid 
odontogenic tumors (1 patient, 1 tumor). In all, there were 
291 (66.7%) affected sites in the anterior regions, and 145 
(33.3%) in the posterior regions.

Preparation of images

Panoramic radiographs were taken using a Veraview epocs 
system (J. Morita Mfg Corp., Kyoto, Japan) with the stand-
ard parameters, including a tube voltage of 75 kV, tube cur-
rent of 9 mA, and acquisition time of 16 s. Panoramic radio-
graphs were downloaded in Bitmap form (.BMP) from the 
imaging database. All images were standardized to squares 
of 900 × 900 pixels and 24 bits per pixel based on the image 
width.

Assignment of training and test datasets

All images were arbitrarily assigned to the training, test-
ing 1, and testing 2 datasets (Fig. 1). The testing 1 dataset 
was used for testing and validation. Validation was used to 

Table 1   Summary of subjects and assignment to datasets

Lesions No of patients Age (mean ± sd) Gender (M/F) No of lesions Regions Assignment to datasets

Anterior Posterior Training 
dataset

Testing 1 
dataset

Testing 2 
dataset

Radicular cysts 299 45.6 ± 15.1 148/151 323 214 109 248 50 25
Nasopalatine duct cysts 44 48.0 ± 14.8 30/14 44 44 0 32 8 4
Dentigerous cysts 36 35.6 ± 22.7 25/11 37 21 16 27 7 3
Odontogenic keraocysts 22 46.3 ± 21.6 12/10 23 8 15 17 4 2
Others 9 41.7 ± 20.3 4/5 9 4 5 6 2 1
Total 410 44.9 ± 16.6 219/191 436 291 145 330 71 35

Fig. 1   Description of each 
dataset and deep learning work-
flow. All images were randomly 
assigned to the training, testing 
1, and testing 2 datasets. Using 
training images and labels, 
the learning process of 1000 
epochs were conducted with the 
convolutional neural network 
"Detectnet". Validation was 
used to adjust the parameters to 
determine the final model in the 
learning process. The testing 
1 and testing 2 images were 
applied to the created learn-
ing model, and therefore, the 
lesional areas were depicted as 
rectangles
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adjust parameters to determine the final model in the learn-
ing process. The testing 2 dataset was used only for testing 
as new external data. Each lesion was set to be entered in 
each dataset in equal proportions. The numbers of lesions in 
each dataset are shown in Table 1.

Annotation

On training and validation (testing 1) images, annotation 
(labeling) procedure was performed. The labels contain-
ing the type of lesions (class name) and the coordinates of 
lesions were created in text format. The class names of the 
lesions were determined as jaw1 for radicular cysts and jaw2 
for other lesions. The coordinates of the upper left and lower 
right corners of the square regions of interest surrounding 
the lesions were recorded per image. (Fig. 2).

Construction of deep learning

The deep learning system was implemented on Ubuntu OS 
and 11MB GPU (Nvidia GeForce GTX). The deep learn-
ing process was performed using the DetectNet neural net-
work implemented with the DIGITS library on the Caffe 
framework.

DetectNet is a convolutional neural network developed 
for object detection. This subnetwork has the same struc-
ture as GoogLeNet, except for the data input, final pooling, 
and output layers [14]. The ADAM (Adaptive Moment 
Estimation) solver with 0.0001 as the base learning rate 
was used for computing adaptive learning rates for each 
parameter.

Detection performance

The training images and labels were imported into Digits, 
and the learning process was conducted for 1000 epochs. 
We confirmed that the loss was sufficiently small and the 
detection performance was sufficiently large and stable in 
the learning curve of 1000 epochs. A validation using the 
testing 1 dataset was performed for adjusting parameters and 
determining the final model (Fig. 1).

After applying, the testing 1 and testing 2 images were 
applied to the created learning model, radicular cysts were 
depicted as red rectangles and the other lesions as blue rec-
tangles on each testing panoramic radiograph. Thereafter, 
the detection performance was evaluated. It was determined 
that a lesion was detected when the following intersection 
over union (IoU) was ≥ 0.6.

where P is the predicted bounding box in which the learning 
model was predicted to have a lesion; G is the ground-truth 
bounding box, which actually has a lesion; S (P ∩ G) is the 
overlapping area of two bounding boxes; and S (P⋃G) is the 
total combined area of two bounding boxes.

The affected areas were confirmed histopathologically, 
and the ground-truth bounding boxes were determined by 
two experienced radiologists. The lesion-free areas were 
defined as being clinically asymptomatic and having under-
gone observation for more than half a year. A true positive 
(TP) means that the model correctly detected the lesional 
area as a lesion. A false positive (FP) means that the model 
incorrectly detected the lesion-free area as a lesion. A false 
negative (FN) means that the model could not detect the 
lesional area. For evaluation of detection performance, the 
following indexes were calculated [15, 16].

Recall and precision are in a trade-off relation and their har-
monic mean (F1-score) is used when the both values should 
be taken into account.

IoU = S (P ∩ G)∕S (P ⇐ G)

Recall (sensitivity) = TP∕(TP + FN)

Precision (positive predictive value) = TP∕(TP + FP)

F1 score = 2 × Precision × Recall∕(Precision + Recall)Fig. 2   Example of panoramic radiographs used (900 × 900 pixels) 
and the annotation method. A rectangle region of interest of an arbi-
trary size was set for the lesion, and the x and y coordinates of the 
upper left corner and the lower right corner were recorded. A label 
including the lesion class name (jaw1) and the x and y coordinates of 
the upper left and lower right corners was created in text format
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Classification performance

For lesions that could be detected, the sensitivity to correctly 
identify the lesion class as jaw 1 (radicular cysts) or jaw 2 
(other lesions) was calculated.

Results

It took 19 s to import the training dataset to Digits, 10 h to 
perform the deep learning process for 1000 epochs, and 12 s 
to apply each testing datasets to the learning model.

Detection performance

The recall, precision, and F-1 score for detecting maxil-
lary cyst-like lesions were 74.6%/77.1%, 89.8%/90.0%, and 
81.5%/83.1% for the testing 1/testing 2 datasets, respectively 
(Table 2). Compared by sites, the detection performances 
in the anterior regions was higher than that in the posterior 
regions for both testing datasets. Compared by lesions, the 
recall was higher for radicular cysts than for other lesions.

Representative examples are shown: well-defined radicu-
lar cysts in the posterior regions could be correctly detected 
(Fig. 3a), whereas odontogenic keratocysts extending for 
almost the whole maxillary sinus could not be detected 
(Fig. 3b). The false-positive results were found mostly in 
the anterior region where bone was thin (Fig. 4a), and in 
the posterior regions where the maxillary sinus expanded to 
around the alveolar ridge (Fig. 4b).

Classification performance

The sensitivities for identifying radicular cysts were 94.9 
and 100.0%, respectively, for the testing 1 and testing 2 data-
sets, whereas those of the other lesions were 64.3 and 71.4%, 
respectively. The sensitivity was higher for radicular cysts 
than for other lesions.

Representative examples are shown: Fig. 5a shows a 
nasopalatine duct cyst that was successfully detected and 

classified. Figure 5b shows an ameloblastoma in the molar 
region, where the lesion was detected but was incorrectly 
classified as a radicular cyst.

Discussion

Several neural networks for object detection have been 
reported [4, 9, 10, 17–20]. DetectNet, which is one of them, 
has a subnetwork similar to that of GoogLeNet, except 
for the data input, final pooling, and output layers [14]. It 
has the great advantage of using a pre-trained GoogLeNet 
model, thereby reducing the training time and improving the 

Table 2   Detection performance 
results

Recall (sensitivity) for 
testing 1/testing 2 datasets

Precision (positive predictive 
value) for testing 1/testing 2 
datasets

F-1 scores for 
testing 1/testing 2 
datasets

Sites
 Anterior region 80.0%/100.0% 94.7%/91.7% 86.7%/95.7%
 Posterior region 65.4%/46.7% 85.0%/87.5% 73.9%/60.9%

Lesions
 Radicular cysts 78.0%/80.0% 88.6%/87.0% 83.0%/83.3%
 Other lesions 66.7%/70.0% 93.3%/100.0% 77.8%/82.4%

Total 74.6%/77.1% 89.8%/90.0% 81.5%/83.1%

Fig. 3   Examples with success (a) and failure (b) of detecting lesions 
in the molar regions. a Well-defined radicular cyst was detected. b 
Odontogenic keratocyst that extends the almost throughout the maxil-
lary sinus could not be detected
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accuracy of the final model. DetectNet enables object detec-
tion and classification by extracting features and predicting 
object classes and bounding boxes for each grid square.

Our previous study achieved a high detection sensitiv-
ity (recall) of 88% for identifying mandibular radiolucent 
lesions on panoramic radiographs using deep learning object 
detection technology [9]. Based on the results of the present 
study, the detection recall for maxillary lesions was 75 and 
77%. As predicted, this result was lower than that for man-
dibular radiolucent lesions [9], which may be due to low 
contrast between the lesions and surrounding structures, and 
the lesions being overlapped by the nasal cavity, maxillary 
sinus, and other anatomical structures [13].

A comparison between anterior and posterior lesions 
revealed that the detection performances (recall, preci-
sion, and F1-score) were higher in the anterior regions, 
possibly because there were more anterior lesions and they 
might have been more sufficiently learned. In addition, 
large lesions of the posterior regions (e.g., odontogenic 

keratocysts, dentigerous cysts, and other odontogenic 
tumors) were mostly found in the maxillary sinus (Fig. 3b) 
and so might have been misdiagnosed as maxillary sinus 
lesions or sinus itself, and therefore not detected.

The false-positive identifications were often seen in the 
maxillary lateral incisors and canines, or in the molar areas. 
The former site including the canine fossa often appeared 
radiolucent because of the thin bone thickness, and there-
fore, the judgement would have been incorrect (Fig. 4a). In 
the latter site, the maxillary sinus sometimes extended to 
the level of the alveolar ridge, and was misdiagnosed as a 
lesion (Fig. 4b).

When the performances per lesion were compared, the 
detection recall and classification sensitivities for radicular 
cysts were slightly higher than those for the other lesions. 
The difference in the detection performance was because 
there were more radicular cysts, and so the learning process 
might have favored their identification. In addition, it was 
helped by the fact that radicular cysts were frequently found 
around the tooth root apex.

The lesions of a wide range of radiolucent lesions from 
apical lesions to tumors were enrolled in this study, because 
the classification (diagnosis) performances per lesions were 
compared. Radicular cysts in the anterior regions should be 

Fig. 4   Examples with false-positive results. a Radicular cyst in the 
right lateral incisor was detected correctly. Although there was no 
lesion in the left lateral incisor, deep learning indicated the region as 
a lesion (false positive). The false-positive identification was made in 
the anterior region where there was thin bone. b Radicular cyst in the 
left incisors was detected correctly. Although there was no lesion in 
the right molars, deep learning indicated the region as a lesion (false 
positive). The false-positive identification was made in the posterior 
region where the maxillary sinus expanded to around the alveolar 
ridge

Fig. 5   Examples of success (a) and failure (b) of classifying lesions. 
a Nasopalatine duct cyst was successfully detected and classified 
represented in a blue box. b Ameloblastoma in the molar region was 
detected, but falsely classified as a radicular cyst represented in a red 
box
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differentiated from nasopalatine duct cysts, and dentigerous 
cysts. These lesions might be easily differentiated because of 
the relations between the lesions and teeth. That is, radicu-
lar cysts occur mostly around the root apexes, nasopalatine 
ducts cysts are in the midline region regardless of the teeth’s 
positions, and dentigerous cysts are around the crowns of 
impacted teeth.

Radicular cysts in the posterior regions must be differen-
tiated form odontogenic keratocysts, dentigerous cysts, and 
other odontogenic tumors. Except for radicular cysts, the 
number of cases was small, and thus learning about each of 
the lesions would not be enough. As already noted, the large 
cyst-like lesions occupy almost all of the maxillary sinus, 
such as odontogenic keratocysts, dentigerous cysts, and other 
odontogenic tumors, might be misdiagnosed as sinus lesions 
or sinus itself. Conversely, the small ameloblastomas might 
be misdiagnosed as radicular cysts.

Although the present study could provide a learning 
model for detecting and classifying maxillary radicular cysts 
with high performances, there were some limitations. The 
number of the other lesions should be increased. The large 
lesions occupying almost all of the maxillary sinuses should 
be learned in comparison with maxillary sinus lesions. The 
learning models should include using panoramic radio-
graphs from other institutions that were obtained with dif-
ferent parameters. Furthermore, the maxillary cyst-like 
lesions should be learned together with mandibular lesions, 
because it would be convenient if the lesions of both jaws 
can be detected in a single test using the detection system 
in clinical practice.

It is unknown whether the results of detection using 
DetectNet network reflect imaging findings including uni-
locular vs multilocular, or buccal and lingual expansion. 
Future networks may be able to provide information on the 
learning process.

The testing 1 dataset was used for validation and testing. 
A validation adjusts the parameters during training process 
and determines the final model. The testing 2 dataset is used 
for only testing, so it was completely new external data. It 
will need to increase the number of external data. However, 
the rates for individual lesions in testing 1 and 2 datasets 
were almost equal as shown in Table 2. The difference in 
detection performances between the two datasets may not 
be from the difference in the number of data, but probably 
due to the difference in the imaging findings, such as lesion 
shapes and sizes.

To improve the detection performance, it is necessary 
to increase the number of training data. Performance will 
be improved by learning with a large number of training 
data from multiple facilities to reduce the effects of posi-
tioning errors of panoramic radiography. Increasing training 
data with improved networks may lead to potential clinical 
applications.

In conclusion, we developed a deep learning model for 
detecting maxillary cyst-like lesions with a detection recall 
of 74.6 and 77.1%. The classification performances for 
radicular cysts were 94.9 and 100.0%, whereas those of the 
other lesions were lower. Further studies using more data 
are needed.
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