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Abstract

Online disinformation has become one of the most severe concerns in today’s world. Recog-
nizing disinformation timely and effectively is very hard, because the propagation process
of disinformation is dynamic and complicated. The existing newest research leverage uni-
form time intervals to study the multi-stage propagation features of disinformation. However,
uniform time intervals are unrealistic in the real world, cause the process of information prop-
agation is not regular. In light of these facts, we propose a novel and effective framework
Multi-stage Dynamic Disinformation Detection with Graph Entropy Guidance(MsDD) to
better analyze multi-stage propagation patterns. Instead of traditional snapshots, we analyze
the dynamic propagation network via graph entropy, which can work effectively in finding
the dynamic and variable-length stages. In this way, we can explicitly learn the changing
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pattern of propagation stages and support timely detection even at the early stages. Based on
this effective multi-stage analysis framework, we further propose a novel dynamic analysis
model to model both the structural and sequential evolving features. Extensive experiments
on two real-world datasets prove the superiority of our model. We open the datasets and
source code at https://github.com/researchxr/MsDD.

Keywords Disinformation detection - Multi-stage learning - Graph entropy -
Dynamic analysis

1 Introduction

Recent years witness the whole world suffering from various disinformation with the help of
online social networks. The rapid spread of various disinformation creates growing anxiety
and panic among the public, making timely and effective disinformation detection urgently
needed now than ever.

The disinformation propagation has some potential patterns, which attracts lots of
researchers to consider this problem from the perspective of sequence, structure, and propa-
gation stage. Earlier research explores sequential propagation patterns and temporal variation
of contextual information [1-4]. However, the sequential patterns is not enough to model the
information propagation, because the information in the real social network platform dif-
fuses through large amount of network interactions. Then, some graph-structured models are
proposed for disinformation representation learning and classification [5-8]. The researchers
studied the spreading structure of disinformation based on graph neural network and inte-
grated the semantic features for analyzing disinformation detection deeply. These works
cannot perform well on timely detection and pay no attention to interaction evolution. There-
fore, recent research [9,11] focus on studying propagation stage for dynamic disinformation
spreading. This multi-stage approach is based on differences between the propagation pat-
terns of real and false information. However, how to find information’s propagation stages
for better disinformation identification is still an open problem. Guo et al. [12] summarize
some propagation stages of disinformation such as the incubation stage, the eruptive stage,
the contagion stage, and the termination stage. Different propagation stages usually display
different statuses during the process of information spreading. As shown in Figure 1, each
propagation stage contains some source information and responsive information. The source
information refers to the tweets posted by the user at a certain moment. Responsive informa-
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Figure 1 Visualization of disinformation propagation. The left half of this figure is a specific case of disinfor-
mation propagation. The right half of this figure is the structural evolution of disinformation propagation
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tion is retweets and comments. Therefore, it is necessary to analyse diffusion dynamics by
splitting these stages effectively. However, some works [15, 16] try to study the dynamics
of disinformation by splitting time-varying propagation as several snapshots using uniform
time intervals. These works are far from enough to properly learn propagation stages, because
uniform time interval may cause duplicated stages and meaningless stages.

To achieve more timely and effective disinformation detection, we take information
dynamics into consideration to recognize reasonable propagation stages. However, this is
never easy because of the following difficulties: (1) How to find information propagation
stages properly? The propagation stages are not regular and apparent, so it needs to design
effective methods to measure the process of information propagation. (2) How to design an
effective model to capture each stage’s characteristics? After recognizing stages of informa-
tion propagation, each stage should be modeled by capturing effective features. (3) How to
learn the evolving pattern from the propagation stages? It is necessary to grasp the evolving
patterns from a macro perspective. Because there exists differences of propagation patterns
between different types of information.

To overcome these difficulties, we creatively design a graph entropy-based method to
find proper propagation stages. Information diffusion is an irreversible process and dynamic,
which has direct connections with the change of entropy over time [1]. Our motivation is to try
to find the change rule of information diffusion structure, and graph entropy [2] can measure
information gain of a graph. To this end, we apply graph entropy to quantify the structure
change of the disinformation propagation. By analyzing changes in graph entropy, we can
find some obvious stages in the propagation process of information. Some similar stage sub-
graphs will be merged into one stage. Based on this, we propose a single-stage embedding
module to capture both structural and semantic features. Then we further propose an effective
model to learn the multi-stage evolution features. In summary, our main contributions are as
follows:

1) To the best of our knowledge, this is the first job that dynamically divides propagation
stages of disinformation with graph entropy. The propagation structure of disinformation
diffusion has direct connections with the increase of graph entropy over time. Multi-stage
propagation sub-graph divided by graph entropy is more aligned with the real-world
disinformation propagation.

2) We build a novel Multi-stage Dynamic Disinformation Detection(MsDD) framework,
which adapts well to multi-stage propagation sub-graph. Based on the multi-stage propa-
gation sub-graph composed of proper propagation stages, this framework can effectively
capture the evolution features of all sub-graphs.

3) Detailed experiments on two real-world social media data demonstrate the effectiveness
of the proposed framework. Extensible studies also show the benefits of multi-stage
propagation sub-graphs.

2 Preliminaries and problem definition

In this section, we introduce some concepts as a foundation for our method.

Information propagation graph We utilize C = {Co, C1, ..., C|c|} to denote disin-
formation datasets. A disinformation instance consists of both source (r;) and responsive
information (x;;, j € [1,m]), i.e., C; = {ri, xi1, ..., Xim}. Let SG = {V, £, T} be an infor-
mation propagation graph. Here, the node set V shares the same content C;. £ € V x V
is the set of edges, usually represented by the interaction between source and responsive
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information, such as forwarding, commenting et al. 7 = {#, t1, ..., t,,} is the time when
information is posted.

Multi-stage propagation sub-graph The information propagation graph usually has a
continuous timestamp for different nodes. However, in the real world, the timestamps are
usually so sparse that analyzing them for each timestamp is impossible. More importantly, in
the scenario of disinformation propagation, we usually care more about the changes of infor-
mation propagation graph during a period. To this end, we define the multi-stage propagation
sub-graph of an information propagation graph as SG = {sgo, 581, ..., 5g|sG|} Where |SG|is
the total number of sub-graphs. Each stage sub-graph is denoted as sgx = {Vk, Ex, Ti}, sgx <
SG.

Graph entropy Graph entropy is used to describe the amount of information encoded in
a graph [2], which can be defined as: H(sg) = — >_ f(i)log f(i). Here, sg is a graph data
denoted by sg = {V, E}, where V. = {1, 2, ..., n} isthe node setand E = {(i, j) | i, j € V}
is the edge set. The function f(v;) is a mapping: R'*? — 0 < p < 1, which takes each
node’s feature as input and outputs a scalar score p within [0, 1]. In this paper, we take
each node’s centrality features such as node degree as input and then output their importance
measurement to denote the information contribution of the entire graph. It is worthwhile to
note that the graph entropy of an empty graph without any node and edge is always zero. As
more nodes and connections are added to the graph, the graph entropy should change with a
different ratio. Therefore, it is of great value to analyze graph entropy trend for recognizing
the dynamic propagation stage properly.

Disinformation detection The disinformation detection task is designed to reveal fabri-
cated information and reduce the impact of misleading public opinion. We aim to identify
disinformation by learning a classifier g, that is:

8§:8G —>y, ey

where SG denotes the information propagation graph and y denotes the class label.

3 Disinformation detection
3.1 Overview

Our disinformation detection framework, MsDD, is shown in Figure 2, which includes three
parts. The first part is an original sequence of information propagation. The second part is
multi-stage awareness based on graph entropy. In this part, we divide the original sequence
data into multi-stage propagation sub-graphs based on the theory of entropy. The third part
is dynamic analysis, which captures the evolution features of each stage sub-graph. Each
stage sub-graph includes structural and sequential attributes. We use graph attention network
to learn structural features, and use sequence attention network to learn sequential features.
The concatenation of structural and sequential features is fed into a multi-stage learning
unit to extract the evolution features of all stage sub-graphs. Finally, the learned evolution
representations are sent to MLP(multilayer perceptron) to recognize whether the information
is false or not.
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Figure 2 The flowchart of MsDD for disinformation detection

3.2 Multi-stage awareness based on graph entropy

Intuitively, disinformation is usually diffused via users’ tweets, retweets and comments.
These events are not evolving steadily because they usually contain several “breaking times”.
Modeling the non-steady evolution is essential by constructing different propagation stages.
The graph entropy can be an indicator of information quantity and can help construct multi-
stage propagation sub-graph. According to the increasing curve of graph entropy over time,
we define the sub-graph entropy change ratio in a moment. Then, we divide stages by judging
the tangent of the angle between two entropy change ratios of two adjacent stage sub-graphs.
To be specific, the multi-stage awareness contains two steps: (1) Calculating graph entropy
via node degree. (2) Constructing multi-stage propagation sub-graphs.

3.2.1 Calculating graph entropy via node degree

Information diffusion is naturally reflected by its propagation structures. Therefore the graph
entropy H (sg) we used should also be derived from its structures. Here we present a very
simple yet effective graph entropy form via node degree, which can be calculated by:

[Veur | . .
d(@i) d(i)
H(sg) = In
; Z'sz¢r|d(j) Z|VLL«r|d(])

@

where d; is the degree of node i, and |V,,,| is the number of nodes in the current graph.
The graph entropy is zero on empty graph or the graph only contains a node. The graph
entropy gradually increases as new nodes join the graph. Following these changes, we can
easily obtain the graph entropy curve, which will be further analyzed to find the dynamic
propagation stages properly.
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Algorithm 1 Multi-stage awareness based on graph entropy.
Input: One information propagation graph SG = {V, £, 7'}, parameters t, (.
1: Initialize empty sets SGyemp, the information propagation’s total duration dy = max{7} —min{T}
2: loop
3:5g < W, H(sg) < 0, VH(sg) < 0.
4: for i <—110%d0

5: Sg/ = {Vsi*ra Sgi*r’ Tgi*r}-

6:  compute H (sg/) by formula (2)

7:  compute VH(sgl) by formula (3)

8:  compute tan 6 by formula (4)

9: if tan6 > p then

10: add sg'into SGremp

11:  endif , ,
12: H(sg) =H(sg ),VH(sg) =VH(sg)
13: end for

14: end loop

Output: SG = SGtemp

3.2.2 Constructing multi-stage propagation sub-graph

The most informative stages should bring about relatively larger entropy shifts. Here, we
define sub-graph entropy change ratio as follows:

H(sg) — Hsg) 3)
T

VH(sg/) =

The above equation explains the information change from sg to a new stage sub-graph
sg in a time unit 7. The time unit means a time interval that makes it possible to calculate
the graph entropy every time unit during the process of information propagating. Next, we
split the propagation process by making the following constraint satisfied.

VH(sg) — VH(s
Tand — (s8) (s8)

_ : )
14+ VH(sg)-VH(sg)

Where 6 describes the angle between two entropy change ratios of two adjacent stage sub-
graphs. The computation of T'an6 is the same as the tangent of angle between any two lines
[3]. Letsg beanew stage sub-graph if Tanf exceeds the threshold 1. Repeating this process
to construct multi-stage propagation sub-graph. The workflow of multi-stage awareness based
on graph entropy is outlined in Algorithm 1.

3.3 Dynamic analysis

This subsection implements dynamic analysis for the multi-stage propagation sub-graph.
Here, we provide analysis methods from two perspectives, i.e., single-stage embedding and
multi-stage dynamic learning. The core of single-stage embedding module is to extract
interaction features and the temporal features. The multi-stage dynamic learning module
is intended to learn key shifts between two adjacent stage sub-graphs.
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3.3.1 Single-stage embedding

For simplicity, we describe the embedding process on a stage sub-graph sgx and similarly
for other stage sub-graphs. We first initialize each information representation V]i """ IVil using
the word vector model and Bi-LSTM. We then update information embedding by designing
a graph and sequence attention model.

Graph attention module The objective of this step is to extract the structural represen-
tation of each stage sub-graph. Let hflzo) = v;; be the hidden representation output for the
initial node/information i from the Oth layer. We first conduct a linear transformation for the
lower layer node representation as zg =W hf. Here, W is the linear transformation weight
matrix. Nodes’ representation can be updated by attention aggregation as follows:

I+1 1 !
h§+):0 Z ﬁ() (1)+Z() , (5)

X X
xeN (i)

where the representation hle) of node i at the [ 4 1 is the weighted sum of node and its

neighbours’ representation at the / layer. o is the softmax activation function. ﬂi(i) is attention
weight matrix between node i and its neighbours N (i), which can be computed as (6).

)
exple
B0 = L’() 6)
ZVEN(Z) exp(e;)
e(i) = LeakyReLU(E(l)T . (|Z§l) 1z8) )

In the above formula: (7) computes an attention score between information i and its neighbour
x. bisalearnable weight vector, || denotes concatenation, N; denotes the neighbours of node
i, and LeakyReLU is activation function. Equation (6) normalizes the obtained attention
score to get ﬂi(i) .

Considering the superiority of the multi-head attention function, we randomly initialize
different weight matrix W/, and then acquire node representations based on multi-head
attention. We concatenate these node representations into a combined vector hiL. Finally, we
get the structural information representation I in the kth stage sub-graph. This formula can

be computed as (8).
[ Vil

I, =) ohf )

i=1

We achieve the attention score «; by training (9), where p is a trainable weight parameter
vector. L
exp(h;” - p)

> expl - p)

Sequence attention module Information in each stage sub-graph is shared in chronologi-
cal order, which is a very useful supplementary item for graph structural data. To this end, we
build a sequence attention module based on Bi-LSTM to meet the above shortfalls. The input

. . . L.V,
to this module is sequences of node representations v’ Vil

o =

(€))

in each stage sub-graph. We can

; —
specify the current input vj and the previously generated hidden state h; _; as inputs to the
single-direction LSTM. Here, — is the forward direction of the LSTM unit. Equation (10) is
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used for the determination of temporary cell state. W, and b, are trainable weight matrix
and bias, respectively.

g — .
Ce; =tanh(Wc - [hi 1, vi] + bce) (10)

Single-direction LSTM units contain three gates. We denote the input gate l;t as (11), the
>
output gate ol as (12), the forget gate fo; as (13).

in; =0 (Wiy - [h—1, Vi1 + biy) (1)
ot; = 6 (Woulhi 1. Vi1 + by (12)
— —
foi=0Wg,-[hi_1,vi]+Dbr,) (13)

Where Wy, Wiy, and W ¢, are corresponding weight matrices. by, b, and b ¢, are corre-

sponding biases. Some valuable features of the current cell state are selected from previously
—

— . = . .
generated cell state Ce;_1 and the unit state update value Ce;. Equation (14) gives a clear
definition of this situation.

— = — = = 14
Ce; = fo; *Ce;i_| +in; x Ce; (14)

The forward hidden state of the i;;, node can be implemented with (15). The output gate and
cell state control its values. R N
h; = ou, tanh(Ce¢;) (15)

We then use the reverse arrow to indicate the backward output E The updated node
embedding can be generated from (16), where the notation @ is the element-wise sum
operation. o

‘A’;{ =lh; & h;] (16)

The time-sequenced representation I of the kth stage sub-graph can be aggregated through
attention mechanism. The computation method of the attention score ; is similar to (9). We
formulate (17) to denote the time-sequenced information representation.

[Vil

I =Y a9 (17)
i=1

3.3.2 Multi-stage dynamic learning

We carry out dynamic learning on the multi-stage dynamic propagation sub-graph. Each
stage sub-graph’s representation is learned by fusing structural information representation
and time-sequenced information representation. The representation of stage sub-graph is
denoted as sg.

A A (18)

We still leverage the Bi-LSTM technique to extract dynamic features from the multi-stage
propagation sub-graph. The specific calculation formula is just the same as before (10-16).
The only difference is that we use sub-graph representation s§g, instead of the i;;, node’s
representation V};. After the effective training of Bi-LSTM, the representation of each stage
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sub-graph sg; has fused other stage sub-graphs’ information propagation features. Finally,
by combining all stage sub-graphs’ representation, which is given by

| 156
S=— 5 19
|SG|];Sgk (19

where § € R is the final output representing the propagation features of the source infor-
mation. A detection model is deployed on S, and its detection score is defined as:

$=MLP(S) = softmax(Wio (W28 +b) + by) (20)

where M L P(-) is a detection operation comprised of a multilayer perceptron. We use the
cross-entropy loss function (21) for training our model,

1 <
£=== ) Oislog(is) + (1 = yis) log(l = 3iy)) @1)

is=1

where s is the number of all samples, y;; is the actual label of the is,, sample, and y;; is the
detect score predicted by our model. The gradient descent algorithm is adopted to optimize
the designed method.

3.4 Complexity analysis

According to our experiments, the main computational cost of the model lies in the multi-
stage awareness and dynamic analysis module. For the multi-stage awareness partition, we
need to deal with | S| samples. Each sample is computed w = % times according to the time
unit 7, where d; is the total propagation duration of each sample. Since w is a changeable
value due to the variable duration of different samples, the complexity of this partition is less
than O (wWmax X |S]). The dynamic analysis module includes graph and sequence attention
neural network. Its cost is mainly due to the repeated computation of each stage sub-graph.
In practical training, we use the same scale parameters for parallel computing on each stage
sub-graph. To wit, the dimension of weight matrix W of graph attention network is d? for
each stage sub-graph. Here input and output feature share the same feature vector dimensions
d. Thus, the complexity of graph attention module is O(|V| x d% + |E| x d) for each stage
sub-graph. | V| and | E| is the number of nodes and edges in each stage sub-graph, respectively.
The dimension of weight matrices for the sequence attention is 2 x 4(% (% +d)+ %) for each
stage sub-graph. Here, 2 indicates LSTM neural network in both directions, and 4 indicates
three gates and one cell state in each unit. % denotes the number of hidden units, and d is
the number of input features. Thus, the total complexity of the dynamic analysis module
is approximated as O (|V| x d* + |E| x d) for each stage sub-graph. Benefits of parallel
computing for each stage sub-graph, this algorithm does not spend more time.
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Table 1 Statistics of the datasets

Statistic MisInfdect Pheme
# of source information 11765 5444
# of disinformaiton 4085 1862
# of ture information 7680 3582
# of responsive information 905691 98895
# of users 754273 48823
Avg # of responsive information 77 18

4 Experiments and analysis
4.1 Experimental setting
4.1.1 Datasets

In our experiments, we select two public datasets to evaluate our method. One dataset is
the Pheme [4], which contains 5444 source information from Twitter. The other dataset is
the MisInfdect dataset |, which contains 11765 source information from Sina Weibo. These
two datasets contain the following content: the content of source information and responsive
information, the posted time of source information and responsive information. We show the
statistics of datasets in Table 1.

4.1.2 Metric and training details

We use Accuracy(ACC), F1 score, and Area under the ROC curve(AUC) score to quan-
titatively evaluate the disinformation detection performance. Higher values indicate better
performance. All the parameters are selected using a grid search strategy on different datasets.
Several appropriate parameters are the following: the threshold w is 0.007, the time unit ©
is 15 minutes, the layer of Bi-LSTM is 2, four-head attention and one-layer Graph neural
network give the optimizer results, an early stopping strategy halts training if the loss doesn’t
decrease for 25 epochs. The Adam algorithm is adopted to update parameters with a learning
rate of 0.08. All experiments are executed in a server with Intel Xeon Silver 4216 (2.10 GHz)
CPU, and GeForce RTX2080Ti-12GB GPU.

4.1.3 Baselines

To evaluate the effectiveness of our method, we compare it with some following state-of-the-
art baselines.

e ACAMI [5]: The first work applies content and temporal co-attention to massive dis-
information identification. It learns the event’s distribution representation, and then an
information representation in each event can be embedded according to sequence learn-
ing.

e Hierarchical GCN-RNN(HGCN-RNN) [6]: A hierarchical multi-task learning frame-
work for disinformation detection and stance detection, which learns information features

! https://weibo.com/weibopiyao
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Table 2 Results of disinformation detection

Pheme(%) MisInfdect(%)

ACC Fl1 AUC ACC Fl1 AUC
ACAMI 75.78 61.66 71.11 82.65 75.54 81.30
HGCN-RNN 85.28 81.18 91.32 89.11 83.10 94.77
Bi-GCN 84.97 80.32 91.09 88.03 83.03 93.47
StA-PLAN 83.36 79.78 90.58 87.67 83.04 94.07
RDLNP 84.31 80.78 91.18 88.01 83.13 93.12
DynGCN 86.78 82.40 90.41 88.70 84.37 94.28
MsDD_uni 87.40 82.28 90.83 89.80 85.75 95.51
MsDD 90.70 84.63 93.52 91.76 87.74 96.53

IBold values are the best results
2Underlined values denote the second best

from conversation structure and rumor stance evolution. Here, we only apply it to imple-
ment the disinformation detection task.

e Bi-GCN [7]: A graph neural network based model for disinformation detection, which
adopts bi-directional graph convolutional networks to deal with both propagation and
dispersion of information.

o StA-PLAN [8]: A Transformer with an attention mechanism for disinformation detection.
It tries to improve the information’s relation representation by modelling long-distance
interactions between source information and its responsive information.

e RDLNP [9]: An embedding network with linear sequence learning and non-linear struc-
ture learning for disinformation identification. This work also considers the attention
dependencies between source information and its responsive information.

e DynGCN [10]: Using uniform temporal snapshots capture the dynamics of information
propagation for disinformation identification. For better results, we use the GAT network
to replace the GCN network and train snapshots through Bi-LSTM.

e MsDD_uni: This is a variant of our model MsDD, which uses uniform temporal snapshots
but not graph entropy guided multi-stage snapshots. The remaining part of this model is
the same as MsDD.

These models consider both the content as well as the interactive features of information.
We also fine-tune these baselines for optimal performance.

4.2 Overall performance on disinformation detection

Table 2 shows the disinformation detection performance of all the competitors on two different
datasets. For ACAMLI, its results are not as good as other methods as it neglects the prop-
agation structure features. For StA-PLAN, it mines the tree structure information by using
Transformer network and outperforms than ACAMI. For HGCN-RNN, Bi-GCN, RDLNP
and DynGCN, they use Graph Neural Network to better embed the propagation structure and
outperforms than StA-PLAN. For HGCN-RNN, it gives more temporal analysis on people’s
stance and has higher scores compared with Bi-GCN and RDLNP. For DynGCN, it ana-
lyzes temporal features by using uniform temporal snapshots and performs well on F1 than
HGCN-RNN.
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Our method significantly outperforms all baselines in each metric. We observe that our
method improves over the strongest baseline by 3.30% (ACC), 2.23% (F1), 2.20% (AUC)
on the Pheme dataset and 1.96% (ACC), 1.99% (F1), and 1.02% (AUC) on the MisInfdect
dataset. We attribute this superiority to the creation of the multi-stage propagation sub-graph.
Compared with MsDD_uni, the dedicated design of the variable-length stage ensures that the
subsequent neural network can distinguish the true information from disinformation. Each
stage sub-graph contains the propagation structure and temporal evolution. And dynamic
learning of all stage sub-graphs increases MsDD’s discrimination capability for disinfor-
mation and true information. The results of MsDD on two datasets, therefore, have a great
improvement over MsDD_uni.

4.3 Ablation study

We further conduct ablation experiments for each sub-module. We consider three groups of
ablation experiments: temporal-based method, structural-based method and a combination
of them.

e Temporal-based method: These experiments only consider the sequence correlation of
information propagation. MsDD_T detects disinformation by learning the sequential
features when the input is a information propagation graph. MsDD_MT detects disin-
formation by learning the sequential features when the input is multi-stage propagation
sub-graphs.

— MsDD_T: This experiment first learns the text representation of information. Then
a propagation graph is built with source information and its responsive informa-
tion, whose representation is updated by a sequence attention learner. The source
information is classified by using the multilayer perceptron .

— MsDD_MT: MsDD_MT uses sequential learning to capture features from each
stage’s sub-graph. Then this method has a dynamic analysis for multiple stages.

e Structure-based method: These methods only consider the propagation structure of the
information propagation graph without considering temporal features. MsDD_T detects
disinformation by learning the structural features when the input is a information propa-
gation graph. MsDD_MT detects disinformation by learning the structural features when
the input is multi-stage propagation sub-graphs.

Table 3 Results of ablation experiments

Pheme(%) Misinfdect(%)
Model ACC F1 AUC ACC F1 AUC
MsDD_T 83.36 78.88 88.68 88.79 83.38 94.60
MsDD_MT 86.43 81.34 91.53 89.38 86.06 95.44
MsDD_S 84.45 80.62 89.87 89.89 85.65 95.23
MsDD_MS 86.78 82.65 92.49 90.31 86.35 95.93
MsDD_TS 84.60 80.92 90.31 90.74 86.29 95.46
MsDD 90.70 84.63 93.52 91.76 87.74 96.53

I'Bold numbers here are that our method outperforms ablation methods
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— MsDD_S: The embedding of the propagation graph is learned via a GAT model. It
is different from MsDD_T which uses a sequence attention learner.

— MsDD_MS: MsDD_MT uses GAT to capture features from each stage’s sub-graph.
Then this method performs a weighted attention sum of representations from multi-
stage propagation sub-graph.

e Combination: This type of methods combine the temporal and structural features of
information propagation. MsDD_TS detects disinformation by learning temporal and
structural features when the input is a information propagation graph. MsDD detects
disinformation by learning the temporal and structural features when the input is multi-
stage propagation sub-graphs.

— MsDD_TS: This experiment is equivalent to our single-stage sub-graph learning
process.

— MsDD: Our framework, a multi-stage propagation sub-graph learning method for
disinformation detection, takes into account the content, sequence, structure, and
multi-stage evolution of information propagation.

Table 3 shows the results of ablation experiments. By comparing MsDD_T and MsDD_S,
we observe that there is a slight preponderance of structure aggregation over sequence learn-
ing. The evaluation score of MsDD_S is 1.09% (ACC), 1.74% (F1), 1.19% (AUC) on the
Pheme dataset, and 1.10% (ACC), 2.27% (F1), 0.63% (AUC) on the Misinfdect dataset higher,
respectively, than that of the MsDD_T. MsDD_TS behaves much better than MsDD_T and
MsDD_S due to the fact that it combines the benefits of both. The creation of the multi-stage
propagation sub-graph has provided new opportunities for disinformation detection. It makes
the performance of disinformation detection achieve an advanced level, e.g. MsDD_MS
reaches an AUC value of 92.49% on the Pheme dataset and 95.93% on the MisInfdect dataset.
Most of the time, nearly all of the results of MsDD_MS are higher than the baselines. On the
Pheme dataset, MsDD_MS improves the ACC, F1, and AUC by up to 1.5%, 1.47%, 1.17%
(MsDD_MS vs. HGCN-RNN). On the MisInfdect dataset, MsDD_MS improves the ACC,
F1,and AUC by up t0 0.2%, 3.25%, 1.16% (MsDD_MS vs. HGCN-RNN). Undoubtedly, our
model is the combination of multi-stage sequence attention, multi-stage sub-graph structure
aggregation, and multi-stage dynamic learning, which results in a further improvement on
the basis of MsDD_MS. Figure 3(a), (b) have a better visualization of ablation experiments.

1.00 1.00
BMsDD_T O MsDD_MT BOMsDD_S EMsDD_T B0 MsDD_MT OMsDD_S
MsDD_MS B MsDD_TS AaMsDD MsDD_MS O MsDD_TS @MsDD

0.95

ACC Rumor_F1 . A Rumor_F1
(a) Pheme (b) MisInfdect

Figure 3 Ablation results of disinformation detection over two datasets
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4.4 Effectiveness of graph entropy based multi-stage awareness

In this subsection, we present some stage division results to illustrate the rationality of dividing
stages and to further investigate the capability of multi-stage awareness.

The division result of the multi-stage propagation sub-graph is related to two important
parameters: time unit 7, and threshold w. The time unit 7 is a time interval during the
process of information propagating and it is the basis of computing the change ratio of graph
entropy. The size of parameter T should reflect the change of the graph entropy. There are
two principles to choose the parameter t. Firstly, wed better choose a time unit that can
capture finer changes of the graph entropy. Secondly, we should avoid choosing overly small
7 when the change of graph entropy is relatively stable, because the overly small T will
induce unnecessary entropy computations. The parameter u is a threshold of entropy change
ratio, which decides if the current time unit 7 is a cut-off point for a new stage. The entropy
change corresponds to the dynamic change of information propagation graph structure. So i
measures the change ratio of graph structure. Selecting a large threshold may lead to fewer
propagation stages, while an overly small threshold can result in excessive segmentations
that might not carry meaningful information. Thus, a rational threshold can help us to find
the key shift of the graph structure.

The values of these two parameters depend on the statistical number of stages on the whole
dataset. The number of stages generated by different time unit is different. An appropriate
time unit is set as 15 minutes. The statistical result of the number of stages is shown in
Figure 4(a) based on this time unit. When the time unit is smaller than 15 minutes, the
number of stages will not have a big increase. For example, the number of stages with a
time unit of 5 minutes is similar to that of 15 minutes. However, when the time unit is larger
than 15 minutes like in Figure 4(b), the number of stages will reduce a lot, which makes the
multi-stage aware algorithm unable to detect important changes in information propagation.
The threshold p also influences the division of stages. When p is larger than 0.35, there will
be no stages divided on all samples. When u is 0, it will produce a new stage sub-graph
in each time unit. After a lot of training and verification, we have selected an appropriate

103 4

—

o
W
L

=
i
L
.
-
o
N
L

Numbers of Origin Tweet

10!

(a) The time unit contains 15 min

Numbers of Stages

10?

,_.
<
.

100 4

Numbers of Origin Tweet

10!

Numbers of Stages 1

(b) The time unit contains 30 min

Figure 4 The statistic w.r.t the number of stages on logarithmic coordinates system
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Figure 5 Stage division examples based on graph entropy. (a) and (b) shows the relationship between the
entropy of the disinformation propagation graph and the number of time unit. (c) and (d) shows the relationship
between the entropy of the true information propagation graph and the number of time unit. The horizontal
axis represents the number of time unit. Each time unit contains 15 minutes. On the vertical axis, the entropy
of the information propagation graph increase with the inclusion of the responsive information. Some cut-off
points are marked with black dots when graph entropy changes a lot

threshold of 0.007. As shown in Figure 4, we found that the number of stage sub-graphs on
most samples is quite small, and the maximum number of stages does not exceed 45.

Next, we conduct a further analysis of the division results of stage sub-graphs based on
the above appropriate parameters. We select several specific propagation structures and show
the stage division results. Figure 5 contains four samples of information stage division, with
various distributions in graph entropy. That is to say, some graph entropy changed gently with
time. Some changed dramatically and the rest of the samples are medium. From these figures,
we can see that our multi-stage awareness algorithm can accurately find the divide where
graph entropy has changed greatly around a moment. Additionally, the figures reveal that
no cut-off points when the graph entropy has no change or has minor changes. For instance,
Figure 5(a) shows no cut-off points between 20 and 80 time unit. Figure 5(b) exhibits no
cut-off points after 40 time unit. These results are beneficial for the neural network to explore
the propagation pattern of the source information. The reason is that we perform effective
stage selection for information propagation. These stages are then fed into a neural network
to learn the change patterns of information propagation. A few stages help the neural unit
memorizing critical features.

@ Springer



8 Page 16 of 21 World Wide Web (2024) 27:8

The initial moment 1 hour 2 hours 3 hours 4 hours

(a) Uniform stage sub-graph evolution per hour

The initial moment Stage 0 Stage 1 Stage 2 Stage 3

(b) Multi-stage sub-graph evolution based on graph entropy

Figure 6 Visualization of sub-graph evolution from uniform stage and multi-stage. Red nodes represent the
propagation of disinformation, blue nodes represent the propagation of true information. This figure depicts
two different types of stage evolution states with same samples

To clearly demonstrate the capability of multi-stage awareness, we select false and true
information with the same proportion from our datasets. Figure 6(a) is a visualization of
information evolution based on uniform intervals. Starting from the initial moment, we
present the propagation sub-graph at intervals of an hour. There are a few changes between
some adjacent stages. So the uniform stages result in that important changes are difficult
to be captured, because these important changes are covered in redundant stages. However,
Figure 6(b) displays the information evolution stage based on graph entropy. We can observe
that the process of information propagation shows an obvious change in adjacent stages. Our
designed multi-stage propagation sub-graph based on graph entropy can retain informative
stages and greatly reduces the number of redundant stages. Compared with uniform stage
method, a multi-stage dynamic learning algorithm prefer to important changes rather than
minor changes.

4.5 Effectiveness on timely detection

It’s crucial and challenging to accurately judge disinformation at the early stage. Here, we
evaluate our model’s performance at the early stage of information propagation. Specifically,
we provide the results of early detection at the moment of 3rd, 6th, 12th, 24th and 48th
hours respectively. It has to be noted that the detection time is not our stage divide time. For
example, the experiment results of timely detection at the 12th hour are acquired by training
models on the first 12 hours’ data of the whole datasets.

In order to better evaluate our work, we need to analyze the distribution of datasets at an
earlier time, as shown in Figure 7. Here we select 150 nodes to better present the changing
of information propagation at an earlier time. The max propagation numbers of the Pheme
dataset and the MisInfdect dataset are 345 and 1984 respectively. At an earlier time, most
disinformation spreads faster than true information on the MisInfdect dataset. The Pheme
dataset has a minor gap. Anomaly values outside the box plot show that some information
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Figure 7 Datasets distribution statistic of timely detection. The box plot provides the visualization of the
increase in the counts of information propagation over time

has a faster propagation speed. Compared to the Pheme datasets, the propagation change of
MislInfdect is more obvious, which means retweet nodes increased a lot from 3 hours to 6
hours. The dissimilar distribution patterns in these two datasets provide support for validating
the robustness of timely disinformation detection.

Figure 8 denotes the early detection results over two datasets. Each model shows different
trends, with evaluation results varing at different time points. An apparent example from
the Pheme dataset is that the ACC of MsDD at the time of 24th hours is lower than at the
time of 12th hours, while the Bi-GCN has the opposite result. From Figure 8(a), we can see
that the ACC score peaks at about 12 hours and then begins to decrease. We attribute these
phenomena to the differing impact of propagation structures at different stages on model
detection. Notably, there is a differentiation in the performance of each model in terms of
early detection capability. We see that the performance of our proposed model is superior
to other models whether in early or later-stage detection. Figure 8(e) also demonstrates the
increasing efficiency of detection performance over time.
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Figure 8 Timely detection of disinformation over two datasets. The horizontal axis represents the detection
time. It means we evaluate the performance of every model in using datasets before the current time. For our
model, there may be one or a few stage sub-graphs. The vertical axis is the corresponding evaluation index
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4.6 Computational cost of multi-stage awareness

In this subsection, we measure the computation cost related to multi-stage awareness module.
Considering the multi-stages awareness includes graph entropy calculation and stage division,
we estimate the proportion of execution time and memory usage for these two parts over two
datasets. For the Pheme dataset, the computation of graph entropy takes an average time
of 4.53s for every 3 hours of information propagation. This execution time accounts for
approximately 0.8% of the MsDD. The process of stage division takes an average time
of 0.35s for every 3 hours of information propagation. This execution time accounts for
approximately 0.06% of the MsDD. For the MisInfdect dataset, the calculation of graph
entropy takes an average time of 17.42s for every 3 hours of information propagation. This
execution time accounts for approximately 0.2% of the MsDD. The process of stage division
takes an average time of 0.54s for every 3 hours of information propagation. This execution
time accounts for approximately 0.007% of the MsDD. The memory usage of multi-stage
awareness bellow 3.36GB over two datasets. Overall, the computation cost of multi-stage
awareness maintains a lower ratio in MsDD.

5 Related work

In this section, we review related work from two aspects: context-concerned disinformation
detection and structure-aware disinformation detection.

5.1 Context-concerned disinformation detection

Context-concerned methods mainly rely on manual features to conduct disinformation detec-
tion. Ideal features for this task are mainly user-profile-based features(content features, user
features), network-based features(communication structure features), and other different
aspects. Castillo et al. [11] systematically proposes the following types of features in the
study of information credibility: content features, user features, topic features, communica-
tion features, etc. And then these annotation features are used to explore how users spread,
support, or deny information. The work of extracting features by Castillo et al. [11] make a
pioneering contribution to the research domain of disinformation detection. Most follow-up
research explores new features based on this work. These features include URL and hashtag
features related to social platforms, the distribution of hashtag labels between disinformation
or normal message [12], a client type and the location for users to post information [13], the
average number of followers daily, the average number of tweets, the proportion of question-
ing comments, and the comment attributes of correcting the total number of comments [14],
etc. Such approaches usually depend on the prior knowledge of researchers and are difficult
to ensure the completeness of picked features. This may lead to some limitations in the model
generalization.

5.2 Structure-aware disinformation detection

Structure-aware methods have particular benefits for disinformation detection, owing to their
ability to mine deep features from the content and graph structure. Considering the spread
of information can be simplified into a sequential problem based on the order of retweeted
information, academics have developed new types of deep learning models based on recur-
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rent neural networks (RNNs, LSTM). Ma et al. [15] employ a shared RNN layer to encode
information. The adoption of the RNN model further allows learning of sequential features
between the source and its forwarded information. The final neural layers of the RNN are
designed to distinguish between disinformation and true information. Recognizing the chal-
lenge of dealing with long sequences of retweeted information, Guo et al. [16] view the
entire sequence propagation as an event. This event is further divided into several subevents
at fixed time intervals. The authors define a hierarchical structure that captures the rela-
tionship between the event and its subevents. They build a hierarchical structure network
with an attention mechanism to embed posts for misinformation detection. Numerous recent
studies focus on disinformation detection by incorporating extra knowledge resources, such
as stance distributions [17], users’ biases, and their social neighbors’ opinions [18], among
others. There are also efforts to support disinformation detection involving images [19] and
videos [20]. However, these approaches may struggle to simulate the real propagation inter-
action structure of disinformation.

In real scenarios, the interaction structure of disinformation is not purely sequential. To
better simulate the actual diffusion process, researchers attempt to model the propagation
graph structure using deep learning methods. Some scholars develop CNN-based models
capable of capturing interactive structural features [5, 21, 22]. Ma et al. [23] conceptualize
this task as a recursive feature learning process within a tree structure. The propagation tree’s
root node represents the source information, and its descendants correspond to responsive
information. Khoo et al. [8] explore a hierarchical token and post-level attention model that
considers user interactions. Recent studies show prospect in modeling interaction graph struc-
tures using Graph Neural Networks (GNNs), such as Graph Convolutional Neural Networks
(GCNi5) [24] and Graph Attention Networks (GAT) [25]. Wei et al. [6] utilize GCN’s to encode
structural contexts of propagation, enhancing information representations. Bian et al. [7] pro-
pose the bi-GCN model, which addresses both propagation and dispersion of information.
Structural features are extracted from misinformation dispersion through the aggregation of
neighbors. Hu et al. [26] also consider factors from sibling nodes. These studies modeled
interaction networks at a local level, without considering the evolution of the whole network.
Thus, some researchers [10] model interaction networks as multiple snapshots in uniform
time units, which can capture the evolution features related to the propagation structure of
disinformation across different stages. However, the uniform division of information propa-
gation structure is limited to mine the non-regular propagation features. Thus, our proposed
Multi-Stage Disinformation Detection (MsDD) method explores dependencies from a multi-
stage viewpoint. It learns structural and sequential feature representations from each stage’s
propagation sub-graph and extracts evolving features from all stage sub-graphs.

6 Conclusion

This study proposes a multi-stage dynamic analysis model with graph entropy guidance that
can divide stages appropriately for disinformation detection. We first propose a multi-stage
awareness algorithm to divide stages of information propagation with graph entropy based
on node degree. Then we propose a single-stage embedding module to capture the evolution
structure and sequence features in each stage through graph and sequence attention neural
network. The multi-stage dynamic learning module can support evolving pattern learning on
all dynamic propagation stages. Extensive experiments on two different datasets demonstrate
that our model achieves better performance. Ablation studies validate the effectiveness of
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the designed multi-stage propagation sub-graph. In addition, a further visualization analysis
of multi-stage guided by graph entropy also demonstrates the superiority of our proposed
method. In the future, we plan to improve the graph entropy definition by utilizing the content
feature of information. This may better reflect the real information propagation scenarios.
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