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Abstract
Blockchain can be used to solve the problem of mutual trust between different institutions. 
However, when migrating data from a traditional system to a blockchain system, the order 
of data transactions is difficult to determine and the data transactions on the chain can 
not be modified. Therefore, it is necessary to build an on-chain repairing mechanism for 
multi-party data migration. In this paper, an on-chain repairing system for multi-party data 
migration is designed to realize the multi-party data migration, the block data repairing, 
and the data auditing. The multi-party data migration is utilized to determine the order of 
data transactions, and the order determining during data transaction is solved by setting up 
transaction pools and sorting transactions of the same institution or different institutions. 
The controlled data repairing strategy is utilized to repair the error data in the blockchain 
based on the chameleon-hash algorithm. The data repairing audit strategy is used to ensure 
the controllable data repairing. Compared with the Hyperledge Fabric, the additional cost 
for multi-party data migration of our method is not more than 10%.

Keywords Blockchain · Online migration · Transaction sequencing · Data repairing · Block 
auditing

1 Introduction

With the rapid development of information technology, many user friendly applications 
are emerging. While enjoying the convenience brought by these applications, users are 
inevitably faced with the problems of data communication between different platforms. 
At present, the applications using traditional centralized technologies has been  
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confirmed to exist many security problems. Exchanging data between different 
organizations might cost a long time. For example, each bank has its own clearing 
system and data need to be exchanged between banks when inter-bank transactions 
happen. Because the clearing system between different banks has different data agencies 
and involves more sensitive data, it usually takes a lot of time to clear the data.

Furthermore, the organizations do not trust each other, and so it is difficult to achieve 
data sharing among multiple organizations safely and reliably. At present, data sharing 
is mainly achieved through the multi-agency centralized data trading platforms. But 
centralized data trading platforms may also do bad things. It is difficult to achieve safe 
and reliable data sharing among multiple institutions. Users need to switch information 
between applications in different institutions, which increases learning costs and 
the risk of private data leakage. Users need to use different applications in different 
usage scenarios but data between applications of different institutions is not inter 
connected. So users often need to switch applications with different requirements. Due 
to the different usage habits produced by different manufacturers, users need to resubmit 
information for registration and relearn the application operation method. On the one 
hand, users resubmit their identity data to a new third party centralized platform can 
increase the risk of their private data leakage. On the other hand, users need to learn the 
operation methods of the new application which results in the poor user experience.The 
traditional application platform has the problem of leaking user privacy. Due to lacking 
the corresponding technical means to supervise the user behaviour, users’ privacy 
data misuse incidents continue to appear. The platform sells the private information of 
users on the platform to other companies for profits. There is no effective supervision 
technology to regulate corporate behaviors facing deliberately selling user privacy data. 
Such data leakage events are difficult to avoid, there are no effective technical ways to 
prevent the leakage of privacy data from continuing propagation. On the other hand, the 
database of the centralized platform is easy to be attacked by hackers. User information 
may be resold by the database managers due to the poor management of data rights.

Blockchain technology [1] is developing rapidly and it can be an efficient way to 
realize the safely interaction between institutions. Due to the decentralized nature 
of blockchain technology [2], multiple institutional nodes can achieve mutual trust 
and complete security data sharing with fast data interaction at the same time [3]. 
By migrating applications to the blockchain platform, it is possible to solve the trust 
problems existing in the centralized business systems between different institutions. The 
traditional centralized business system is inefficient and requires a lot of manpower to 
ensure its reliability, and the market needs to transfer centralized business to a more 
efficient blockchain platform. The decentralized nature of the blockchain system 
can solve the trust problem between different institutions. The data needs to reach 
an agreement before it can be uploaded, so it is difficult for hackers to modify it [4]. 
Dynamic migration of multi-party data can migrate applications from the traditional 
centralized environment to the decentralized environment of the blockchain. It can 
ensure that the service of the application is not interrupted and the entire migration 
process has a low impact on system operation.

However, there are still the following difficulties and challenges in achieving multi-party 
data migration on the blockchain system.

• Current migration ways cannot be directly applied to the blockchain environment. The 
current data migration solution is mainly aimed at the traditional centralized scenario. 
The data needs to reach consensus among various nodes. When data is migrated from 
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multi-party centralized nodes, the order of the data transaction itself is difficult to be 
determined.

• Repairing the block data is difficult and the cost of data repairing is high. There may be 
errors during the data migration process. The traditional centralized organization can 
modify the data in the database directly, but this data management method has hidden 
security risks. The user’s data is always stored in a centralized organization, and it can-
not prevent the organization from doing evil. It is easy to be obtained or modified by 
hackers. The current blockchain system does not support data security repairing func-
tions. At the same time, when deploying a hard fork to roll back the data, there will be 
a huge price to pay. For example, the decentralized autonomous organization (DAO) 
incident uses a hard fork to reduce the losses caused by hackers. Eventually, it not only 
consumes a lot of time, but also affects the entire Ethereum community, which making 
Ethereum [5] split into two chains.

There is currently no effective data migration solution in blockchain scenarios. With 
the increasing demands of users for more secure and convenient applications, the demand 
for migrating applications to the blockchain platform is also increasing. At present, the 
application of traditional centralized technology has the above mentioned problems. At the 
same time, the traditional data migration method cannot be directly used for blockchain 
data migration. Therefore, it is currently necessary to design an on-chain repair system for 
multi-party data migration. In this paper, an on-chain repairing system for multi-party data 
migration is designed to realize the multi-party data migration, the block data repairing 
and the data auditing. The multi-party data migration is proposed to determine the order 
of data transactions. The order determining during data transaction is solved by setting up 
transaction pools and sorting transactions of the same institution or different institutions. 
The controlled data repairing strategy is utilized to repair the error data in the blockchain 
based on the chameleon-hash algorithm. The data repairing audit strategy is used to ensure 
the controllable data repairing.

The rest of this paper is organized as follows. The related works is given in In Section 2. 
The problem definition and system design and are presented in Section 3. Section 4 ana-
lyzes the security performance of the designed system. Prototype implementation and the 
relevant evaluation is reported in Section 5, and finally, we conclude our work in Section 6.

2  Related works

Blockchain technology is widely used in the digital currency [6], commerce [7], medical 
treatment [8], digital transaction [9], finance and other aspects. The advantage using block-
chain technology is that the blockchain platform can achieve user mutual trust without 
the introduction of a third party. With the increasing demand of users for data reliability, 
blockchain traceability technology [10] is widely used in the supply chain to ensure that 
users can query the logistics information of commodities and ensure the authenticity of 
commodity sources. Some data that should not be tampered can also be stored using the 
blockchain platform, such as the e-invoice, subway, financial insurance, and other indus-
tries [11]. While blockchain technology provides convenience for users, it also brings secu-
rity problems that have not appeared in traditional centralized applications [12]. At pre-
sent, the data security repairing mainly focuses on the rollback of transaction data, so as to 
realize the security repairing for erroneous data. When the data is wrong, the blockchain 
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community rolls back the transaction to eliminate the huge losses caused by the hacker. 
Due to the different operating environments of transaction data, data security repairing 
methods can be divided into the use of hard fork rollback data in the blockchain environ-
ment and rollback data in the centralized environment. Data rollback is currently mainly 
achieved through a hard fork to realize the repairing data on the chain. A hard fork means 
that after the block code changes, the block eneration rules are no longer forward compati-
ble and the data received by the nodes after the code upgrade is different from the node that 
has not been upgraded. Therefore, block data can be repaired in a hard fork for the security 
repairing of the data on the chain. The consensus of the blockchain code can be manually 
set to encourage the miner nodes in the blockchain network to reach consensus above the 
data on the chain. Most of the nodes on the chain will refuse the wrong block data.

Once an error is found in an exchange in a centralized environment, the error data 
can be repaired by rolling back the abnormal data in the exchange’s database. A hacker 
attack occurred on Binance, which is the largest cryptocurrency exchange. After freez-
ing the abnormal transactions, Binance chose to roll back all the abnormal transactions to 
reduce the losses caused by hackers. However, this method can only be executed within the 
Binance Exchange. The data rolled back is the data in the internal database of the exchange 
and the data transactions in the trading platform have not sent to the blockchain. At the 
same time, due to the impact of the rollback operation, people have reduced their trust in 
the platform. The rollback behavior itself violates the blockchain spirit, which will also 
affect the market value of the trading platform. At the same time users who conduct trad-
ing operations may also be injured by mistake. It can be concluded that there is currently 
no perfect and mature solution for data repairing. In response to the increasing demand for 
data repairing by users, a more convenient solution is needed.

In the traditional centralized environment, data migration is also required. When an 
application migrates data from an old platform to a new platform, it is necessary to use a 
data migration method to transfer the application data and to achieve a smooth transition 
between the old and new platforms without affecting the normal application services of 
the system. There are two major methods to migrate data which include middleware and 
data migration tools. Middleware method develops a set of data structures for data transfer, 
obtains data from the data source, and converts them into the data structures for data trans-
fer. Then the middleware processes the data of the specified data structure and imports it 
into the database of the target application. Using middleware for data migration has some 
advantages. It can be more flexible for data migration and the efficiency of data migration 
is faster. Compared with using data migration tools, using middleware for data migration 
does not need to rely on third-party tools and data does not need to send into the third-party 
tool software, so it is more secure and reliable. There are many kinds of data migration 
tools, such as In-fomover, Flyway, Liquibase, Phinx, and Oracle Warehouse. Alibaba cloud 
open source data migration tool DataX is an offline synchronization tool for heterogeneous 
data sources. It can synchronize data between heterogeneous data sources such as MySQL, 
Oracle, and other databases. Using data migration tool for data migration is easy. It is sim-
ple to operate but the data migration process will be limited by the data migration tool.

The feature that blockchain is not editable also brings inconvenience to people in certain 
scenarios. Users should have the right to edit and delete their data. At the same time, for 
some sensitive data, such as bank transaction amount and other data, once there is an 
error, they need to be able to repair these data. The chameleon-hash algorithm [13] and 
signature mechanism were first proposed by Krawczyk and Rabin [14] to realize a hash 
function to find collisions for a given hash with an undeniable data signature mechanism. 
The chameleon-hash algorithm has a public key and a private key. The person with the 
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public key can calculate the hash value and the person with the private key can quickly 
find the hash collision. For those who do not have a private key, it is difficult to find a 
hash collision so the hash function is collision resistant. The researching [15] is used in the 
field of blockchain to realize data repairing. For example, Ateniese designed an editable 
blockchain based on the chameleon-hash [16]. In their design, the standard hash functions 
are replaced with chameleon-hashes. By finding a hash collision, a new block with a 
constant hash value was constructed to enable editable data function for the entire block. 
A fine-grained block data editing method based on the chameleon-hash algorithm uses 
attribute based encryption [17] for finegrained access control of encrypted data. Deuber 
et al. proposed the first efficient redactable blockchain for the permissionless setting [16] 
that is easily integrable into Bitcoin [18]. Xiangji Cai proposed an editable blockchain that 
can protect users’ privacy [19]. Li et al. Proposed an efficient and secure outsourcing of 
differentially private data publishing with multiple evaluators [20, 21]. This method do not 
need to rely on complex encryption tools or any trusted institutions by using the consensus 
mechanism based on spatial proof. At the same time to ensure the traceability of the data 
on the chain, they use the ring signature scheme [22–24].

3  System design

3.1  System overview

We designed an on-chain repairing system for multi-party data migration. The main roles 
in the system include users, contract issuers that initiate data repair requests, and trusted 
nodes. The entire process of the on-chain repair system for multi-party data migration is 
shown in Figure 1. According to the analysis of the entire process in the on-chain repairing 
system for multi-party data migration, the following attacks may occur.

Figure 1  System overview
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• Data Acquisition Stage. At this stage, users mainly send transaction data that needs to 
be uploaded to the blockchain system. The user obtains the data to be uploaded from 
the local database, deals with the data, and sends it to the system. The main security 
threat at this stage is that users may upload false transaction data for profits.

• Data Sorting Stage. At this stage, the blockchain system processes transaction data 
sent by users. Different transaction pools are set up for each institution and transactions 
in this institution are accepted as transaction recipients. Cross-bank transactions and 
non-cross-bank transactions are sorted in the transaction pool. The main security threat 
at this stage is that users may upload out-of-order transactions, which affects the order 
of transactions in the transaction pool.

• Repair Preparation Stage. This stage is mainly the stage where the contract issuer 
prepares for the data repair request on the chain. The contract issuer deploys smart con-
tracts, uploads block repair data, and initiates a vote on whether to perform the repair 
operation. Users in the blockchain network can vote on the repair request. The main 
security threats faced at this stage include that the contract issuer may deliberately 
release the wrong data repair plan to achieve the purpose of tampering with the data on 
the chain. Users may be bribed and maliciously vote on the repair request to manipulate 
the repair of the data on the chain.

• Data Repair Stage. The nodes in blockchain verifies the data repair request sent by the 
user and checks the voting results. If the verification is correct, the data repair opera-
tion is performed. The main security threats faced at this stage include that users mali-
ciously send a large number of data repair requests and launch denial of service attacks 
to consume resources in the system.

3.2  Assumptions

• The security assumptions of an on-chain repair system for multi-party data migration 
are as follows.

• The nodes in the alliance chain will not be bribed or do evil. They get the submitted 
block and repair the block which is determined to be repaired.

• The on-chain repair system for multi-party data migration can work normally with 
functions such as block generation, consensus, and block data editing. It can deal with 
the transactions sent to the blockchain network.

• Users or nodes will not cause data loss due to network reasons in network transmission.

3.3  Threat model

• In summary, the security threats facing the system may come from the following 
aspects.

• Threat 1: Users may upload a large amount of transaction data to the chain in a short 
time, consuming a large amount of communication resources in the blockchain net-
work. They may launch a denial of service attack to consume the resources in the sys-
tem, causing other normal users to fail to upload data in time.

• Threat 2: Users may upload false transaction data for profits.
• Threat 3: The contract issuer may deliberately release the wrong data repair plan to 

achieve the purpose of tampering with the data on the chain.
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• Threat 4: Users may be bribed and maliciously vote on repair requests to manipulating 
the repair of data on the chain.

3.4  System designing

The system mainly includes multi-party data migration strategy, block data controlled 
repairing strategy, and block data repairing audit strategy. Figure  2 shows more details 
about the designing and the subsequent parts will introduce the specifics of each module 
in detail.

3.4.1  Data migration

Platform users transfer data from multiple centralized databases to a decentralized block-
chain platform. This process requires a data migration module to ensure the safety and 
reliability of the data migration process. The data migration module includes a transaction 
pool buffer submodule, a transaction sequencing submodule for the same institutions, and 
a transaction sequencing submodule for different institutions. Figure 3 shows more details 
about it.

The transaction pool buffer module is used to cache and preprocess the acquired 
transactions. All transactions will be sent to the transaction pool of the corresponding 
institution. The system sets up additional counters to record the number of transactions 
currently packed into the block. When transactions enter the transaction pool, each 
transaction needs to be classified. For each different institution, different trading pools 
are set up. After each transaction is acquired, it is necessary to judge the type of transac-
tion and place the transaction into the corresponding transaction pool. When packaging 

Figure 2  System design
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transactions, it is necessary to switch between transaction pools. When processing a 
transaction, the system needs to check whether the transaction belongs to an existing 
transaction pool. If there is no transaction pool corresponding to the current transaction, 
the system will create a new transaction pool. The transaction pool needs to be initial-
ized first. Depending on the type of the first transaction entering the transaction pool, 
different treatments are required. If the transaction happens in one institution, transac-
tions happened before this transaction should be dealt with first. Otherwise, the system 
will put transactions that belong to the bank with the serial number before the currently 
processed transaction to the transaction pool. When new data is sent to the blockchain 
system, the transaction pool needs to add new transactions. When transactions are added 
to the transaction pool, judgments must be made between transactions to prevent dupli-
cate transactions from being added. The system will check the attribute fields of transac-
tion A and transaction B. If the transaction input party, transaction output party, transac-
tion amount, transaction input party serial number, and transaction output party serial 
number are all the same, it is considered to be the same transaction. Otherwise, it is 
considered a different transaction.

The transactions of the same institution are sorted according to the order in which 
the transactions occur. According to the transaction serial number of the transaction 
itself, the transactions are sorted in the transaction pool corresponding to the transaction 
receiving institution. When adding transactions of the same institution to the transaction 
pool, the system will check whether transactions have been added to the corresponding 

Figure 3  Design of data migration
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institution’s transaction pool. After the current transaction pool obtains the right to 
package, the transactions in the transaction pool can be packaged.

The order of transactions in different institutions needs to be determined by the sys-
tem. During the packaging process, it is necessary to determine the type of each trans-
action. When encountering a cross-institution transaction, it will automatically be sent to 
the transaction pool of the institution that initiated the transaction. The system will record 
the information of the transaction and check the serial number N of the transaction. Then 
all transactions that occurred before N need to be processed and packaged in sequence. 
If cross-institutional transactions are encountered during the packaging, it will switch to 
the transaction pool of the current transaction for packaging. The transaction pool class 
is constructed to handle crossinstitution transactions. The current cross-bank transactions 
in the transaction pool are recorded in Txbf. When the current transaction is a cross-bank 
transaction, the Inbf function needs to be executed fifirst to fifind the position in the cross-
bank transaction list and the current transaction will be deleted from the list of inter-bank 
transactions.

3.4.2  Block data repairing

The main process of the data repair module is as follows and Figure 4 shows more details 
about it.

The chameleon-hash algorithm is used to generate block hash values to ensure that 
the block hash remains unchanged when the block data is modified, and further ensure 
the continuity of block data. The block data editing module is mainly implemented in the 
transaction pool. After the node finds a special transaction in the transaction pool that the 
requests for block data security repair, the node will first verify the special transaction. The 
verification information includes whether the vote in the smart contract passed. The system 
gets the data by the communication between the blockchain platform and the smart con-
tract. The blockchain system interacts with smart contracts to obtain the information about 
whether the vote is passed. According to the modification information submitted by the 
user, the system reconstructs new block data. First the system locates the block data that 

Figure 4  Design of block data 
repairing
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needs to be modified by the block number. Then the system locates the transaction data 
that needs to be modified by the hash of the transaction. After the block data is modified 
and repackaged, the hash of the block is unchanged because of the trapdoor.

3.4.3  Data repair auditing

The blockchain system needs to reconstruct the block data according to the repair informa-
tion submitted by the user. The blockchain system needs to obtain the repair information of 
the block in the smart contract, which is submitted by the user. Figure 5 shows more details 
about it.

After the node obtains the user’s data, it needs to process the data and construct a new 
block according to the modified information. The node obtains the current block data from 
the world state and gets the block data that needs to be modified. According to the data 
repair request submitted by the user to the smart contract, the node sends the repair infor-
mation after the repair is completed to the smart contract. After the vote is passed, the 
smart contract needs to send a special transaction requesting data repair to the blockchain 
network. After receiving the special transaction of the data recovery request, the block-
chain network processes the special transaction of the data recovery request. The data 
structure of the special transaction includes the block data information to be modified. 
After receiving special transactions, the nodes in the blockchain network perform the data 
repair operations according to the special transactions to achieve world state synchroniza-
tion. According to the special transaction requesting data repair, the nodes determine the 
type of request and execute the corresponding data repair module. The user needs to deploy 
the smart contract applying for data repair and uploads the block data repair scheme to the 
smart contract. The nodes of the entire network vote on whether to pass the smart contract 
about the user data repair request. At the same time the block node calculates the new hash 
code through the trapdoor and uploads the modified data to the smart contract. After the 
users successfully vote for the smart contract, the smart contract needs to send a data repair 
request to the blockchain network. The data repair request includes the address of the smart 
contract deployed and the type of operation the user applies for modification. Data repair 
requests are sent to the blockchain network through special transactions. Among them, 
the special transaction is a new type of transaction introduced in the blockchain. By set-
ting up new data structures for parsing and adding processing logic to the data within the 

Figure 5  Design of data repair 
auditing
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blockchain system, user’s data repair requests can be dealt with by sending transaction 
messages to the blockchain network.

4  Security analysis

In the process of data migration from a traditional centralized system to a blockchain plat-
form, the order of transactions on the chain may be inconsistent with the actual order due 
to network fluctuations and differences in the local environment of different institutions. 
Because of the difficulty in reaching an agreement on the chain, a data migration module 
is constructed in the on-chain repair system for multi-party data migration. By construct-
ing transaction pools of various institutions, each transaction pool is sorted according to 
the transaction serial number and each transaction pool generates blocks in turn. When 
dealing with the cross-institution transactions, they are transferred to the corresponding 
institution’s transaction pool. The previous transactions based on the serial number should 
be packaged. After processing previous transactions, the system turns to the original insti-
tutional transaction pool and package transactions to generate new blocks.

In the on-chain repair system for multi-party data migration, users can repair the errone-
ous data that has been on the chain, so there is a possibility of malicious abuse of the data 
repair function. In response to the problem of the malicious abuse of data repair function, 
a data repair audit module is designed. Smart contract are deployed to record data repair 
requests. On the one hand, all data repair requests initiated by users can be queried and 
users in the system can play the role of mutual supervisor. On the other hand, once the data 
repair request initiated by the user is found to be abnormal, the data repair request deployed 
by the user will be denied, which ensures that the malicious data repair request initiated by 
the user cannot be executed and makes data repair on the chain controllable.

The denial of service (DoS) attacks may occur in the on-chain repair system for multi-
party data migration. In this system, malicious users may send a large number of transac-
tions to the blockchain network in a short time, resulting in normal users unable to upload 
transaction data. Malicious users send a large number of data recovery requests in a short 
time and the communication resources in the blockchain network are consumed mali-
ciously, resulting in normal users unable to complete data recovery operations.

First, for the first type of attacker who uploads a large amount of transaction data in a 
short period and prevents the transaction data sent by normal users from being uploaded to 
the chain in time, a blocking mechanism is set up to solve this problem. For each user, there 
is an organization that the user belongs to and a transaction pool is set for each organiza-
tion. Transaction pools generate blocks in turn. Therefore, even if a malicious user uploads 
a large amount of data in a short time, the data of other users can be guaranteed to be pack-
aged in time. At the same time, malicious users will be restricted from accessing the data 
in the alliance chain, thereby reducing the phenomenon of malicious users in the block-
chain network. Second, the second type of attacker sends a large number of data recovery 
requests in a short time, causing the communication resources in the blockchain network to 
be maliciously consumed. It results in the phenomenon that normal users cannot complete 
the data recovery operation. In response to this problem, by limiting the number of data 
recovery requests sent by each smart contract, it is ensured that an attacker cannot send a 
large number of data recovery requests in a short time. At the same time, when users need 
to apply for the repair of data on the chain, they first need to deploy a smart contract. After 
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the vote is passed, the smart contract sends a data repair request to the blockchain network, 
so other users who pass the vote can send the data repair request normally.

The case of uploading false data includes users may upload false transaction data for 
profits or the contract publisher deliberately publishes the wrong data repair scheme to 
achieve the purpose of tampering with the data on the chain. The system designs a data 
transaction confirmation mechanism for users who may upload false transaction data for 
profits. After the transaction organization confirms the transaction, they will upload the 
transaction to the blockchain network and the transaction will be sent to the corresponding 
transaction pool. Therefore, if the user uploads nonexistent data, the fake transaction can-
not be uploaded. At the same time, if the user uploads transaction data that is maliciously 
tampered with, there are mechanisms to deal with it. On the one hand, due to the transac-
tion confirmation mechanism, the transaction that the transaction receiver does not confirm 
can not be uploaded to the chain. On the other hand, for the wrong transaction on the chain, 
the user can initiate a data repair request to modify the wrong transaction on the chain. 
Aiming at the problem of deliberately uploading wrong data repair requests, a contract vot-
ing verification module is set up. In order to tamper with the data on the chain, the contract 
issuer deliberately releases the wrong data repair plan. At the same time, the users on the 
chain vote on whether to repair the contract. If the vote is not passed, the data repair plan 
will fail. Therefore, if the user uploads the wrong data repair request, it will be discovered 
by other users on the chain during the deployment of the smart contract.

Malicious voting means that the user may be bribed to maliciously vote on the repair 
request to achieve the purpose of manipulating the data repair on the chain. The user may 
intentionally vote to affect the normal data repair process of other users. By setting the vot-
ing threshold, users need to pay a certain deposit before they can vote. At the same time, a 
credit evaluation mechanism is established. Once the user conducts malicious voting, the 
user’s credit points are deducted. Once the points are low, the user can not vote.

5  Prototype implementation and evaluation

Based on the various needs of users and the difficulties of data migration, we designed 
an on-chain repair system for multi-party data migration. The specific design goals are as 
follows.

5.1  System module analysis

First, the system needs to be able to edit block data. Once users find data errors during 
the migration process, the data can not be repaired in the traditional blockchain platform. 
Because the traditional blockchain is a decentralized system and the block edit function 
is not supported, it cannot meet the user’s needs. The design of this system takes it into 
account that the data of the blockchain need to be repaired. So the block data can be edited 
based on the chameleon-hash algorithm to meet user’s needs in our platform and Figure 6 
shows more details about it.

Second, the system needs to sort the migrated data. The on-chain repair system for 
multi-party data migration needs to realize the function of the data migration module. 
When data is migrated from multiple centralized data sources to a decentralized block-
chain platform, the data can be out of order. Because multiple centralized data sources 
migrate data at the same time and the network status can be bad, the order of data can 
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be wrong if the time of data arrival is the key to determine the data sequence. There-
fore, this system has designed a data migration strategy to obtain data from multi-party 
data sources and temporarily store them in the transaction pool. Different institutions 
have their transaction pools and multiple transaction pools generate blocks alternately 
to ensure the order of data during data migration. Figure 7 shows more details about it.

Third, the system needs to implement the function of the block data repair audit. 
Users in the blockchain network can check the data repair requests on the chain to pre-
vent users from using the data repair function to do evil. This system uses smart con-
tracts to record data repair requests on the chain. The contract issuer initiates a data 
repair request by deploying a smart contract and sends the edited repair data to the smart 
contract. At the same time, the smart contract initiates a vote. If the vote is passed, the 
data repair request is sent. In the repair operation, the block data is repaired success-
fully. If the vote fails, the block data repair fails. Through the above mentioned block 
data repair audit mechanism, it can ensure that the data on the chain can be repaired and 
the data repair can be audited. Figure 8 shows more details about it.

Figure 6  Graph of data repair 
process

Figure 7  Graph of data migra-
tion process
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5.2  Performance testing

In order to test the performance of the system, this paper carries out a set of tests. Perfor-
mance testing is divided into performance testing of data repair module and data migration 
module.

A. Data Migration Module. For the block data migration module, this paper repeatedly 
executes multiple tests and use different numbers of data sets to test the time impact of 
the additional code on the system, as shown in the following Figure 9.

It can be seen that as the number of data sets increases, the time of the data migration 
module also increases and the time loss of the data migration function module shows 
a linear increase. During the sorting process, all transactions in the transaction pool 

Figure 8  Graph of data repair 
audit process
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Figure 9  Data migration module performance test



2763World Wide Web (2023) 26:2749–2766 

1 3

will be parsed and sorted. The transaction pool itself needs to be maintained, so it will 
cause time loss. The test results show that the time loss caused by the newly added 
module to the system is within the acceptable range. Analyzing the time consumption 
of the data migration module, the main time consumption is concentrated on the cost of 
maintaining the transaction pool. The system designs a function to handle new transac-
tions. When there are unprocessed transactions in the transaction pool, it is determined 
whether there is a transaction pool of the corresponding institution in the system’s trans-
action pool list. When there are no pending transactions in the transaction pool, unlock 
other transaction pools to generate blocks.

B. Data Repair Module. For the data repair module, different numbers of data sets are 
used for performance testing and the time consumed is recorded at the same time. The 
specific time consumption is shown in the Figure 10.

It can be seen that as the number of datasets continues to increase, the time spent on 
the data repair module also increases. The time loss of the data repair function module 
shows a linear increase. The data repair module mainly takes time to write the repaired 
block data into the database. By obtaining the information and create the modified 
block, the modified block data is uploaded to the chain to achieve the purpose of repair-
ing the data on the chain.

Since the number of transactions per second (TPS) of Hyperledge Fabric is around 
250 and the time loss caused by the new functions of the system are concentrated on 
the data repair module and the data migration module, the actual time loss per second 
is less than 0.009  s. So the additional cost brought by the on-chain repair system for 
multi-party data migration is within 10%. The tests are mainly carried out according to 
the function module. For the data security repair function and data migration function, 
the performance tests of multiple sets of data are carried out separately and the final 
test results were compared with the Hyperledge Fabric. Compared with the Hyperledge 
Fabric, the additional cost brought by the data migration function and the data repair 
function for multi-party data migration is within 10%.
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Figure 10  Data repair module performance test
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6  Conclusion

This paper designs an on-chain repairing mechanism for multi-party data migration. An 
on-chain repairing system for multi-party data migration is implemented to ensure that 
users can migrate data to a blockchain platform, repair wrong data on the chain, and audit 
data repair requests. The system designed a data migration strategy to obtain data from 
multi-party data sources and temporarily store them in the transaction pool. Different 
institutions have their transaction pools and multiple transaction pools generate blocks 
alternately to ensure the order of data during data migration. The design of this system 
takes into account that the data of the blockchain may need to be repaired, so the block data 
can be edited based on the chameleon-hash algorithm to meet the needs of users. Users in 
the blockchain network jointly supervise the data repairing requests on the chain to prevent 
users from using the data repairing function to do evil. This system uses smart contracts 
to record data repairing requests on the chain. After analyzing the security of the system 
and completing the tests of the system performance, the results show that the system can 
achieve the expected goal. Compared with the Hyperledge Fabric, the additional cost for 
multi-party data migration of our method is not more than 10%.

The system realizes the migration of multi-party data on the chain, ensuring that the 
block can be repaired and the repair requests are audited on the chain. At the same time 
there are still some shortcomings. The current implementation scheme is designed based 
on the alliance chain assuming in which the nodes in the entire blockchain network are 
credible and they will not do evil in this blockchain network. However, it is inevitable to 
meet the public chain scene. The current design scheme has not yet applied this situation 
and it needs to be improved in the future.
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