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Abstract
Traditional recommender systems mainly focus on the accuracy of recommendation, which
lead to recommender systems reinforcing popular items and ignoring lesser-known items.
There is increasing evidence that providing good recommendations of surprising items can
lead to better user satisfaction. Users may be delightfully surprised if long-tail items are
brought to them. Marketplaces need to keep providers satisfied by making sure that their
items get enough exposure. In this work, we propose a fairness-aware multi-stakeholder
recommender system that uses a multi-objective evolutionary algorithm to make a trade-off
between provider coverage, long-tail inclusion, personalized diversity, and recommendation
accuracy. Experimental results against real-world datasets show that the proposed method
significantly improves the diversity of recommended items in a personalized matter and the
coverage of providers with no or minor loss of accuracy.
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1 Introduction

Recommender system (RS) has been emerged as an information filtering tool for e-
commerce. These systems learn users’ preferences to predict the rating of unknown items
and provide personalized recommendation for them [4].

The academic research in RSs mostly focus on providing the personalized recommen-
dations that best meet the needs of users [2]. It is quite reasonable as users will leave the
system if the systems cannot provide their desired items. However, users are one kind of
the most significant stakeholders in any RS but not the only one [3]. There are many real-
world recommendation domains in which the needs of other stakeholders are important to be
taken into account. The consideration of the objectives of various stakeholders in the recom-
mendation process is called as multi-stakeholder recommendation [3]. A Multi-Stakeholder
Recommender System (MSRS) consists of three main stakeholders: the users, the providers,
and the system [3]. Users want to get relevant, personalized, and diverse recommendations
that match their needs. Providers supply the items for the system and gain utility from users’
choice. The system supports both users and providers and balances their interests. An exam-
ple of MSRS is Booking.com1 with three main stakeholders of the travelers (as users), the
hotels/airlines (as providers), and the Booking.com website (as the system). Travelers expect
to receive relevant and diverse recommendations; hotels and airlines expect to be given a
fair exposure to different users so they have enough customers; and the website seeks to be
as more satisfied as possible with the bookings’ commissions. Booking.com cannot survive
without the existence of any of these three stakeholders and therefore it needs to take all of
their preferences into account. This example is beyond the traditional accuracy-focused RS
in which the needs and preferences of users are the only consideration.

According to [34], accuracy-focused RSs can achieve high user utility, but they may
bring in massive unfair disparity in the exposure of the providers and adversely impact the
system for its long term run. Providers have to wait for exposure and the exposure deter-
mines the revenues for them. For instance, high exposure on Spotify rises the traffic to a
music provider’s channel, and accordingly help them earn better advertisement revenues.
On the other hand, typically a few providers get most of the exposure and the other providers
struggle to survive in the system, and hence they may shift to other systems [20]. Provider
unfairness may cause the items belong to some providers often appear in the recommenda-
tion lists, while the items belong to the other providers do not have a comparable exposure,
leading to skew in the emergence of providers in the recommendations [29]. This restricts
the choices for the users and reduces their overall satisfaction. Thus, it is important to con-
sider the provider fairness (referred as P-fairness) in MSRSs. P-fairness lies in balancing
across various providers rather than only concentrating on certain popular ones [20]. By
considering P-fairness in recommendations, the new and less popular providers can have
more chances to be explored. P-fairness has several benefits for the stakeholders: (1) it leads
to more sale and profitability, (2) it gives the chance to providers and the system to have
their brand top in mind with potential and current customers, (3) it increases the word-of-
mouth marketing and customer loyalty, (4) it brings in new customers and boost customer
retention. Simply recommending K items from the least exposed providers can be one way
to achieve p-fairness in recommendation. However, this may result in loss of user utilities
and makes the recommendations unfair to the users. Thus, the system should try to fairly

1https://www.booking.com
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Figure 1 The share of popular (short head) and long-tail items in MovieLens 1M dataset

distribute the utility loss among all the users while being fair to both users and providers of
the system.

There are two significant limitations with existing state-of-the-art fairness-aware recom-
mendation studies: (1) the majority of existing work focuses on fairness only towards users
of the system, meaning that they attempt to only improve the fairness of one stakeholder,
ignoring the fairness of other stakeholders in the system [13, 23, 24]; (2) existing work with
multi-stakeholder view typically optimizes the recommendation list for the target user by
easily including items from different providers [29, 30, 34]. However, we believe that the
item recommendations should be optimized considering both users’ and providers’ objec-
tives. To do so, we propose a personalized diversification strategy to recommend long-tail
items from less known providers by considering the users’ level of interest to diversity.

Diversity in recommendation has several advantages for all stakeholders of the system.
Users will receive more diverse and serendipitous recommendations. More providers will be
satisfied as their items got exposure. Finally, the system will gain more profits of matching
more users and providers. Diversity in recommendation can be achieved through long-tail
recommendation [15]. Long-tail recommendation refers to the strategy of targeting a large
number of niche items [5]. As a real example, Figure 1 shows the huge share of long-tail
items in MovieLens dataset.2 In the long-tail multi-stakeholder recommendation studies,
the diversity is considered at the user level, and an identical strategy should not be applied
to all users [15]. Some users may be interested in specific content while others may prefer to
interact with a broader range of contents. Long-tail recommendation makes users surprised
if niche items are brought to the interest of the right user. Thus, it is of interest to perform
the diversification strategy in a personalized manner based on user’s level of interest to
diversity.

In this work, we propose a fairness-aware MSRS to increase the personalized diversity
and the P-fairness of the recommendation while the accuracy is almost kept. The proposed
objective functions are: (1) the recommendation accuracy, (2) the inclusion of long-tail
items, (3) the personalized diversity, and (4) the P-fairness. There is no single solution avail-
able to optimize all these contradictory objectives at the same time [33]. Therefore, we use
Multi-Objective Evolutionary Algorithms (MOEAs) to find a set of possible solutions at
one run [43]. Figure 2 is a toy example to show the comparison of accuracy-focused RS

2https://grouplens.org/datasets/movielens/1m/
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Figure 2 A movie recommendation example to compare the traditionally accuracy-focused method, and our
method considering long-tail inclusion and P-fairness

and our fairness-aware MSRS in a movie-domain recommendation. In the traditional RS,
the recommendation list only focuses on the recommendation accuracy. In our method, the
recommendation lists are generated by considering different trade-offs among the objective
functions. Note that the recommendation lists are personalized based on the interest level of
a user in the long-tail recommendation. With our method, explorer users are recommended
with relevant diverse items that may delightfully surprise them. Providers are satisfied as
their items get more exposure and they can survive and stay in the system. The system gains
many advantages (e.g. growth of the loyal customer and the loyal provider bases) from suc-
cessfully matching item recommendations with users based on both providers’ and users’
objectives. To the best knowledge of the authors, empirical study on investigating the best
strategy to include fair components for both users and providers by considering diversity
in MSRSs is still lacking in the literature. We carry out experiments against two real-world
datasets to compare our results with existing studies. In particular, we address the following
research questions:

– RQ1: How does the proposed term “P-fairness” affect the performance of the recom-
mendation model?

– RQ2: Does the proposed diversification strategy -considering the users’ level of interest
with diversity- achieve state-of-the-art performance compared with baseline methods?

– RQ3: How does the multi-objective optimization affect the results comparing with
traditional and re-ranking methods?

– RQ4: How to test that improvements by the proposed method are statistically signifi-
cant?
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In summary, this work makes the following contributions:

– We propose a fairness-aware multi-stakeholder recommender system by considering
the objectives of users and providers in a fair way;

– We propose a personalized diversification method to consider the interest level of the
user in long-tail recommendation;

– We develop a P-fairness algorithm by calculating the exposure distribution of providers
and making them more satisfied;

– We develop four objective functions that reflect the accuracy, the inclusion of long-tail
items, the personalized diversity, and the P-fairness of the recommendation results;

– We propose a multi-objective optimization algorithm to get the optimal solutions with
a trade-off among the objective functions;

– We carry out a set of experiments against real-world datasets to show the significant
improvement of P-fairness and personalized recommendation diversity while the loss
of accuracy is small.

The remainder of this paper is organized as follows. We review some related work in
Section 2. Section 3 presents the proposed method. The experimental results are provided
in Section 4 followed by the conclusion and future work in Section 5.

2 Background and related work

This work is related with several research topics as “multi-stakeholder recommender sys-
tem”, “fairness in recommender system”, “long tail recommendations”, and “personalized
diversification of the recommendations”.

2.1 Accuracy-focused recommender system

Traditional accuracy-focused RS aims to recommend the most desirable items to a target
user. The only objective of traditional RSs is to improve the accuracy of the recommenda-
tion [18, 19, 26, 39, 40]. The item which is worth suggesting must be recommended based
on the prediction of user’s preference for the item. Collaborative Filtering (CF) is the most
popular and effective algorithm of recommender systems. CF approach has been known
as a accuracy-focused recommender system with the only objective of improving the rec-
ommendation accuracy [19]. However, it has been recognized that the objectives of other
stakeholders have to be considered in a fairness-aware recommender system (e.g. whether
the list of recommendations is diverse, whether it contains novel items to surprise users,
whether the providers are satisfied as most of their items have explored, and so on [17]).
Consequently, it is of interest to MSRSs, which have shifted the focus of recommender
systems research, to cover a wider range of objectives.

2.2 Multi-stakeholder recommender system

MSRS combines the preferences of different parties of which the user is one. For instance,
a system might promote certain items in the interest of fairness towards item providers. In
such a system, we do not interpret the output as strictly reflecting the user’s preferences.
In fact, MSRS develops a deeper understanding of how an organization might consider the
perspectives of different stakeholders in designing a recommender system. Generally, there
are three main stakeholders in a MSRS as follows [3]:

1999World Wide Web (2021) 24:1995–2018



– Users: The users are those entities that receive the recommendations. They are the
individuals who browse the website to find the items that meet their needs.

– Providers: The providers are those who supply the recommended items, and gain
benefits from the user’s selection.

– System: The system is the platform that create the RS in order to match users and
providers to gain utility from successfully doing so. The system may be an e-commerce
website, retailer, broker, or other platform where users look for recommendations

2.3 Fairness in recommendation

The fairness-aware recommender systems have been gaining a lot of attention recently. Zhu
et al. [42] proposed a fairness-aware tensor-based recommendation framework to find solu-
tions for overcoming the algorithmic discrimination. The majority of existing work focus
on fairness for users of the system. Burke et al. [6] introduced a balanced neighborhood
mechanism to preserve personalization in recommendation while enhancing the fairness of
recommendation outcomes against users within a specific demographic feature such as gen-
der or age. Li et al. [24] showed that RSs behaved unfairly by classifying users into different
groups according to their level of activity. Garcia and Bonchi [14] studied the problem of
minimizing the amount of user unfairness introduced when enforcing group-fairness con-
straints in ranking. There are few existing works with multi-stakeholder view on fairness
[29, 30, 34]. Liu et al. [25] presented a fairness-aware re-ranking strategy to balance the
ranking quality and provider fairness by trading off between accuracy and the coverage of
the providers. Modani et al. [32] proposed a re-ranking algorithm to increase exposure dis-
tribution across the providers that results in improving the provider fairness without much
affecting the accuracy of recommendations. However, these studies optimize the recom-
mendation list for the target user ignoring both users’ and providers’ objectives at the same
time. A good fairness-aware multi-stakeholder RS should attempt to increase the item expo-
sure for the providers while the accuracy loss is not big. In such a system, providers would
receive fair exposure for their items, whether they are popular or long tail [3].

2.4 Long-tail recommendation

RSs suggest items to target users based on their prior feedbacks/ratings. Hence, they tend
not to recommend items with limited historical data, even if these items would be rated
favorably by the users. Therefore, RSs can create a rich-get-richer effect for popular items
while ignoring the long-tail items. The term “long tail” is first presented by Anderson in [5].
According to Anderson’s definition, the long-tail items are those items with low popularity
in the system. Moreover, RSs mostly recommend items very similar to what the users have
already purchased or liked in the past [1]. However, this over-specialization of recommen-
dations is often inconsistent with sale’s goals and users’ preferences. Thus, several research
works have recently focused on long-tail recommendation. Yin et al. [41] proposed a long-
tail recommendation solution based on the indirect edge-weighted graph representation,
and hitting time to exploit the less popular items. Domingues et al. [12] presented a long-
tail recommendation approach for music recommender systems. Authors in [9] carried out
extensive experiments to evaluate the performances of various RS on the task of long-tail
recommendation, and their experimental results showed that recommending long-tail items
causes decrease in the accuracy of RS. To address this problem, researchers has recently
focused on multi-objective optimization algorithms to make a trade-off between accu-
racy and long-tail recommendation [15, 33, 38]. Long-tail recommendation also achieve
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an increase in the diversity of recommendation lists. Diversification has become one of
the leading topics of recommender system research not only as a way to solve the over-
fitting problem but also an approach to increasing the quality of the recommendations [22].
Most of the available research work have used an identical diversification strategy for all
users, whereas the diversity of recommendation list can be personalized according to users’
interests [15].

2.5 Personalized diversity in recommendation

In recommender systems, diversity is one of the most significant matters of concern as rec-
ommending more distinct items, avoiding redundancy, and solving the over-fitting problem
are brought through diversification [17]. Moreover, it has been of interest for recommender
systems to provide the recommendation lists that are adjusted according to users’ pref-
erences. Shi et al. [36] proposed a method to diversify the recommendation results for
individual users. They made use of the variance of the latent user factors and uncertainty of
the user profiles to indicate users’ interest for diversity. Chen et al. [8] studied a method to
adjust the diversity within the recommendations by incorporating the users’ personality. Di
Noia et al. [11] conducted a research to work on individual diversity. They use Shannon’s
entropy to model users’ tendency to accept diverse recommendations. They proved that a
user who selected many diverse items in the past is more willing to receive diverse recom-
mendation. Afterwards, in a recent study, Hamedani and Kaedi [15] proposed a long-tail
recommendation solution while the accuracy is almost kept. They focused on the statement
that “different users might prefer different levels of diversity in recommendations”.

3 The proposedmethod

In this paper, the multi-stakeholder recommendation is presented as a 4-objectives opti-
mization problem. Multi-Objective Optimization (MOO) has been introduced to optimize
multiple contradictory objective functions at the same time. A significant feature of MOO
is that, there is no single solution available that maximizes all the objectives simultaneously.
The studies on MOEA are rich and various approaches have been proposed [31] including
NSGA-II, SPEA-II, MOSA, and MOEA/D. In this work, Non-dominated Sorting Genetic
Algorithm II (NSGA-II) [10], as a sub-category of MOEA, is applied in order to discover
the closest solution to the Pareto-optimal solution. It brings in diversity and preserves the
best solution of the current population in the next generation. Our recommendation problem
can be formulated as [31]:{

max F(L) = (f1(L), f2(L), f3(L), f4(L))T

s.t . L ∈ �
(1)

where ft (L) is the t th objective function and L is a recommendation list. In MOO, there
exists a (possibly infinite) number of Pareto optimal solutions. A solution is called Pareto
efficient, if none of the objective functions can be improved without degrading at least one of
the other objectives. For two recommendation lists Li, Lj ∈ �, it is said that Li dominates
Lj (denoted as Li < Lj ) iff

{
∀a = 1, 2, 3, 4fa(Li) ≥ fa(Lj )

∧ ∃b = 1, 2, 3, 4fb(Li) > fb(Lj )

2001World Wide Web (2021) 24:1995–2018



A decision vector L∗ ∈ � is called a Pareto-optimal solution if there is no other solution
that dominates it. The set of all the Pareto-optimal solutions is called the Pareto-optimal set
(P ∗), defined as

P ∗ = {L ∈ �|¬∃L∗ ∈ �, L > L∗} (2)
The values of the objective function under the objective space corresponding to the

feasible solutions in Pareto-optimal set are called the Pareto Front (PF), written as

PF = {F(L∗) = (f1(L
∗), f2(L

∗), f3(L
∗), f4(L

∗))T |L∗ ∈ P ∗} (3)
MOO optimizes the four contradictory objective functions simultaneously to find a set

of Pareto-optimal solutions, approximating the true PF, for each user.
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In this work, the proposed multi-objective MSRS (called MOMSRS) involves three main
phases.

– First, in our work, we apply Matrix factorization (MF) [21] to predict the ratings of
unrated items using the embeddings of users and items (refer to Algorithm 1). To imple-
ment MF, we use user embedding and item embedding matrices and Gradient Descent
to get the optimal decomposition. We also incorporate user and item bias terms into the
dot product to improve the performance of MF model. Next, we build an initial rec-
ommendation of top-C items for each user based on the predicted ratings. The initial
recommendation list for user (useri) is denoted as InitialRecListi . Then, a set of rec-
ommendation lists with the length of K are generated for user (useri) using the items
just within InitialRecListi .

– Second, we apply NSGA-II, as a multi-objective optimization tool, to meet the
requirements of multi-stakeholder recommender systems in finding PF (set of top-K
recommendation lists) for each user. The objective functions are (1) accuracy (f1), (2)
inclusion of long-tail items (f2), (3) personalized diversity (f3), and (4) P-fairness (f4).

– Finally, we select and recommend some of those lists, which are trading-off among
objective functions for useri , called PFi . The recommendation lists in PFi consist of
more long tail items in a personalized manner and more coverage of providers while
the accuracy has almost no change. This procedure is going to be repeated for all users
of the system.

In the following subsections, the three main steps of the proposed multi-objective MSRS
(called MOMSRS) solution are described in details, as shown in Figure 3 and Algorithm 2.

2003World Wide Web (2021) 24:1995–2018



3.1 Inputs

The inputs are user-item rating matrix (R) and item-provider binary matrix (P). User-item
rating matrix holds the ratings of users U on items I (e.g. ru,i denotes the rating of user u on
item i, where u ∈ U and i ∈ I ). The ratings are used to express how users like items. Item-
provider binary matrix shows which item belongs to which provider. For example, Pi,j = 1
means that movie i belongs to provider j , and Pi,j = 0 means that movie i does not belong
to provider j .

3.2 Objective functions

As mentioned, in this study four objective functions are considered for selecting items to
be included in the recommendation list. We apply NSGA-II as a multi-objective optimiza-
tion algorithm to optimize the recommendation lists. The objectives are (1) accuracy, (2)
inclusion of long-tail items, (3) personalized diversity, and (4) P-fairness. Our proposed
multi-objective optimization solution using NSGA-II has the following steps for the target
user (useri).

2004 World Wide Web (2021) 24:1995–2018



(a) (b) (c)

Figure 4 Pareto Front (PF) of MOMSRS on three random users for MovieLens 1M dataset. PF is indicated
by star points and shows a set of recommendation lists with trading-off among the objective functions

– Population initialization: we randomly generate L recommendation lists with length K

(K ≤ C) from InitialRecListi , each list consists of the top-C items for the target
user. These L recommendation lists are the initial population.

– Non-dominated sort: by using fast non-dominated sorting, the initial population for
each user is divided into different PF as PF1, PF2, · · · , PFt . As an example, Figure 4
shows the PF for three random users considering the objective functions (f1, f2, f3, f4)
in MovieLens 1M dataset.

– Crowding distance: once the non-dominated sort is completed, the crowding distance
is assigned. We rank the recommendation lists within each PF using crowding distance
in descending order. Algorithm 3 shows the crowding distance calculation.

– Selection: after sorting the recommendation lists based on non-dominated sort and
assigning the crowding distance, the selection is carried out using a crowded tourna-
ment selection. The crowded tournament selection is based on ranking and distance.
The recommendation list with a better PF rank will be selected. If two lists have the
same PF rank, the list with bigger crowding distance value will be selected.

– Genetic operators: once selection is done, the offspring population is created from this
new population using the modified crossover and mutation operators. More details are
provided in Section 3.3. It continues till the population size of new generation exceeds
the current population size. The procedure repeats to build next generations.

Figure 5 An example to show
the selection of the top-3
recommendation lists ([l3, l1, l4])
from seven generated offspring
lists for a specific user (usera)
based on the proposed method

90.48     62.86     91.49     78.58

Usera f1 f2 f3 f4

91.39     15.66     46.75     17.04

95.69     86.03     94.88     87.18

71.52     65.64     86.79     67.22

37.12     49.31     44.56     79.69

l1

l2

l3

l4

l5

69.08     41.22     70.23     12.11l6

99.67     4.48       29.76      5.89 l7

PF1

PF2

PF2

18.39     61.16     36.75     91.04l8
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The whole process repeats NP times for each user to obtain an optimum result in the search
space. Lastly, top-l recommendation lists containing items with trading-off among all four
objective functions are recommended to the target user. Figure 5 is a toy example to show
the top-3 recommendation lists to a specific user (usera). As what can be seen, [l3, l1, l4] are
the top-3 lists which are in PF1 and PF2. Pareto fronts PF1 and PF2 are determined based
on (3). Note that l1 and l4 are in the same PF, so they are ranked based on the crowding dis-
tance. The traditional accuracy-focused RSs only consider the accuracy objective function
(f1) and generate [l7, l3, l2] as the top-3 recommendation lists for the target user. According
to Figure 5, l7 and l2 may have high accuracy but the other objectives are largely ignored.
Similarly, a recommender system that only focuses on provider fairness objective (f4) rec-
ommends [l8, l3, l5] to the target user. Again, l8 and l5 may have high provider coverage but
the other objectives are overlooked. This example shows that the proposed method provides
recommendation lists by considering a trade-off among all the objective functions which
can make multiple stakeholders satisfied.

In the following, the four objective functions are explained in details.

Objective I The accuracy of recommendation is based on the ratings of top-K items pre-
dicted by the above-mentioned CF approach. Thus, the first objective function to measure
accuracy is:

f1 =
K∑

i=1

r̃u,i (4)

where r̃u,i is the prediction of user u on item i, and K is the length of list. The larger the
value is, the more accurate the items in the list are.

Objective II We also want to provide more long-tail items in recommendation lists. Con-
sidering long-tail items based on the number of ratings is not used in this work because:
(1) popular items receive a large number of ratings whereas long-tail items receive few rat-
ings which makes it hard to design a normalized objective function; (2) many items have
the same number of ratings which makes it hard to differentiate them. According to [16],
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popular items are with low variance. Therefore, it is better to sum unpopularity of items in
a list based on the mean and the variance of the ratings [16]. The second objective function
to measure unpopularity of recommendation is:

f2 =
K∑

i=1

1

μi(σi + 1)2
(5)

where μi and σi are the mean and the variance of ratings of item i rated by all users. The
larger the value is, the more diverse and long-tail items the list has.

Objective III To further improve our method, we aim to increase the inclusion of long-tail
items in recommendation by considering the users’ level of interests to diversity. To do
so, we compute both the user’s level of interest to diversity of recommendations and the
diversity of recommendation list, separately. Then, we calculate the difference between user
interest to diversity and diversity of recommendation list. The low value of the difference
shows that the more personalized the diversity of recommendations is. In the following, we
explain the personalization process of the diversity in recommendations with more details.
Part (a) measures the user’s level of interest to diversity of recommendations, part (b) cal-
culates the diversity of recommendation list, and part (c) measures the difference between
user interest to diversity and diversity of recommendation list.
a. We employ the Shannon’s entropy [35] to estimate the user’s level of interests to diversity
of the recommendations. The entropy of user u for feature x is computed as follows:

Sx(u) = −
k∑

i=1

qi · logkqi (6)

where k is the number of possible values for the feature x and qi is the ratio of the number
of ratings given by user u to the items where the x of which has the value i, to the total
number of user’s ratings (refer to (7)).

qi = |ru,x |/|ru|
∣∣∣∣
x=i

(7)

b. There are two ways to calculate the diversity of a recommendation list, which are overall
diversity and feature-based diversity. To measure the user’s level of interest to diversity, it
is more precise to compute the feature-based diversity [15]. For instance, a user may prefer
more diversity in a specific feature of movies such as genre, director, actor, story, and so on.
In this work, the feature-based diversity is used as follows:

div(i1, i2, · · · , ik) =
∑M

a=1
∑M

b=1(Sim(ia, ib))(
k
2

) (8)

where k shows the number of movies in the recommendation list, i1, i2, · · · , ik are the
recommended movies, and Sim(ia, ib) is the feature-based similarity between two items ia
and ib. The similarity is calculated based on the idea in [18], as shown in (9). For a feature-
based similarity with n types, each item has a binary vector (Tm = (tm,1, tm,2, · · · , tm,n)),
where tm,g = 1 if item m has the feature type g and tm,g = 0 if item m does not have the
feature type g (g = 1, · · · , n).

Sim(ia, ib) = O11

O01 + O10 + O11
(9)
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where O11 , O01 and O10 are the numbers of feature types when (tia ,g= 1 and tib,g = 1),
(tia ,g = 0 and tib,g = 1) and (tia ,g = 1 and tib,g = 0) respectively.
c. We measure the difference between user’s level of interest to diversity (Sx(u)) and diver-
sity of recommendation list (div(i1, i2, · · · , ik)). The third objective function to measure
personalized diversity is:

f3 = |Sx(u) − div(i1, i2, · · · , ik)| (10)

The lower the value of the difference is, the more personalized diversification the
recommendations list has.

Objective IV The other objective is to provide P-fairness by covering more providers in the
recommendation.

PFu is a set of recommendation lists (PFu = Lu,1, Lu,2, · · · , Lu,l) for the target user
u. The P-fairness is measured by the providers’ coverage of the PF. The set of all items
recommended to user u is:

Iu =
l⋃

i=1

Ii (11)

where Ii is a set with all elements in Lu,i . The set of all providers for items in Iu referred to
as Pu. f4 measures the provider coverage of recommended items to user u:

f4 = |Pu|
Np

(12)

where |Pu| is the number of providers in Pu and Np is the total number of providers in the
system. The larger the value is, the more providers are covered.

As a simple example, assume that there are six items (i1, i2, · · · , i6) and four providers
(P1, P2, P3, P4) in the system, and the IP matrix for this system is as follows:

where the 0 and 1 numbers are assigned following the relationship between each item
and the providers (e.g. the provider of i1 is P1). As a recommendation, user u receives three
lists of items as PFu = {Lu,1 = {i1, i4, i6}, Lu,2 = {i4, i5, i6}, Lu,3 = {i1, i4, i5}}. So,
Iu and Pu for user u are Iu = {i1, i4, i5, i6} and Pu = {P1, P3, P4} respectively. Finally,
f3 = |Pu|

Np
= 3

4 = 0.75 means that the provider coverage for user u is %75.
These objective functions should be maximized simultaneously as follows. Note that in

order to formulate the corresponding recommendation problem of this work as a maximum
optimization problem, we revise the third objective function.⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

max f1 = ∑K
i=1 r̃u,i

max f2 = ∑K
i=1

1
μi(σi+1)2

max f3 = −|Sx(u) − div(i1, i2, · · · , ik)|
max f4 = |Pu|

Np

(13)
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3.3 Optimization

In this section, we will explain the modified crossover and mutation operators as the
optimization process of our method MOMSRS.

3.3.1 Crossover

A modified single-point crossover is applied in our method, as shown in Figure 6. According
to [28], single-point crossover algorithm is a simple often-used method which shows better
results than other crossover algorithms. The procedure is as follows: (1) two parent chro-
mosomes P1 and P2 are chosen randomly in order to increase the diversity of population
and discover a larger sets of items; (2) position i along the two of P1 and P2 recommen-
dation lists is selected randomly (1 < i < K); (3) two new child lists are generated by
swapping all the genes between i + 1 and K (P1,v ↔ P2,v,∀v ∈ {i + 1 ≤ v ≤ K}). This
exchange procedure may cause some duplicate items in the offspring lists, for instance the
2nd and 4th items of P1 (item 11) in Figure 6. As each recommendation list must consist of
exactly K items, a procedure is needed to eliminate and replace the duplicate. To do so, we
improve the standard single-point crossover operation. The repeated items are substituted
by items at the same position in the parent lists, which is different from the repeated item.
This procedure is repeated till there are no duplicate left, as shown in Figure 6.

3.3.2 Mutation

Single-point mutation is implemented in our method (refer to Figure 6). Single-point muta-
tion can be easily performed as it has a lower computation complexity rather than the others
[38]. The item at the mutation point is substituted by a randomly-selected item from the ini-
tial recommendation list. To make sure that items in the recommendation list are different,
the item should be selected from the items that do not belong to the parent.

1  11 67 4 2 67 3 37 11 4 … 19   1   31 99 4

L recommenda�on lists

Figure 6 The crossover and mutation operations in our method; the red pointer shows the randomly-chosen
position of single-point crossover algorithm. The duplicates are eliminated in our modified crossover operator
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Table 1 The statistics of the experimental datasets

Dataset MovieLens 100K MovieLens 1M

Users 943 6040

Movies 1,682 3952

Ratings 100,000 1,000,209

4 Experimental result

In order to validate the proposed solution under different users’ rating behavior, we con-
ducted a set of experiments on two real datasets. These datasets are MovieLens 100K and
MovieLens 1M.

MovieLens 100K dataset This dataset3 is a well-known movie dataset that has been widely
used for the evaluation of CF recommender systems. This dataset consists of 100,000 ratings
from 943 users on 1682 movies. The data is provided by the University of Minnesota and
are associated with their online movie-recommendation system. Each user has given scores
to at least 20 movies on a 5-star scale.

MovieLens 1Mdataset This dataset4 is a bigger dataset from GroupLens which consists of
1,000,209 ratings from 6040 users on 3952 movies. The users have given scores to at least
20 movies on a 5-star scale.

These two datasets are summarized in Table 1. To evaluate our solution, we sampled
80% of each dataset for training, and the remaining 20% are used for the test with the 5-fold
cross-validation method. We considered the movie companies as the providers and one of
the stakeholders. We crawled the name of these companies from IMDb. We also considered
genre of movies as the feature for feature-based diversity measurements.

4.1 Evaluationmetrics

In order to evaluate the effectiveness of our solution and compare with the existing works,
we use the following metrics.

Mean Absolute Error (MAE) We use the MAE metric to measure the recommendation
accuracy of the recommendation lists for all users:

MAE = 1

N

N∑
u=1

∑
i∈PFu

|̃rPFu − rPFu | (14)

where r̃PFu and rPFu are the predicted and the actual ratings of PFu respectively, and N

is the total number of users. Note that PFu = {Lu,1, Lu,2, · · · , Lu,l} where Lu,i is the
ith list with top-K items for user u. The smaller the MAE value is, the more accurate the
recommendation is.

3https://grouplens.org/datasets/movielens/100k/
4https://grouplens.org/datasets/movielens/1m/
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Diversity of recommendation a. Novelty: This metric [2] measures how much exposure
the unpopular items have been included in the recommendations.

(15)

where LT is the list of the items in long-tail in the system, |LT | is the total number of
long-tail items, and is an indicator function that returns 1 when i is in LT and 0
otherwise. Note that, the unpopularity value of item i is calculated based on 1

μi(σi+1)2 . The
larger the Novelty value is, more items in the long tail (novel items) the recommendation
lists have covered.
b. Attribute-based Diversity: we measure the diversity of the recommendation list based on
attribute “genre” of movies as follows [15]:

Divg(i1, ..., ik) = 1

N

∑
i∈PFu

∑k
i=1

∑k
j=i (1 − Sim(ia, ib))

k
2 ∗ (k − 1)

(16)

where k is the number of items in the list and (i1, i2, · · · , ik) are the recommended items.
Sim(ia, ib) indicates the similarity between two items ia and ib based on their genre attribute
(see more details in [18] for the genre-based similarity calculation). The larger the Divg

value is, the more diverse the recommendation is.

Coverage of providers We introduce this metric to measure the provider coverage in PF.

(17)

where is an indicator function and it equals to 1 when i belongs to an
uncovered provider in PFu and 0 otherwise, and Np is the total number of providers in the
system. The larger the P−Cov value is, the more providers the recommendation lists have
covered.

Table 2 Parameter setting of our method

Parameter Meaning Value

C length of initial recommendation list 50

K length of recommendation list 5

epoch number of iterations for MF algorithm 15

reg regularization penalty for MF algorithm 0.05

d latent dimensionality for MF algorithm 10

L number of recommendation lists for initial population 50

l number of top-l recommendation lists to be recommended 5

NP size of population 100

gens number of generations 30

n number of neighbors 10

pc crossover probability 0.9

pm mutation probability 0.1
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Figure 7 Selection of gens and NP for datasets a MovieLens 100K and b MovieLens 1M

4.2 Experimental settings

There are several parameters used in our work, as displayed in Table 2. All the algorithms
are coded in Python, and the experiments have been run on an Intel(R) Core(TM) i5 machine
with 2.60 GHz CPU and 16.0 G memory. We do not consider the effect of changing epoch,
reg, d, and n here, as MF results is not our concern in this work. NP and gens are important
to accelerate premature convergence. According to Figure 7, gens and NP are set as 30
and 80 respectively, because choosing large values causes an increase in computational time
without a significant decrease in MAE. pc and pm are also selected by test and trial. n is
set as ten because choosing a small size of neighborhood causes lack of ability to explore
new search space, while choosing a large one causes an increase in computational time.

4.3 Baselinemethods

We carry out experiments against datasets ML100K and ML1M and compare the results of
our method MOMSRS with existing baselines. The comparison between our method and the
baselines is presented in Table 3.

Table 3 Comparison between our MOMSRS method and five baseline methods

Method Rs/MSRS Objectives MOEA

ObjI ObjII ObjIII objIV

CF-RS RS � ✗

re-ranking-MSRS MSRS � � ✗

MOEA/D-RS RS � � MOEA/D

NSGA-II-RS RS � � NSGA-II

NSGA-II-MSRS MSRS � � � NSGA-II

MOMSRS* MSRS � � � � NSGA-II

ObjI, ObjII, ObjIII, and objIV denote accuracy, Long-tail inclusion, personalized diversity, and P-fairness
objectives, respectively
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Figure 8 The PF of a NSGA-II-RS, and b NSGA-II-MSRS, and c our MOMSRS method, on a specific user of
ML100K data; the star points represent the recommendation lists in the PF

1. CF-RS [21] is a single-objective CF method with MF. This method is an accuracy-
focused recommendation method.

2. re-ranking-MSRS [7] is a re-ranking approach which considers the provider coverage.
3. MOEA/D-RS [38] is a two-objectives recommendation method, and solutions are imple-

mented by MOEA/D. Accuracy and diversity are taken as the objective functions at the
same time.

4. NSGA-II-RS [33] is a two-objectives recommendation method, and solutions are imple-
mented by NSGA-II. Accuracy and long tail inclusion are taken as the objective
functions simultaneously.

5. NSGA-II-MSRS [20] is a three-objectives recommendation method, and solutions are
implemented by NSGA-II. Accuracy, long tail inclusion, and provider fairness are taken
as the objective functions at the same time.

4.4 Experimental results and discussion

Multi-objective recommender system suggests multiple recommendation lists to each user.
As an example, Figure 8 shows the PF in NSGA-II-RS, NSGA-II-MSRS, and MOMSRS
for a specific user in ML100K dataset, respectively. Figure 8a shows the relation between
the unpopularity average and the prediction average with NSGA-II-RS. A higher prediction
average in a list reflects a higher accuracy, and the higher unpopularity average reflects a
higher level of long-tail inclusion (diversity) in the recommendation. Figure 8b shows the
relation among the unpopularity average, the prediction average, and the provider cover-
age with NSGA-II-MSRS. Figure 8c shows the relation among the unpopularity average, the
prediction average, the personalized diversity, and the provider coverage (P-fairness) with
MOMSRS. Personalized diversity and P-fairness are objectives which have not been consid-
ered along with accuracy and long-tail inclusion in existing work. MOMSRS recommends
four lists, NSGA-II-RS suggests eight lists, and NSGA-II-MSRS recommends nine lists to
this user (user1). Each recommendation lists that MOMSRS recommends is the trading-off
when considering all the four objective functions.

4.4.1 Performance analysis considering P-fairness (RQ1)

Table 4 and Figure 9 show MAE, Novelty, Divg , and P−Cov against ML100K and ML1M
datasets. In our method, a set of recommendation lists as PF is generated in one run for
each target user. Based on the concept of PF, we will not say which list in PF is better
than the others. Thus, we compute the mean values of the evaluation metrics. The fourth
objective function of the proposed method aims to have a fair manner for providers by giving
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Table 4 MAE, Novelty, Divg , and P−Cov of our method comparing with baselines against ML100K and
ML1M datasets

Dataset Metric Method

CF-RS re-ranking-MSRS MOEA/D-RS NSGA-II-RS NSGA-II-MSRS MOMSRS*

ML100K MAE 64.77 69.42 66.01 64.54 65.35 64.81

Novelty 23.45 36.12 42.13 49.41 48.14 53.53

Divg 19.23 25.43 33.82 49.31 49.29 53.16

P−Cov 40.66 46.06 42.11 46.93 59.68 62.87

ML1M MAE 59.46 63.21 61.78 60.18 61.44 60.54

Novelty 35.7 44.04 55.85 58.86 57.19 62.02

Divg 28.47 39.21 48.95 61.29 61.35 63.11

P−Cov 38.54 45.92 44.92 46.39 61.12 64.10

a balanced chance to their items to be explored. For question RQ1, we analyze the effects of
P-fairness on performance. Considering P-fairness, our MOMSRS method achieves 15.94%
and 17.71% higher values for P−Cov, 3.85% and 1.82% higher values for Divg , and 4.12%
and 3.16% higher values for Novelty, with only 0.27% and 0.36% loss of accuracy in
comparison with NSGA-II-RS for ML100K and ML1M datasets respectively. Our MOMSRS
method covers more providers with a minor gain in MAE. Beyond the baseline methods,
our method has covered a larger number of providers so that it increases the utilities and
satisfaction of more providers. On Table 4, it can be seen that 61.46%, 54.08%, 55.08%,
and 53.61% of providers have not been covered using CF-RS, re-ranking-MSRS, MOEA/D-
RS, and NSGA-II-RS methods respectively ( with ML1M dataset). our MOMSRS method
reduces this percentage to 37.13% for ML100K dataset and 35.9% for ML1M dataset. This
a significant fairness improvement for providers.

4.4.2 Performance analysis considering personalized diversification (RQ2)

We demonstrate our MOMSRS method’s superiority using personalized diversification over
the baseline methods. The contribution of our method over the main baseline NSGA-II-
MSRS is considering the users’ level of interest with diversity. Comparing with NSGA-
II-MSRS, the P−Cov of our method achieves 3.19% and 2.98% higher for ML100K and
ML1M datasets respectively, with 0.54% and 0.9% gain of accuracy (refer to Table 4 and
Figure 9). In addition, it can be seen that our method improves the Novelty and diversity.
These results show that our method covers more providers with even higher value in accu-
racy. The proposed method has covered a more relevant diverse and novel items with the use
of personalized diversity. This means that recommending diverse items pleasantly surprises
users if long-tail items are brought to right users.

4.4.3 Performance analysis using multi-objective optimization (RQ3)

For question RQ3, we compare the performance of our MOMSRS method with the baseline
re-ranking-MSRS. The re-ranking-MSRS method re-ranked the accuracy-focused recom-
mendation list using a coverage-oriented algorithm at the provider level while ignoring the
importance of long-tail items, novelty and diversity in recommendation. The re-ranking-
MSRS method could not engage a set of solutions at the same time with respect to multiple
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Figure 9 The results of MAE, Novelty, and P−Cov of our method comparing with baselines against a
ML100K, and b ML1M datasets

objectives. To address these issues, our MOMSRS method employs a multi-objective evo-
lutionary algorithm. According to Table 4 and Figure 9, the P−Cov value of our method
is 16.81% and 18.18% higher than that in the re-ranking-MSRS method against ML100K
and ML1M datasets respectively. The Novelty value of our method for ML100K and
ML1M datasets is 17.41% and 17.98% larger respectively than those in the re-ranking-
MSRS method. The Divg value of our method for ML100K and ML1M datasets is 27.73%
and 23.9% larger respectively than those in the re-ranking-MSRS method. The accuracy in
our MOMSRS method is 4.61% and 2.67% higher than re-ranking-MSRS method against
ML100K and ML1M datasets respectively.

In addition, comparing with traditional accuracy-focused CF-RS method, our MOM-
SRS method enhances the novelty (30.08% in ML100K and 26.32% in ML1M), diversity
(33.93% in ML100K and 34.64% in ML1M), and provider coverage (22.21% in ML100K
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Table 5 Pairwise t-Test results of our MOMSRS method against baselines

Dataset Metric Methods

A-B A-C A-D A-E A-F

ML100K MAE 5.3E-3 4.6E-3 3.4E-3 1.9E-3 2.3E-3

Novelty 1.6E-2 1.8E-2 1.9E-2 1.8E-2 1.9E-2

Divg 1.4E-2 1.5E-2 1.7E-2 1.8E-2 1.7E-2

P−Cov 2.1E-2 2.3E-2 2.3E-2 2.4E-2 2.0E-3

ML1M MAE 6.8E-3 4.5E-3 3.9E-3 4.1E-3 3.4E-2

Novelty 1.0E-2 1.4E-2 2.1E-2 2.1E-2 2.1E-2

Divg 1.1E-2 1.2E-2 1.4E-2 1.6E-2 1.5E-2

P−Cov 1.9E-2 1.9E-2 2.2E-2 2.2E-2 1.8E-2

A, B, C, D, E, and F denote MOMSRS*, NSGA-II-MSRS, NSGA-II-RS, MOEA/D-RS, re-ranking-MSRS, and
CF-RS respectively

and 25.56% in ML1M) with a small sacrifice in the accuracy (0.04% in ML100K and 1.08%
in ML1M). The experimental results show that the accuracy of some recommendation lists
in MOEA algorithms is even higher than the list recommended by CF (refer to the 5th list
in the example shown in Figure 2).

4.4.4 P-value results of our MOMSRS method with baselines (RQ4)

Lastly, to answer RQ4, we provide the pairwise t-test with a confident level α = 0.05
in Table 5, where each value shows the p-value for a t-test between the proposed method
and each baseline, to compare the performance of our MOMSRS method with baselines.
A p-value less than α indicates that the difference is statistically significant. The results in
Table 5 show that NSGA-II-MSRS outperforms these baseline methods for both datasets.

5 Conclusion

In this work, we propose a fairness-aware multi-stakeholder recommendation approach
based on MOEA. We specify four objective functions for the recommendation accuracy,
long tail inclusion, personalized diversity, and P-fairness. We develop the algorithm to
find the optimal solutions with a trade-off among the objective functions. In particular, we
propose a personalized diversification method to consider the interest level of the user in
long-tail recommendation and develop a P-fairness algorithm to calculate the exposure dis-
tribution of providers. The output of our method is a set of Pareto-optimal solutions for each
user. Experimental results show that the proposed method is effective to provide more long-
tail items in a personalized manner and better fairness for providers with a small loss of the
recommendation accuracy.

Consider the strong capacity of graph neural networks in applications [27, 37], in the
future work, we are also going to investigate the possibility of employing graph neural
networks in multi-stakeholder recommender systems.
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