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Abstract
Recently, the development of data mining and natural language processing techniques
enable the relationship probe between social media and stock market volatility. The integra-
tion of natural language processing, deep learning and the financial field is irresistible. This
paper proposes a hybrid approach for stock market prediction based on tweets embedding
and historical prices. Different from the traditional text embedding methods, our approach
takes the internal semantic features and external structural characteristics of Twitter data
into account, such that the generated tweet vectors can contain more effective information.
Specifically, we develop a Tweet Node algorithm for describing potential connection in
Twitter data through constructing the tweet node network. Further, our model supplements
emotional attributes to the Twitter representations, which are input into a deep learning
model based on attention mechanism together with historical stock price. In addition, we
designed a visual interactive stock prediction tool to display the result of the prediction.

Keywords Tweets embedding · Stock prediction · Deep learning model

1 Introduction

Recently, deep learning and big data researches are booming in various research fields,
including image recognition [12], machine translation [3], and text classification [18]. Pre-
diction task is the mainstay of deep learning research, it can be applied to all aspects of
our life. For example, deep learning is widely used for automatic driving trajectory predic-
tion [28].In medical research, deep learning can use the known information to predict the
occurrence of diseases such as heart disease to provide diagnostic advice for patients [2].
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In this study, we emphasize the application of deep learning in financial analysis. As a
hot research direction in the financial research, researchers scramble for stock movement
prediction. Existing studies have demonstrated that it is significant to use public information
such as news, social media comments to predict the stock price trend [14].

Various social platforms provide services for users to express their opinions freely. Twit-
ter is a representative one, which has 126 million active users per day from its quarterly
report on April 2020. Twitter data contains a lot of valuable information as well as play-
ing a crucial role in enormous amounts of public information. The vital task of using news,
Twitter data and other information in stock forecasting is to transform them into text rep-
resentation with valuable information. For example, the StockNet [38] is proposed to use
GRU learning from Twitter data without pre-extracting structured events. Furthermore, Ding
et al. (2015) design a deep learning model, use headlines to construct news embedding and
apply them to stock prediction [7]. Hu et al. (2018) designed a Hybrid Attention Networks
(HAN) to predict the stock trend based on the sequence of recent related news [11]. These
works obtain the built-in information detected from news or Twitter data with natural lan-
guage processing approaches and can generate homologous vectors with similar news or
tweets. However, the drawbacks cannot be neglected. Especially for Twitter data, it has
unique inter-activities, and thus is different from the independent news data. Users can com-
ment on and reply to the tweets that have been published. This kind of mechanism makes
a structural connection to the three types of tweets (i.e., original tweets, comments, and
replies), which discriminates the cross-tweet relationship from the semantic knowledge of
tweets and reflects the more straightforward relationship of different tweets. Unfortunately,
most works are limited to the literal information rather than the linkages crossing tweets. In
other words, the interactive tweet relationships cannot be taken into consideration. In this
work, we propose a deep learning model to utilize both literal information and connections
of tweets to extract useful information for stock market prediction.

DRNews presents the distributed relations of news in the form of network, which enables
news articles to embed both the semantic and inter-textual knowledge [20]. Inspired by
DRNews, in this paper, we propose a hybrid stock forecasting approach based on tweet
embedding and historical stock price and it consists of two parts. Firstly, we design a Tweet
Node algorithm that constructs a tweet node network that can embed with the literal mes-
sage of tweets, and reflect the distributed and structural relations between different tweets.
Besides, we utilize the Bert model [6] to add the emotional attribute to the tweet node
network. To extract the representation of tweet nodes, we use a variant of Node2vec [8]
framework to transform tweets into vectors containing semantic knowledge, different forms
of relationships between tweets and emotional bias. Secondly, we present a deep learning
framework based on attention mechanism, which uses the results of Tweet Node algo-
rithm and adequately considers the historical stock price. Our framework can learn effective
information from the input, and thus predict the stock price trend in the short term.

In conclusion, we make the following contributions.

– In view of the unique attributes of Twitter data, we construct a tweet node network to
concatenate each tweet by using textual content and reply relationships. A Tweet Node
Model proposed to encode the semantics and reply relationships of tweets into vectors
in Section 4.

– We design a deep learning framework on the embedded tweet vectors for short-term
stock price trend prediction in Section 5.

– We provide a visual interactive stock prediction tool and apply it to the stock mar-
ket forecasting scenario, which helps end-users gain intuitions in Section 6. The
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experimental results show that our model can obtain the effective information of Twitter
data and improve the accuracy of stock price prediction in Section 7.

In order to make the notations in this paper more accurate and easy to understand, Table 1
gives a summary of the major notations for reference, including the notation name, position
and definition.

2 Related work

Stock price forecasting is a hot research topic for a long period, and the use of public infor-
mation to improve the quality of forecasting is also traceable. Previous studies have carried
out various extensions and experiments, then proved the feasibility of this idea. For exam-
ple, Bruce et al. [32] find that the number of public information such as news and tweets is
valuable for stock price prediction tasks, they find that the inclusion of predictors based on
counts of the number of news and tweets can significantly improve the accuracy of stock
price predictions. A novel deep neural network DP-LSTM [15] is proposed for stock price

Table 1 Summary of major notations used

Notation name Position Definition

y Section 3 stock movement

pc
d Section 3 adjusted closing price on day d

t Figure 1 tweets from Twitter

r Figure 1 edges represent reply relations between tweets

e Figure 1 elements extracted from tweet texts

k Figure 1 scores corresponding to elements

tnidf Section 4 the variation of tf-idf

ne,j Section 4 the number of the tweet element e in the tweet text tj

T Section 4 the total number of tweets

O Figure 2 the origin tweet

T Figure 2 the retweeted tweet

G = (T ,E,W) Section 4 a given tweet node network with a tweet node set T ,

n edge set E and a weight set W

F(t) Section 4 the embedding from the tweet node network

for each tweet node t ∈ T

N (t) Section 4 the node t’s network neighborhood

C Section 4 the sequence generated by random walk

αpq Section 4 a search bias α with parameter p and q

T Section 5 an integrated vector composed by the whole tweet vectors

A Section 5 the weight matrix in attention mechanism

M Section 5 the final weighting matrix in attention mechanism

ft Section 5 the forget gate at t in LSTM

it Section 5 the input gate at t in LSTM

ot Section 5 the output gate at t in LSTM

ht Section 5 the output at t and the input of next LSTM cell

Ct−1 Section 5 the cell state at t
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prediction. It incorporates the news articles as hidden information and integrates different
news sources through the differential privacy mechanism. Rui et al. integrate sentiment anal-
ysis into a machine learning method based on SVM and take the day-of-week effect into
consideration for stock trend prediction [26].

The use of public information such as Twitter data for stock price prediction generally
involves two necessary steps. One is to convert text into a machine-recognizable language,
and the other is to use mathematical statistics or machine learning methods to make predictions.

The representation of tweet texts as vectors actually belongs to the category of word
embedding task which is very common in the field of natural language processing. In terms
of Text/Sentence Embedding, many methods are derived from Word2vec [21], which can be
efficiently trained on millions of dictionaries and data sets. The result word embedding can
measure the similarity between words. The derived model of word2vec refers to the idea of
generating word vectors and learns the distributed sentence level representation regarding
the fluency of sentences in texts. There are also some basic models [5, 22] to do numeri-
cal operation on the context word vector to generate the sentence vector. SDAE [34] uses
an auto-encoder to project text into low-dimensional space. As a substitute for word2vec,
BERT [6] uses Transformer [33] as the main framework of the algorithm, which can cap-
ture the bidirectional relationship in the statement thoroughly. By running a self-supervised
learning model on the basis of massive corpus, BERT can learn predominant representations
for words or sentences. The idea of deepwalk [24] is similar to word2vec, which regards
an article as a graph containing sentence nodes, and uses the co-occurrence relationship
between nodes in the graph to learn the vector representation of nodes. The key problem is
how to describe the co-occurrence relationship between nodes. The method given by deep-
walk is to use random walk to sample nodes in the graph. DRNews [20] embeddings are
trained based on the cross-documental relationship between news stories, which use term
frequency-inverse document frequency(tf-idf) to construct text node network.

For the extraction of semantic information in specific data: tweet texts, researchers have
also proposed a variety of methods to extract the knowledge and apply it to different fields:
A two-stage deep attention neural network(T-DAN) [40] proposed for tweets target-specific
stance detection. This model extracts semantic information for stance detection by employ-
ing densely connected BI-LSTM and traditional bidirectional LSTM to encode tweet tokens
and target tokens respectively. Claire Little et al. [17] presents a new Semantic and Syntac-
tic Similarity Measure (TSSSM) for political tweets. It uses word embeddings to determine
semantic similarity and abstracts syntactic features to overcome the limitations of exist-
ing measures that may miss identical sequences of words. Nan Xu et al. [37] propose a
novel method for modeling cross-modality contrast in the associated context to estimate
multimodal sarcastic tweets.

With the development of the field of machine learning, deep learning frameworks are
widely employed in most stock forecasting tasks recently [14]. Long Short-Term Mem-
ory(LSTM) and Convolutional Neural Networks(CNN) are most representative models
which has become key technologies in the researches [1, 7, 25]. With the continuous devel-
opment of deep learning model, attention mechanism has gradually come into our view.
Due to the limitation of computing power and optimization algorithm, deep learning mod-
els become more complex when it needs to remember a lot of information [4]. At present,
the computational ability is still a bottleneck of the neural network development [31]. In
addition, although the optimization operations such as weight sharing and pooling can make
the neural network simpler [30], which can effectively alleviate the contradiction between
model complexity and expression ability, such as the long-distance problem in the cyclic
neural network [29], the information memory ability is weak [29]. In this case, the attention
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mechanism enables the deep neural network to process information better [4]. Therefore,
more researches on stock forecasting introduce this mechanism. For instance, a Hierarchi-
cal Attention Networks(HAN) [41] applied on the stock market prediction [11] and Zheng
et al. (2019) design a model named Self-attention Networks [42] which employs the idea of
Transformer, for the stock volatility forecasting.

3 Problem formulation

In the existing research of stock movement prediction, this task is usually formalized as a
binary classification problem [38]. Therefore, our goal is to forecast the binary movement
of the target stock s on the target trading day d. We use relevant tweets information and
historical price of each stock as the input, and estimate the binary movement y where 1
denotes rise and 0 denotes fall,

y =
{

0, pc
d > pc

d−1
1, pc

d ≥ pc
d−1

(1)

where pc
d represents the adjusted closing price of a given stock on day d. The adjusted

closing price is widely used for stock market movement prediction task [27].

4 The tweet node model

In this section, we discuss the formation of Tweet Node Model. With the tweets data as the
input, we extracted the key elements for every tweet according to their scores calculated by
the modified term frequency-inverse document frequency (tf-idf) algorithm. These elements
are then collected together with tweet replies and emotional factors to build tweet node
network from which to get the tweet embedding. Figure 1 shows the architecture of tweet
node model. We use the improved node2vec [8] to encode the tweet nodes in the tweet
node network to generate representations for Twitter data. Node2vec is a graph embedding
method that comprehensively considers the DFS and the BFS neighborhood. It can be seen
as a deepwalk [24] that combines two walking strategies. In addition, we use BERT [6] to
explore the emotional factors in the tweet text to supplement the representation. The network
architecture of BERT uses multilayer Transformers [33], which rely on the encoder-decoder
structure.

4.1 Tweet node network

A tweet can have multiple parts of speech words including verbs, adjectives, nouns even
proper nouns. Actually, the adjectives and nouns contribute most for the content in the clas-
sification of tweets [20], thus that we choose them as candidates for keywords. Tweets
referring to the same nouns or phrases are often discussing the same thing. In order to
build a tweet node network, we use a minor variation of tf-idf algorithm [9] to extract the
key elements of tweets and calculate scores for them and establish connections for tweets.
Specifically, for any two tweets sharing the same elements, we connect them and assign a
weight to the link, which is calculated through our variant tf-idf algorithm. The original tf-
idf algorithm considers the frequency of words appearing in the context of the same article
and the whole corpus, and prefers to extract the keywords appearing frequently in the cur-
rent text but less frequently in the whole corpus. However, concerning Twitter data, most of
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Figure 1 The Tweet Node Model. The model extracts the reply relations r and the key elements e of each
tweet, then calculates the weight k of each element in tweets. Then the tweet node network is constructed
according to the above three. Finally, the model introduces Node2vec and BERT to extract semantic factors
and emotional factors respectively and generates the tweet embeddings

the texts are short and it is hard for the same words to appear in the same tweet. The tradi-
tional tf-idf algorithm will affect the score of keywords in different tweets due to the length
deviation of the text, which then interferes with the subsequent embedding work. Therefore,
we do not consider the length of single tweet text, the variation of tf-idf we called tf-idf is
expressed as:

tnidfe,j = ne,j × log
|T |∣∣j : e ∈ tj

∣∣ (2)

where ne,j denotes the number of the tweet element e mentioned in the tweet text tj . |T | is
the total number of tweets whilst the denominator reflects the number of tweets containing
element e. Via this way, the elements which could better distinguish the current tweet from
others are assigned with higher scores in [0, 1]. In addition to the links constructed by
key elements, we also supplement the network with tweet responses. Compared with the
former links, connection based on reply is the most direct and closest relationship between
tweets, so it is rational to assign it a higher weight. Thus, we set the weights of the links
between replies and original tweets to 1. According to these rules, we can build the tweet
node network. Figure 2 illustrate an example of a tweet node network, which contains three
pieces of tweets. Each tweet consists of the user name (shown in the left up corner), the
content (shown at bottom) and the type of tweet (shown in the right up corner). Specifically,
O indicates an origin tweet while T means a retweeted tweet. With the tags, we can see the
relationships between tweets more clearly. For example, two tweets, “Hate how short iPhone
chargers are.” and “Apple you make fantastic laptops but how bout you make chargers
that can last more than 3 months”, are connected by sharing the same element chargers. In
addition, keywords such as iPhone may be also used as a medium to connect two tweets.
In this example, only the connections between the three tweets are displayed. Meanwhile,
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YaBoiiiN
ICK O

Hate how short 
iPhone chargers are.

Ann is 
my name T

RT YaBoiiiNICK I 
wish Apple would 

make longer 
batteries for laptops. 

Mikeee O

Apple you make 
fantastic laptops but 
how bout you make 
chargers that can 
last more than 3 

months.

iPhone

3 months

chargers laptops

batteries Apple

RT

Figure 2 A sample of tweet node network

the link marked with RT indicates a reply relationship between two tweets. The remaining
tweet elements are linked in the same way to other tweets that are not listed.

4.2 Tweets embedding

4.2.1 Tweets embedding from tweet node network

Let G = (T , E) be a given tweet node network with a tweet node set T and an edge set E.
In order to obtain the embedding F (t) from the tweet node network for each tweet node
t ∈ T , we adopt a model whose idea is similar to Node2vec [8]. Following the algorithm, the
possibility of predicting the node t’s network neighborhood N (t) needs to be maximized,
the objective function is written as:

max
∑
t∈T

log Pr (N (t) | F (t)) (3)

In order to ease the calculation of the embedding, two assumptions are introduced, which
are from the skip-gram model [21]. The first is conditional independence whose main idea
is each neighbor in the sample is independent of each other. Therefore, we can multiply the
probability of each neighbor sampled to get the result of all sampled neighbors:

Pr (N (t) | F (t)) =
∏

u∈N(t)

P r (u | F (t)) (4)

The second assumption is that the symmetry in feature space is comprehensible. For exam-
ple, if an edge concatenates two nodes, then these two nodes should have the same influence
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on each other when they are mapped to the feature space. A pair of neighbor nodes is
represented by a model:

Pr (u | F (t)) = exp (F (u)) · F (t)∑
v∈T exp (F (v) · F (t))

(5)

With above two assumptions , the objective in (1) simplifies to:

max
∑
t∈T

⎡
⎣− log Zt +

∑
u∈N(t)

F (u) · F (t)

⎤
⎦ (6)

where Zt = ∑
v∈T exp (F (v) · F (t)) which is hard to compute for huge networks so

finally negative sampling [13] is used to approximate it.
Consider an edge (t, v) of the sequence C generated by random walk and now reside at

node v, then the next step x should be determined. Node2vec sets a search bias α, which
makes it adopts different walk strategies when choosing x:

αpq (t, x) =

⎧⎪⎨
⎪⎩

1
p

if dtx = 0
1 if dtx = 1
1
q

if dtx = 2
(7)

where dtx denotes the distance between the previous node and the next node of the current
node. Finally the transition probability of v and x can be defined as:

P (Ci = x | Ci−1 = v) = αpq (t, x) · ωvx

Z
(8)

where Z is the normalizing constant. Based on skip-gram model and a group of sequences
generated by node2vec, we get the node representations by optimizing the objective function
(2) with Stochastic Gradient Descent (SGD).

When applying node2vec in tweet node network (Figure 3), there are two kinds of nodes
in the network: tweet nodes and element nodes. Suppose a random walk starting from t0
resides at tweet node t1 and the previous node is element node e0 in order. It can be seen
from Figure 3 that the type of the next node may be tweet like t2 or element like e1 so that the
sequence generated by migration could be C = 〈t0, e0, t1, t2, ...〉 or C = 〈t0, e0, t1, e1, ...〉
or C = 〈t0, e0, t1, e2, ...〉. In view of the fact that what we want to get is the representation

Figure 3 Illustration of the random walk for tweet node network in node2vec
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vectors of the tweet nodes, we need to eliminate the unnecessary nodes before entering the
final embedding work, the pseudo-code of using node2vec in tweet node network is given
in Algorithm 1.

There are a variety of ways to generate representations for nodes in graphs, some com-
mon graph embedding methods are deepwalk [24], node2vec [8] and SDNE [35]. We choose
node2vec to map the tweet nodes into low-dimensional space instead of deepwalk because
both of them belong to random walk strategy, but the former is an improvement of the lat-
ter. The two parameters p and Q introduced by node2vec can control the discovery of the
micro view and larger neighborhood respectively, and the complex dependence relation-
ship between communities can be inferred. SDNE is a structured deep network embedding
method that has multi-layer nonlinear functions, and it can learn first-order approximation
and second-order proximity to capture highly nonlinear network structure. However, there
are element nodes and tweet nodes in our tweet node network. We expect to treat nodes with
disparate attributes differently in the process of generating node embedding, so it is not an
appropriate strategy to use SDNE directly.

4.2.2 Tweets embedding with emotional attributes

The construction of tweet node network enables extracting valuable information between
tweets. However, the emotional leanings of tweet texts should not be neglected. Existing
studies have shown that the analysis of emotional factors in news or social comments can
contribute a lot to the task of short-term stock price forecasting. For example, Thien et al.
propose the topic model Topic Sentiment Latent Dirichlet Allocation (TSLDA) [23], which
can capture the topic and sentiment simultaneously to predict stock market movement; Xiao
et al. [19] construct recurrent state transition model which can better capture a gradual
process of stock movement continuously by modeling the correlation between past and
future price movements and then use it to predict stock market trend.

BERT [6] is a mechanism based on attention model and obtaining state-of-the-art results
on some natural language processing tasks. The pre-trained BERT model is fine-tuned for
specific tasks such as text classification to create the most advanced model for particular
scenario. It uses Transformers [33] as the main framework which can more thoroughly cap-
ture the bidirectional relationships in the statement and adopt encoder-decoder architecture

857World Wide Web (2021) 24:849–868



like traditional attention model. Specifically, the input of BERT is the normalized sum of
following three embedding features:

– WordPiece embeddings [36]. It divides the words into a set of limited common sub-
word units, which can achieve a compromise between the validity of word and the
flexibility of character.

– Position embeddings. It encodes the position information of words into feature vectors
so that the model can distinguish words in different positions.

– Segment embeddings. It is a kind of embedding learned to every token indicating the
sentences they belong to.

BERT alleviates the unidirectional constraints by using a pre-training goal of a “mask-
ing language model” (MLM). The purpose of the masking language model is to predict the
original lexical ID of the masked word according to the context. Furthermore, BERT uses a
“next sentence prediction” task to jointly pre-training text pair representations. Transform-
ers in BERT learn a weight for each word of the input vector. Finally, BERT is applied to
different natural language tasks with fine-tuning.

Sentiment analysis is included in the fine-tuning task of BERT, so we can use it to explore
the emotional factors contained in the tweet texts. The tweet embeddings from tweet node
network and emotion elements extracted by BERT are feed into deep learning framework
to predict stock market movement.

5 The deep prediction model

In this section, we propose a deep prediction model based on attention mechanism to pre-
dict stock trend with price information and the features extracted from tweets. Since both
market indicators and social comments in Twitter can be regarded as time-series data, we
choose Long Short Term Memory network (LSTM) [10] as the basic framework of the
whole deep prediction model. As a variant of recurrent neural network, LSTM can not only
keep the memory of past information, but also solve the problem of long-term dependence
on traditional neural network. In order to solve the problem that LSTM is difficult to obtain
a reasonable vector representation when the input sequence is long, we apply the attention
mechanism [16]. Specifically, attention is a model that imitates human attention and can
quickly screen high-value message from lots of information. We have reached a consensus
that each tweet has a different correlation with a company or the stock market. It is unreason-
able to treat each tweet with the same importance. Therefore, we use an effective attention
mechanism [16] to assign weights to the data such that the model can treat different tweets
adaptively.

According to the above ideas, our deep prediction model based on LSTM and atten-
tion mechanism is illustrated in Figure 4. The input of the model can be divided into two
parts: tweet-driven section and market-driven section. The flow of the model is to feed
tweet embeddings into the attention mechanism and LSTM, and then concatenate with the
normalized stock market indicator, finally reach the output layer.

Thanks to that the stock price has the characteristics of continuous fluctuation, financial
experts believe that the rise and fall of stock price are closely related to the historical stock
price, especially the extreme point [38]. It is not enough to consider the historical stock price
of one day only. Therefore, with regard to the market-driven module, the historical stock
price information will be reorganized in the form of time windows, and finally combined
with the output of tweet-driven module through normalization.
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Figure 4 The deep prediction model

This self attention mechanism was first used in sentence embedding. It considers the
words and phrases in a single sentence and gives different attention weights to generate the
final vector. This paper treats the many single tweets of the day as words, which compose
the “sentence” that represents the Twitter situation of a certain stock in one day. Suppose
the size of each tweet vector is u, and n is the number of tweets related to a stock on a day.
The tweet vectors ts,i of the stock s on the same day are composed of an initial vector T ,
which has the size n-by-u representing the stock’s situation in Twitter on that day.

T = (
ts,1, ts,2, ..., ts,n

)
(9)

The initial vector T first fed into the self-attention layer and then the weight matrix A is
generated to transfer the initial vector to M .

A = sof tmax (Ws2 tanh (Ws1T )) , (10)

M = AT, (11)

where Ws1 is a weight matrix with a shape da-by-u, Ws2 is a matrix extended from a vector
of parameters with size da and the shape is r-by-da . Where da is a hyper-parameter that can
be set arbitrarily and r is the number of different components extracted from the original
vector T such that the mechanism can focus on various parts. The final weighting matrix M

can be obtained by multiplying the weight matrix A and the initial tweet vector T .
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The main idea of LSTM is to use three gates named input gate i , forgetting gate f and
output gate o to determine the information to be retained and discarded and to output the
final result. The detailed formula is shown below:

ft = σ
(
Wf · [

ht−1, xt

] + bf

)
(12)

it = σ
(
Wi · [

ht−1, xt

] + bi

)
(13)

C̃t = tanh
(
WC · [

ht−1, xt

] + bC

)
(14)

Ct = ft ∗ Ct−1 + it ∗ C̃t (15)

ot = σ
(
Wo

[
ht−1, xt

] + bo

)
(16)

ht = ot ∗ tanh (Ct ) (17)

where ht is both the output at the step t and the input of next LSTM cell. Another input is xt

in the above formulas, which is the output of attention layers. Compared with the traditional
recurrent neural network, LSTM needs to remember not only the hidden state ht−1 and cell
state Ct−1 of the previous unit. The pseudo-code of training model is given in Algorithm 2.

6 Visualization

We design the visual interface according to two principles as following:

– First of all, the content on the interface can help users to understand and analyze the
actual basic characteristics of the stock.

– Over the information of stock, users could obtain reference opinions from interface
whose details produced by our model.

Specially, the visual interface integrates the stock forecast model proposed in this paper
(Figure 5). Users can browse the actual price of each stock on this interface, click the button
to run the model for stock price forecast and check the deviation between the result of
prediction and the actual trend.

The sidebar on the left shows the available stock names for switching. After selecting
a specific stock, the actual data will be displayed in Figure 5a, including opening price,
closing price, high and low price. In addition, the overall trend will be displayed in the form
of candle chart where red and green represent uptrend and downtrend respectively whilst
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Figure 5 The interface of stock prediction tool: (a) Stock timeline view showing the stock price history with
different indicators; (b) Display of trend results with color representation

the adjusted closing price in the style of line chart. Figure 5b shows the area where the
prediction results are displayed. Users can click the button to use the model proposed by this
paper to predict the trend of the stock market. The model embedded in the interface can give
results quickly. The results are displayed in a colored column chart where red represents the
upward trend, while green means the stock is falling. There is also a time selection bar at
the top of the display area to adjust the time span. Users can view the actual situation and
forecast results of the stock on demand.

7 Experiments

In this section, we examine the practicability of our model with real-world tweets data
and stock market price data. We confirm the effectiveness of our model and whether the
vectors generated by tweet node model with real data enhance the accuracy of stock price
forecasting tasks. At last, we summarize the results of market simulation of our approach.

7.1 Data collection

The rise and fall of stocks are according to the trading situation of the day, so most of the
previous research work is to regard the stock trend prediction as a binary classification prob-
lem, and strive to get more accurate prediction results. We believe that social comments are
valuable for stock forecasting tasks, which means that the premise of using this type of data
is that a certain stock can have a high degree of discussion and activity. We choose popular
stocks or index that are widely mentioned on Twitter as experimental data including $AAPL
(Apple Inc.), $WMT (Walmart Inc.), $SPX (S&P 500 Index), $AMZN (Amazon.com Inc.)
and $PEP (PepsiCo Inc.). The form of data from Twitter is shown in Table 2. In addition to
the basic tweet content and posted time, the ID identifies each tweet, the attributes include
the sign of retweeted tweet, and the original tweet ID if the sign is “Y”. In accordance with
our algorithm, this kind of label plays an important role in constructing the reply relation-
ship edge in the tweet node network. The time span of the data adopted is 01/03/2012 to
01/07/2012, and the amounts of tweets used per day are shown in Table 3. We can see that
the average amount of tweet data related to all stocks exceed 1000 such that it is forceful
that the experimental data can represent the situation of public opinion of the stock on that
day.

For the historical price data of the stock market, we choose the opening & closing &
highest & lowest price from Yahoo Finance [39].
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Table 2 Two samples of tweet data

Time Tweet ID Content Reply State Reply Tweet ID

Thu Mar 01 17500927 I don’t know why N None

2244092 but the pepsi from

this Fosters Freeze

taste AMAZING.

Thu Mar 01 175060627 RT free man You need Y 17504808

52036 some diet cherry pepsi. 666884

7.2 Training setup

As for the tweet embedding, we set the length of walk as 80 and the number of times is 10.
The dimension of vectors generated by tweet node network is 128.

We use a 3-day lag window for stock price sample construction and set the LSTM
units in a 128 size. The activation functions used in the model are Rectified Linear Unit
(ReLU) and Sigmoid. The segmentation ratio of training set and test set is 1 : 1. We train
the model with an Adam optimizer with the initial learning rate of 0.001. The stock price
movement classification accuracy (ACC) is adopted as the performance metric: ACC =
#correct predictions
#total predictions .

7.3 Baselines and proposed models

In order to verify the validity of our model, we carry out comparative experiments with
our approach, baselines and the variant of our model. Note that to ensure the authentic-
ity of comparative, the performance of all model are measured with the same input data
of daily tweets. For the sake of detecting the superiority of our embedding method, we
consider two very popular embedding models for comparison: average bag-of-words [21,
22] and doc2vec [13]. The former actually is a kind of algorithm of word2vec, which can
measure the similarity of words when the doc2vec is a derivation of word2vec for docu-
ment representation. As for deep learning model, we adopted LSTM and CNN to cooperate
with different embedding methods as the prediction model. In addition, in order to explore
the performance gap between the proposed model and the widely used stock price trend
prediction model, we also introduce a popular model StockNet [38].

Table 3 Tweets amounts of
stocks Stock Daily Average Tweet Total Tweets

$AAPL 30172 2564653

$WMT 3643 309681

$SPX 4702 399715

$AMZN 4394 373490

$PEP 1529 130012
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We construct the following five baselines in different genres.

– Average BOW-LSTM: Tweets are embed into vectors which are the average of
words embeddings. Then LSTM is used for prediction task with the input of tweets
embeddings and historical price.

– Average BOW-CNN: The same tweets embedding method as the previous baseline is
adopted, but the vectors are input into CNN.

– Doc2vec-LSTM: The content of tweet is represented as dense vector by doc2vec
algorithm then fed into LSTM with historical price.

– Doc2vec-CNN: Replace LSTM of the previous baseline with CNN.
– StockNet: A state-of-the-art variational Autoencoder (VAE) that uses price and text

information and could directly learns from data without pre-extracting structured events
[38].

To ensure the effect of our approach and primary components, We also construct the
following model for experiment,

– TE+: Fully-equipped model proposed in this paper which adopts tweets node model.
– TE-: The generative model without emotional attributes generated by BERT.

7.4 Results

In this section we analyze the experimental results which include whether the sentimental
factors in Twitter data are related to stock price fluctuations and we prove that senti-
ment analysis of tweets is beneficial to stock price prediction. What’s more important is
that we compared the traditional baseline model with the approach we proposed, gave
the experimental results and analyze the information contained. Through this experiment,
we demonstrate that the proposed method can improve the quality of stock price trend
prediction to a certain extent.

7.4.1 Stock price movements and tweets sentiment

It is our consensus that the emotional tendency contained in public information can reflect
or affect the trend of stock prices. As for enriching the tweets embedding, BERT is used in
the Twitter node model to replenish emotional elements. Through BERT, we can categorize
tweets as positive or negative according to sentiment, and calculate the proportion of pos-
itive tweets every day. In order to exhume the relationship between the overall sentiment
of daily tweets and the actual trend of stock prices, Figure 6 shows the proportion of daily
positive sentiment and stock trading volume of $PEP from 01/03/2012 to 30/07/2012.

It can be seen from the Figure 6 that the proportional trend of positive tweets is similar to
the trend of stock trading volume at certain moments. For example, the transaction volume
from 01/03/2012 to 09/03/2012 turned from a decline to an increase, and the proportion of
positive tweets in Twitter also reveals the same trend. A similar phenomenon also appeared
in several time periods such as 24/04/2012 to 28/04/2012.

At the same time, it is obvious that the sentiment of public information cannot fully
reflect or affect stock price changes. We should take this emotional factor into consideration,
but it is unscientific to rely solely on it for stock price prediction. This also proves that we
need to introduce more elements explored when using tweets to do stock price forecasting.
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Figure 6 Percentage of daily positive tweets and stock trading volume about $PEP

7.4.2 Stock prediction

Since stock movement is a tough task with high volatility caused by many factors, previous
studies have shown that accuracy of 56% is already a satisfying result for binary stock
movement prediction [23, 38]. Table 4 shows the accuracy of different models for stock
prediction, which describe the performance of our approach in comparison to other current
embedding models.

According to the experimental results, We come to the following conclusions.
First of all, from the experimental results of two embedding models: average bag-of-

words and doc2vec which are generally used, the vast majority of stocks can achieve more
than 50% accuracy, which means that the combination of tweets text information and his-
torical stock price impact on stock forecasting task positively. Comparing the first two rows
in the table with the third row and the fourth row, we can see that the average bag-of-words
embedding model can contribute a better benchmark. We speculate that it is better than

Table 4 Performance of baselines and our approach in accuracy. The best score is in bold

Model AAPL SPX PEP AMZN WMT Average

Average BOW-LSTM 53.49 60.47 58.14 53.49 46.51 54.42

Average BOW-CNN 46.51 51.16 62.79 58.14 55.81 54.88

Doc2vec-LSTM 53.49 53.49 53.49 55.81 51.16 53.49

Doc2vec-CNN 53.49 51.16 51.16 53.49 58.14 53.49

StockNet 55.81 55.81 60.46 51.16 55.81 55.81

TE- 60.46 65.12 60.46 65.12 55.81 61.39

TE+ 62.79 67.44 67.44 65.12 58.14 64.19
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doc2vec because the latter is to use the semantic relationship between sentences to encode,
while Twitter data is not like an article that can form a contextual whole, so the average
bag-of-words model can better indicate the meaning of each tweet.

Secondly, by comparing the results of our models and baselines, we can know that our
model outperforms or in accordance with baselines in each stock, which proves the superior-
ity of our model’s performance. Specifically, our fully-equipped model improves by 9.5%,
6.97%, 4.65%, 6.98% in comparison to the best result of baseline on $AAPL, $SPX, $PEP
and $AMZN respectively. In addition,the accuracy of our model is consistent with that of
Doc2vec-CNN on $WMT.

It is worth mentioning that by comparing the TE- and baselines based on LSTM in
Table 4, we can see that the former is better than the latter in most cases. It demonstrates
that the embeddings from tweet node network can achieve better results with the cooper-
ation of LSTM based on attention mechanism. Our embedding approach is sufficient to
strengthen the tweet vector representation with additional message detected from potential
connections between tweets. The first four baselines extract semantic information from the
text of Twitter data, without considering the extra relationship between tweets produced
by user interactions. This experimental result also shows that the interaction between users
will produce knowledge that can not be obtained by analyzing text semantics only. There-
fore, our embedding method considers different sources of knowledge and can cover more
market information.

We can see that StockNet can achieve an average accuracy of 55.81% over all the four
baselines based on CNN and LSTM, which proves that StockNet is an advanced technique
in the field of stock prediction. However, it is obvious that our model TE+ and TE- out-
perform this strongest baseline StockNet in all the target stocks. We think that although
StockNet uses the market encoder to extract the relevant semantic information from the
tweet texts, it does not take into account the unique interactivity of social platform data like
tweet data. And the interaction information between two tweets can supplement the message
that can not be obtained from a single tweet.

At last, the emotional features brought from BERT can supplement the embeddings from
tweet node network, as the ACC of TE+ higher than that of TE-. The accuracy of the exper-
imental results of the fully-equipped model on all stocks is higher than 58%. In the previous
section, it was mentioned that the emotional information contained in the tweets can help
predict the trend of stock prices to a certain extent, which has also been verified here. To
sum up, the tweet embedding method proposed in this paper can capture the valuable infor-
mation that is conducive to stock price prediction than the current popular text embedding
method. The combination of attention mechanism and LSTM can also make good use of
tweet embeddings.

8 Conclusions

We design a hybrid approach for stock movement prediction with tweets and historical stock
price. Especially for the unique interactive characteristics of Twitter data, instead of using
the current common embedding methods based on context, we propose a novel method
which can not only extract the semantic information of text, but also pay attention to the rela-
tionship of different tweets. This method builds a “social network” for tweet nodes instead
of taking each tweet as an isolated node. Therefore tweets with the same semantic elements
and interactive relationships are encoded into similar vectors. In addition to the embedding
obtained by tweet node network, we also use BERT, which has excellent performance on
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natural language processing tasks, to extract emotional factors in the Twitter data to obtain
a final representation that contains more effective information.

The attention-based LSTM network is used to predict the trend of short-term stock move-
ment with tweet embeddings and historical price. Further, in the experimental part, we
proved that the public sentiment tendency contained in the Twitter data is related to the stock
price trend, so it is well-founded to design text representations that can express emotional
factors. And our experiments involving a variant of our model and four baselines based on
various embedding methods and deep neural network shows that the proposed approach
achieves eminent performance in stock trend prediction.

In addition, a visual interface is developed for users to employ our model, and the
prediction results displayed can be compared with the actual value for stock analysis.
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