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Abstract
Entity disambiguation (ED) aims to link textual mentions in a document to the correct
named entities in a knowledge base (KB). Although global ED models usually outperform
local models by collectively linking mentions based on the topical coherence assumption,
they may still incur incorrect entity assignment when a document contains multiple topics.
Therefore, we propose a Locally-Global model (LoG) for ED which extracts global features
locally, i.e., among a limited number of neighboring mentions, to combine the respective
superiority of both models. In particular, we derive mention neighbors according to the syn-
tactic distance on a dependency parse tree, and propose a tree connection method CoSimTC
to measure the cross-tree distance between mentions. We also recognize the importance of
keywords in a document for collective entity disambiguation, which reveal the central topic
information of the document. Hence, we propose a keyword extraction method Sent2Word
to detect keywords of each document. Furthermore, we extend the Graph Attention Network
(GAT) to integrate both local and global features to produce a discriminative representation
for each candidate entity. Our experimental results on six widely-adopted public datasets
demonstrate better performance compared with state-of-the-art ED approaches. The high
efficiency of the LoG model further verifies its feasibility in practice.
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1 Introduction

Entity disambiguation (ED), which is also known as entity linking (EL), is one of the fun-
damental preprocessing tasks in Natural Language Processing (NLP), which can benefit
various applications such as information retrieval, question answering, machine translation,
etc. ED aims to resolve the semantic ambiguity of a mention and link it to the correct entry
in a given knowledge base (KB), as illustrated in Figure 1.

Generally, ED approaches can be classified into two categories: local model and global
model. Local model [5, 26, 38] resolves mention ambiguity by utilizing features such as
surface form and local context, while global model (also called collective entity linking)
[11, 12, 15, 18] achieves better performance by finding the best alignment of all the men-
tions in a document to maximize topical coherence. However, collective linking may end up
with incorrect entity assignment due to the extremely strong assumption of topical coher-
ence at document level. Consider the example in Figure 1. Global model prefers to link
both “England” to a rugby union team which is obviously incorrect for the former one.
Moreover, it usually incurs high computational complexity when the document contains a
large number of mentions. Therefore, the main trend of current ED approaches [3, 10, 19,
23] is to combine both local and global features, or in other words, consider coherence
locally. In fact, [3] claimed that topical coherence only need to hold among neighboring
mentions.

1.1 Challenges and contributions

Determining mention adjacency is a non-trivial task. Traditional sequence-based approach
[3, 30] measures the distance between mentions by simply counting the number of words in
between, which results in semantically inconsistent neighbors sometimes. In this work, we
resort to dependency parse tree to incorporate the syntactic structure of a sentence for more
accurate distance estimation. It is commonly believed that the closer two mentions are on
a parse tree, the higher linguistic relatedness they have. However, there are still two issues
we need to address carefully. First, it is highly possible for multiple mentions to have the
same tree-distance to a target mention, since each word can connect to several other words
on a parse tree. This calls for a neighbor selection mechanism to deal with such situation.
Considering that sequence-distance evaluates word closeness from a different perspective

Figure 1 An illustration of entity linking. The correct candidate entity for each mention is labeled by red
dash arrow
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with tree-distance and it causes less distance conflict among words, we propose to combine
both distance measures when determining mention neighbors. Furthermore, parse tree is
constructed for a single sentence, which makes the cross-sentence tree-distance unmeasur-
able directly. Therefore, we introduce an algorithm CoSimTC to connect the parse trees of
adjacent sentences, which derives a whole tree structure for each document, and then extract
mention neighbors based on the document-level parse tree.

Moreover, we observe that the topic distribution of a document is still crucial for entity
disambiguation, since the correct entities should align with the main topics of that docu-
ment. Although Latent Dirichlet Allocation (LDA) [2] has achieved proved effectiveness
in determining topics of a document, it is not applicable to the ED tasks as the topics are
represented as word distributions which cannot be directly encoded into model features. Fur-
thermore, discovering topics through word-by-word analysis of the whole document is quite
time-consuming, which would degrade the efficiency of entity linking. Therefore, in this
work, we pay attention to the keywords of a document, which reflect the central topic infor-
mation of the document. We propose a Sent2Word keyword extraction algorithm that can
detect keywords precisely and efficiently by identifying key sentences from the document
and extracting keywords at sentence level.

Another problem that needs to be considered is how to combine local features and global
coherence together. Graph-based methods have been successfully applied in this area, such
as the Graph Convolutional network (GCN) [22] utilized in [3]. However, GCN is highly
dependent on the graph structure, which usually leads to low generalization ability. We
believe that Graph Attention Network (GAT) [36] is an ideal alternative to integrate neigh-
bor and keyword coherence into local features. Specifically, based on the mention neighbors
extracted from the document parse tree, we utilize distance decay attention to encode the
mention distance information into deep neural network. In this way, the graph attention
layer can successfully extract the discriminative features and explore relatedness between
entities to infer the best entity linking result.

The main contributions of our ED method can be summarized as below:

– We derive meaningful local neighbors for each mention in a more linguistic way by
utilizing dependency parse tree. We propose a tree connection method CoSimTC to
generate a whole tree structure for each document, which can measure cross-sentence
distance between mentions. Our distance metric further combines both sequence-
distance and tree-distance to reflect mention closeness from different perspectives. The
proposed tree-based neighbors can help each mention to make more accurate linking
decision.

– We propose an accurate and efficient keyword extraction algorithm Sent2Word, which
locate key sentences in the document and then detect keywords at sentence level.
The topical coherence with both mention neighbors and keywords is integrated to
collectively determine gold entity linkings.

– Our neural ED approach combines basic deep neural network model with Graph Atten-
tion Network (GAT), which integrates the discriminative features for each candidate
entity on both local and global aspects. The distance decay attention produces better
representation for each candidate entity.

– We evaluate the proposed LoG model on six widely-adopted public datasets and com-
pare with state-of-the-art ED models. The experimental results verify the superiority of
our proposal in terms of both accuracy and efficiency.
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The rest of the paper is organized as follows: We introduce the details of the LoG model
in Section 2, report our experimental results in Section 3, review the related literature in
Section 4, and finally conclude our work in Section 5.

2 Entity disambiguationmodel

A typical ED framework consists of three main modules: candidate generation, feature
extraction, and neural network model. For each mention mi , a set of candidate entities
denoted as φ(mi) are selected from the knowledge base according to the prior probability
p(ej |mi). Discriminative features for each ej ∈ φ(mi) are extracted and fed into the neural
network model to learn the final probability of linking mi to ej .

Identifying representative and discriminative features is crucial to the performance of
ED framework. In this work, we combine both local and global features to learn the linking
probability of each candidate entity given its context information. Local features reveal how
compatible the candidate entity with its local information (e.g., surface form, surrounding
words of the mention). Following [3, 27], we conclude these local features for each ej ∈
φ(mi):

– Lexical match features between mi’s surface form and ej ’s entity name, which include
the edit distance between them and the Boolean features that measure if they are totally
matched or if one is the prefix or suffix of the other and vice versa.

– Context-based features which measure the word overlapping between ej ’s entity name
and the surrounding words of its corresponding mention. More specifically, it records
the lexical matching position between the entity name and the context words.

– Attention-based context information, which reflects the compatibility between ej and
its local context. It is computed as cos(ej , cmi,ej

), where cos is the cosine similarity.
cmi,ej

= ∑
ωk∈C(mi)

αk ∗ ωk is the weighted sum of context words, which integrates
the valuable information of context words C(mi) that is the most important to ej . Here,
αk ∝ cos(ωk, ej ) is the attention weight that reveals the importance of each context
word in supporting ej .

Our main contributions in this work are the carefully-designed global features to better
identify correct linking, i.e., neighbor-based global features (Section 2.1) and keyword-
based global features (Section 2.2), as well as the neural network model to integrate all the
proposed features (Section 2.3). We will elaborate on each module in the following.

2.1 Neighbor-based global features

Different from the document-level coherence assumption adopted in most collective ED
models, we propose that a mention only needs to be topically coherent with mentions that
are close, and we call this set of mentions as mention neighbors. In our model, part of the
global features is based on mention neighbors. Specifically, mention neighbors are formally
defined as the set of mentions that have the top-k minimum distances to the current mention:
N (mi) = {mi1, mi1, ...,mik}.

Intuitively, we can treat the number of words between two mentions in the document
as the distance between them, which is called sequence distance. However, the number of
words between mentions sometimes cannot reveal their closeness accurately. Taking the
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sentence in Figure 2 as an example, Beijing locates closer than Taiwan Strait in the raw text
with respect to the mention Lien Chan, while we can notice that Taiwan Strait is more rele-
vant to Lien Chan than Beijing because Lien Chan is the Kuomintang chairman in Taiwan.
Therefore, we aim to develop a better distance measure with the aid of parse tree to estimate
the syntactic distance between mentions.

Tree distance and tree connection Dependency parse tree is a type of tree-based structure
that reveals the syntactic structure of a sentence. The tree distance between two tree nodes
is defined as the length of the shortest path from one node to the other node within the
same parse tree. It is noticeable that the dependency parse tree is generated from a sequence
of words rather than mentions. Therefore, to estimate the tree distance of mentions whose
surface form includes multiple words (e.g., Australian National swimming team), we take
the LCA (Lowest Common Ancestor) node to represent this mention (which is team in
this case). We show an example dependency parse tree structure in Figure 2, which is gen-
erated by the Stanford CoreNLP toolkit. According to the definition of the tree distance,
Taiwan Strait is 3 hops away to Lien Chan while Beijing is 6 hops away, which accords with
the syntactic closeness, as Taiwan Strait is more related to Lien Chan. Overall, compared
with sequence distance, tree distance can generally reveal more accurate semantic relevance
between mentions.

Nevertheless, the distance between mentions located in different sentences cannot be
directly measured by the parse tree distance we defined above, because the dependency
parse tree can only be generated from a single sentence. Hence, an effective tree connection
method is necessary to deal with this issue. In this work, we introduce five possible solutions
to connect consecutive parse trees, which are explained as follows.

1. Root-based: Since each parse tree has only one root that serves as the syntactic center
of the corresponding sentence, we can have a straightforward tree connection strategy,
which connects consecutive parse trees by adding edges between their root nodes, as
illustrated with the orange lines shown in Figure 3.

2. Mention-based: Considering the influence of sequence distance between mentions, we
come up with another heuristic distance measure that adds edges between the adjacent
mentions in consecutive sentences, as illustrated in Figure 3, where the adjacent men-
tions (University of Sydney of the former sentence and Peter at the latter sentence) are
connected by the purple dash line.

3. Coreference-based: Co-reference is one of the most effective features of semantic rela-
tion between textual expressions. The definition of co-reference is: the two expressions

Figure 2 The dependency parse tree of a sample sentence
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Figure 3 An illustration of multiple parse trees for two sentences where highlighted words are mentions
and blue arcs are dependency edges. Green lines represent cross-sentence co-reference connection, orange
dash lines represent root connection, and purple dash lines represent the adjacent cross-sentence mention
connection

that are claimed to stand for the identical real-world entity in a given context are treated
as in co-reference relation. For instance, the expression “Peter” and “his” in the sen-
tences shown in Figure 3 both refer to the same person. Hence, we can connect these
two co-reference expressions to encode their correlation, as shown with the green lines.
One thing that needs to mention is that, since we aim to connect consecutive parse
trees, we only care about the co-reference expressions lying at adjacent sentences, while
ignoring the co-reference relations within the same sentence. By doing this, we can suc-
cessfully push semantically relevant mentions closer even though they are in different
sentences.

4. Similarity-based: Sometimes consecutive sentences may not have co-reference expres-
sions. Therefore, we need to design another algorithm to measure the relatedness
for cross-sentence mentions. Based on the intuition that similar mentions should be
pushed closer, we add edges between the pair of mentions located in adjacent sentences
that have the highest pairwise semantic similarity scores. In this work, the seman-
tic similarity score involves the similarity between their surface forms and context
words:

Sim(mi,mj ) = θ ∗ cos(mi,mj ) + 1 − θ

2
∗ ctx sim(mi,mj ) (1)

where ctx sim(mi,mj ) is related to mentions’ left context embeddings (lctx(m)) and
right context embeddings (rctx(m)). The embeddings of mention and context are the
average of the word vectors contained in surface form and context words respectively.
The context similarity is:

ctx sim(mi, mj ) = cos(lctx(mi), lctx(mj )) + cos(rctx(mi), rctx(mj )) (2)
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5. CoSimTC: Based on the previous four types of methods, we propose our final tree
connection algorithm CoSimTC (Coreference-Similarity Tree Connection) on the basis
of an integration of coreference-based and similarity-based approaches. As illustrated
in Algorithm 1, the general procedure of our algorithm runs as follows: We first connect
together each pair of co-reference expressions lying in adjacent sentences (lines 2–4).
For those sentences without co-reference relations, we add edges between mentions
lying in adjacent sentences and with pairwise highest similarity scores defined in (1)
(lines 6–8). Finally, we connect adjacent words for sentences that have no mentions
(lines 10–11). After executing the above operations, all consecutive sentences have been
connected and a complete document tree has been generated.

After producing the whole document tree DT for a series of continuous sentences, we
compute the tree distance between each pair of mentions based on DT and choose the top-k
mentions that have the smallest tree distance as the set of neighbors that are most coherent
to the current mention.

Neighbor-based global features Following [3], we extract two global features for each
candidate entity of the mention ei

j ∈ φ(mi) given mention neighbors N (mi) based on the
assumption that the mention should be topically coherent with any neighboring mention
m ∈ N (mi).

Intuitively, the gold entity of the target mention should be coherent to all its neighbor-
ing mentions, and the closer the neighboring mention locates to the mention, the higher
importance it has to disambiguate the target mention. Hence, we propose a distance-decay
neighbor mention similarity and apply it to measure the relatedness between the candidate
entity and the surface form of each mention neighbor:

{cos(ei
j ,mj ) ∗ pr |mj ∈ N (mi)} (3)
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where p is the distance decay factor and r ∈ [0, k − 1] is the ranking of the corresponding
neighbor. For each candidate entity, we concatenate its local features, entity embedding and
the distance-decay neighbor mention similarity to form the feature vector F ∈ R

d0 , which
is the initial representation of the candidate entity node.

Finally, global features are integrated for each candidate entity by building its sub-
graph on the basis of neighbor mentions. The subgraph is defined as G = (E,R),
where E = {e1, e2, ..., en} is the set of entities which represent the graph vertices, and
R = {ri

j |ri
j = Rel(ei, ej )} which serve as edges in the graph and reflect the relevance

between connected entities. According to the assumption that all mentions should be coher-
ent to their mention neighbors, their gold entity should also be coherent with each other. To
figure out the optimal subset of candidate entities for each mention, we connect each entity
with the candidate entities of its neighboring mentions. In other words, the nodes connected
to ei

j ∈ φ(mi) can be represented as:

N (ei
j ) = {el

k|el
k ∈ φ(mk),mk ∈ N (mi)} (4)

2.2 Keyword-based global features

With respect to document-level topical coherence, we believe the gold entity should not
only be coherent with its mention neighbors, but also align with the central topics of the
whole document. Therefore, we further extend our ED model by identifying topics of a doc-
ument and integrating compatibility features between candidate entities and the extracted
topics.

Keyword extraction Latent Dirichlet Allocation (LDA) [2] is a commonly-used unsuper-
vised topic model, which can accurately recognize topics of a document. However, LDA
is a statistical model which requires a large number of documents to learn meaningful
representations of topics. Moreover, it is not applicable to the ED tasks as the topics are
represented as word distributions which cannot be directly encoded into model features. In
this work, we pay attention to the keywords which reflect the central topic information of a
document.

Naturally, we can adopt an existing keyword extraction method, e.g., CoreRank [35]
which is a well-performed unsupervised word importance scoring algorithm and has been
successfully applied in various applications such as document summarization. CoreRank is
a graph-based algorithm to detect keywords that have influence across the whole document.
It first constructs a directed weighted graph from the document, where vertices represent
words and edges are weighted based on co-occurrence frequency of words within a sliding
window of a fixed size. It then computes the score of each node as a summation of the core
numbers of its neighbors, where the core number of a node is the highest order of the k-core
subgraph that contains the node. A k-core of graph G is a maximal subgraph of G in which
every vertex v has at least degree k [34] and the degree of v is the sum of weights of its
incident edges. Finally, it takes the top-k words as the keywords of the document. The aim
of the algorithm is to find the most influential words within the document, where a word is
considered to be influential if it is located at the core of the network. A general framework
of CoreRank is illustrated in Figure 4, where nodes ‘x’ and ‘xx’ have the same core number
2, but ‘x’ node has CoreRank score 3 + 2 + 2 = 7 which is higher than that of node ‘xx’
(2+2+1 = 5). Hence, the algorithm regards node ‘x’ as more influential than node ‘xx’, or
in other words, node ‘x’ is located closer to the core of the graph compared to node ‘xx’. In
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Figure 4 Illustration of CoreRank, where all red nodes have core number c = 3, blue nodes c = 2 and purple
nodes c = 1

our entity linking task, we can utilize these keywords with high CoreRank scores to ensure
the compatibility between candidate entities and the most influential topics of the document.

Sent2Word: from key sentences to keywords Unfortunately, we observe that directly
extracting keywords from the whole document using CoreRank has several limitations. On
one hand, CoreRank requires the most influential keywords to have a high co-occurrence
frequency with the remaining words in the whole document, which is obviously too strict.
Moreover, the raw document may contain noisy content that is likely to mislead the unsu-
pervised model when capturing crucial topical information. On the other hand, CoreRank
discovers topics by building a weighted graph among all the words in a document and
traversing the graph to calculate word scores. Such a word-by-word analysis of the whole
document is quite time-consuming, which would degrade the efficiency of keyword extrac-
tion and entity linking. Therefore, we propose the Sent2Word algorithm that first locates
the key sentences in a document and then applies CoreRank only on the key sentences to
extract keywords.

Obviously, the most important question is how to rank sentences of a document so as
to identify key sentences. Our basic idea is that a sentence is more important if it has
a higher similarity with the other sentences of the document. To this end, we construct
a weighted sentence-graph from the given document, where nodes represent sentences
and edge weights measure the similarity between sentences, and then conduct a PageR-
ank [29] on the sentence-graph to obtain the final scores of all the sentences denoted as
Scorepagerank(s). In order to calculate sentence similarity, we convert each sentence s into
a bag-of-word representation with the words weighted by term frequency-inverted docu-
ment frequency (tf-idf) metric and measure the similarity between sentences si and sj as
the cosine of the corresponding weighted word vectors. A straightforward way of applying
tf-idf is to calculate the sentence-level tf and idf values. In other words, it assumes that a
word is very important for expressing a sentence if it occurs frequently in the target sentence
while rarely in the other sentences. However, this assumption contradicts with our intuition
for extracting keywords from a document, since the topic words should still appear fre-
quently in the document. Hence, in order to capture the most influential words in a sentence
and meanwhile eliminate the misleading information introduced by unimportant words that
occur commonly in all the documents, we adopt sentence-level tf and document-level idf
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values for word weighting. In particular, tf measures the frequency of a word within the
sentence:

T F(wi, sj ) = Count(wi, sj )
∑

wk∈sj
Count (wk, sj )

, wi ∈ sj , sj ∈ d, d ∈ D (5)

where d is the target document and D is the whole document dataset. Idf is computed at
document level:

IDF(wi) = log
|D|

1 + |Dwi
| , wi ∈ d, d ∈ D (6)

where |Dwi
| represents the number of documents containing wi , and |D| is the document

dataset size.
The above PageRank-based algorithm might not perform well when the document con-

tains only a limited number of sentences. To remedy the lack of sentences for some short
documents, we introduce another two sentence features, position information and length
information, which are quite effective for measuring the importance of sentences. We
observe that people tend to express their main topics at certain positions when writing a doc-
ument. Based on our statistical analysis of the sentence distribution on a sample of public
datasets, the possibility of key sentences appearing at the beginning or the end of the docu-
ment is usually much higher. Hence, we assign different weight to each sentence according
to its relative position in a document and the observed distribution, reflecting the probabil-
ity of choosing it as a key sentence, denoted as Scorepos(s). Furthermore, to eliminate the
score dominance caused by some really long sentences, we adopt the length score which
reveals the difference between the target sentence length and the ideal key sentence length
(e.g., the average sentence length of a document):

Scorelen(s) = lengthavg − |lengthavg − lengths |
lengthavg

(7)

The final score of each sentence s is defined as a weighted linear combination of all the
three aforementioned scores, where the parameters α, β, and γ represent the importance of
each corresponding score with α + β + γ = 1:

Score(s) = α ∗ Scorepagerank(s) + β ∗ Scorepos(s) + γ ∗ Scorelen(s) (8)

After calculating the final score of each sentence, we select sentences with top-l overall
scores as the key sentences and then apply CoreRank algorithm to score each word within
the key sentences. The highest ranked k words are regarded as the keywords of the target
document, denoted as W(d).

Add keywords to feature vector and graph vector After extracting keywords for each
document d , denoted as W(d) = {w1, . . . , wk}, we define a coherence set, which includes
both the neighbor mentions and the keywords: C(mi) = N (mi) + W(d) where mi ∈ d .
We believe the gold entity of a mention should be coherent with the whole coherence set
that covers the locally-global information (i.e., neighbor mentions) and the global topic
information (i.e., keywords) at the same time. Hence, in addition to the neighbor mention
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similarity defined in (3), we also concatenate the similarity between the candidate entity
and each keyword into the feature vector F :

{cos(ei
j , wj )|wj ∈ W(di)} (9)

Similarly, we need to add keywords to each sub-graph vector G as well, since we intend
to find the best entity assignment within a set of mentions close to each other and meanwhile
guarantee the coherence between the entity assignment and the topical keywords across the
whole document. In particular, the updated subgraph vector of each candidate entity ej for
mention mi (unlike (4)) contains both the candidate entities of the neighbor mentions and the
extracted keywords of the document as vertices, and the edges connect the candidate entity
to every node belonging to its neighbor node set e ∈ N (ei

j ) which is defined as below:

{N (ei
j ) = nl

k|nl
k ∈ φ(mk) ∪ W(d),mk ∈ N (mi)} (10)

2.3 Neural networkmodel

The overall ED framework is illustrated in Figure 5. We extract mention neighbors for
each mention based on the document tree built by our CoSimTC measure and extract key-
words for each document. The mention neighbors and the keywords together consist of
the coherence set, based on which the entity subgraph is constructed as global features.
We also extract a series of local discriminative features, concatenated the compatibility
between entity and the coherence set to generate the feature vector for each candidate entity.
We then implement and extend the Graph Attention Network (GAT) [36] to explore the
coherence between entities, which integrates both local information and global structure
information for entity disambiguation. The key difference with the original GAT structure

Figure 5 Framework overview
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in [36] is that our input graph is the subgraph structure built on top of the mention neigh-
bors and topical keywords, instead of the whole graph containing all mentions within the
document.

The objective of the neural network model is to find the best linking candidate for each
mention, which satisfies that:

Γ (m) = arg max
ei∈φ(m)

p(ei |m) (11)

where p(ei |m) is the probability that m refers to candidate ei , and p(ei |m) ∝
exp(score(m, ei)). score(m, ei) is the score function which is learned by our neural
network model. We introduce the detailed computation process below.

Encoding features In our model, each entity serves as a node and the relations between
two entity serve as edges. For any ei ∈ φ(m), we have feature vector Fi ∈ R

d0 , which
is the initial representation of the entity. Firstly, we will encode the feature vector using a
perception (MLP): h1

i = g(Fi), where h1
i is the hidden state of entity ei , g is a two-layer

MLP.

Entity relation scores Then, we use graph attention layer to compute the relation score
between ei and each of nj ∈ N (ei). Different from conventional GAT, we use multiplicative
attention to compute the relation between two entities:

Rel(ei, nj ) = pr

(
eT
i Rnj

|ei ||nj |

)

(12)

where ei , nj ∈ R
de is the embedding of the two entities (nj is encoded as either word

embedding or entity embedding depending on whether it is a word or an entity), R ∈ Rde×de

is the diagonal matrix that represents the relation between the two entity nodes. Here, we
also add weight decay pr which is the same value as defined in Section 2.1. Note that if
nj is a word embedding, we ignore the weight decay for it. This relation score contains the
relatedness between ei and nj in KB. It also reflects the closeness in text, because it weakens
the weight for candidates that have long distance between their corresponding mentions.
After calculating Rel(ei, nj )for each nj ∈ N (ei), we normalize them to guarantee that all
the Rel(ei, nj ) of neighbor nodes sum to one. Then we can derive the new representation
of ei as:

h′
i = σ

⎛

⎝
∑

ej ∈N(ei )

Rel(ei, nj )Whj

⎞

⎠ (13)

Decoding After above computations, the hidden state of ei now contains the features of
itself, integrating with the features of all ej ∈ N (ei). Finally, we map the hidden state ht

i to
the confidence score of choosing ei :

score = Wtht
i + bt (14)

Training objective The training objective of our neural network model is to minimize the
cross-entropy loss. The objective can be described as:

Lm = −
n∑

j=1

P(eg|m)log(P (ej |m)) (15)
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where eg is the ground truth candidate entity. Suppose that we have D mentions per doc-
ument and there are totally D documents in our training dataset. The overall objective
function is the loss of all mentions within the training corpus:

L =
∑

D∈D

∑

m∈D
Lm (16)

3 Experiments

In this experiment, we evaluate the overall performance of our LoG model for entity
disambiguation, as well as the corresponding effect of different strategies for extract-
ing neighbor-based global features (introduced in Section 2.1) and keyword-based global
features (described in Section 2.2).

3.1 Experimental setup

Datasets Following previous work, We verify the performance of our ED model on six
widely-used publicly-available datasets. For in-domain scenario, we utilize AIDA-CoNLL
dataset [18] which includes AIDA-train for training, AIDA-A for validation and AIDA-B
for testing. For out-domain scenario, we still train and validate on the AIDA dataset and
test on other five popular datasets: MSNBC, AUIAINT, and ACE2004 [33] are released and
cleaned by [13]; WNED-CWEB [9] and WNED-WIKI [13] are two datasets with larger
size but less reliability, which are automatically extracted from ClueWeb and Wikipedia
respectively. We report the statistics of these datasets in Table 1.

Comparedmethods We compare our LoG model with the following existing state-of-the-
art entity linking systems: Hoffart et al. [18] and Guo and Barbosa [13] are both effective
graph-based ED approaches; Ganea and Hofmann [10] is a novel global ED model based on
the Loopy Belief Propogation (LBP); Phong and Ivan [23] considers correlations between
entities for collective entity linking. Fang and Cao [7] and Yang and Gu [39] both link enti-
ties in sequential order and utilize reinforcement learning to boost performance globally;
Chen and Wang [4] incorporates latent entity type information to achieve further improve-
ment of the linking accuracy. For a fair comparison of these models, we report the best
performance achieved on the same datasets from their original papers. We only consider
in-KB mentions and micro-F1 measure in this experiment, where micro-F1 evaluates the

Table 1 Statistics of datasets used in the experiments

Dataset Total mentions Total docs Mentions/doc Gold recall

AIDA-train 18448 946 19.5 –

AIDA-A 4791 216 22.1 96.9%

AIDA-B 4485 231 19.4 98.2%

MSNBC 656 20 32.8 98.5%

AQUIAINT 727 50 14.5 94.2%

ACE2004 257 36 7.1 90.6%

WNED-CWEB 11154 320 34.8 91.1%

WNED-WIKI 6821 320 21.3 92%
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average linking accuracy per mention. All the reported performance are based on Wikipedia
and YAGO mention-entity index. We run the models five times and report the average
performance. We also show the standard deviation in the ablation study for significance test.

Hyper-parameter settings To construct the document tree, we utilize the commonly-used
dependency parsing toolkit from Stanford CoreNLP in this experiment. The dimensions
of the word and entity embeddings are both d = 300. Word embeddings are from glove
[31] and entity embeddings are from [23]. We choose the top-6 mentions as the mention
neighbors, and the distance decay for mention neighbors is 0.95. As for similarity-based
CoSimTC measure, the parameter θ used in (1) is 0.7. We fetch surrounding words of each
mention at window size of 50 as context words ce,m, and window size of 3 for (1).

With respect to the related parameters of keyword extraction , we set number of key
sentences l = 3, and the number of keywords k = 2. The parameter setting for (8) is α =
0.8, β = 0.1, γ = 0.1 respectively. These parameters are determined by grid search. Before
building the graph-of-words and feeding it to the CoreRank algorithm, we pre-process the
text by the following steps: 1) Remove stopwords. 2) Use Part-of-Speech tagging to keep
only nouns and adjectives. The POS tool is from Stanford CoreNLP. 3) Stem each word
using WordNetLemmatizer in nltk package.

The hyper-parameter settings and training procedure of our GAT model mostly follow
[3] and [10]. We use early-stop in the training stage, and make each document as a mini-
batch. We set a 2-layer MLP encoder, which has 2000 and 1 hidden units respectively. We
set the number of graph attention layer as 2 to capture richer global entity coherence. The
diag(R) is sampled from N (1, 0.1).

Candidate generation and selection The candidate generation and selection step setting is
as follows: we pick top-30 entities for each mention with highest p̂(e|m). Then, we preserve
the candidate entities based on two standards: (1) top-4 entities with highest p̂(e|m); (2) top-
4 entities that have the largest context-entity similarity scores. The similarity is measured as
the cosine similarity between entity and context words: eT (

∑
ω∈W w), where e,w ∈ R

d are
entity and word embeddings respectively, and W is the surrounding words of mi inside the
50-word window.

3.2 Overall performance

The overall performance of entity disambiguation on the six public datasets is shown in
Table 2. We report the in-domain accuracy, the cross-domain accuracy, and the average
performance over all cross-domain datasets respectively in the table. It can be shown that
our LoG model, which combines both mention neighbors and keywords information, has
a promising generalization ability in the out-domain scenario and achieves superior perfor-
mance compared with most of the existing state-of-the-art methods. Considering the overall
performance on the cross-domain datasets, LoG model is comparable with Fand and Cao
[7] and achieves the highest F1 score on average. In particular, it has the best performance
with respect to F1 score on most datasets including MSNBC, AQUIAINT, ACE2004 and
ClueWeb datasets. Although other models have higher accuracy on the WIKI dataset, their
performance on the other cross-domain datasets is still incomparable with our LoG model,
thus leading to lower average F1 score. Moreover, it is worth noting that these models to
some extent incorporate the Wikipedia corpus into their feature representation [23, 39] or
training process [4, 7, 13]. For example, Yang and Gu [39] utilizes Wikipedia’s hyperlink
structure to incorporate entities that are closely associated with the target entity into feature
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Table 2 F1 scores over all six public datasets, where the bold and underlined scores are the best and second
best accuracy achieved on corresponding dataset, respectively

Methods AIDA-B MSNBC AQUIAINT ACE2004 ClueWEB WIKI Avg

Hoffart et al 81.82 79 56 80 58.6 63 69.74

Guo and Barbosa 89 92 87 88 77 84.5 86.25

Ganea and Hofmann 92.22 93.7 88.5 88.5 77.9 77.5 86.39

Phong and Ivan 93.07 93.9 88.3 89.9 77.5 78.0 86.77

Fang and Cao 94.3 92.8 87.5 91.2 78.5 82.8 87.85

Yang and Gu 94.64 94.57 87.38 89.44 73.47 78.16 86.27

Chen and Wang 93.54 93.4 89.8 88.9 77.9 80.1 87.27

LoG-Sent2Word 91.74 94.16 90.90 92.92 76.96 75.02 86.95

LoG 92.02 94.32 90.75 92.92 77.91 76.24 87.37

representation; Fang and Cao [7] filters candidate entities based on Wikipedia and exploits
additional training data from the Wikipedia corpus; With the help of powerful BERT model,
Chen and Wang [4] also achieves good performance on the WIKI dataset by pre-training
the BERT model on Wikipedia articles. However, such a setting limits their generaliza-
tion ability to the other cross-domain datasets, resulting in inferior linking performance.
Comparing LoG and LoG-Sent2Word [37] (the LoG model that only considers mention
neighbors while ignoring topical keywords), we can observe higher accuracy achieved by
the final LoG model, which verifies the importance of integrating topical keywords for
entity disambiguation.

For the in-domain evaluation, our LoG model is slightly outperformed by several state-
of-the-art solutions [4, 7, 39]. These models integrate all mentions within a document to
capture topical coherence, while our idea of mention neighbors is still effective as a trade-
off of document-level coherence. When a large amount of mentions are incorporated, more
information could be included in the model but it is also more likely to introduce misleading
information. Besides, limiting topical coherence among mention neighbors can effectively
prune the training space and hence achieve higher model efficiency and feasibility in prac-
tice. Furthermore, these state-of-the-art models all incorporate auxiliary information in their
training and testing process. Specifically, Chen and Wang [4] utilizes the latent type infor-
mation via BERT model, which is quite useful in the AIDA-CONLL dataset. Fang and Gu
[7] achieves a high-quality candidate entity set with the help of Wikipedia and improves the
feature representation by incorporating additional training data from Wikipedia. Although
Yang and Gu [39] achieves the best performance on the in-domain AIDA-CONLL dataset, it
has poorer generalization ability and performs not well on most of the cross-domain datasets
especially AQUIAINT, ACE2004 and ClueWeb. Overall, our LoG model achieves compara-
ble or even superior performance on the public datasets. Nevertheless, this experiment also
inspires us to leverage extra knowledge for entity disambiguation (e.g., type information,
Wikipedia articles and hyperlink structure) in our future work.

3.3 Component analysis

Effect of global features In this part, we illustrate the effectiveness of adding global infor-
mation from neighbor nodes and keywords via our GAT-based network model. The local
results are generated by only implementing the MLP encoder described in Section 2.3 which
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Figure 6 Effect of using GAT to integrate global information

encodes each entity as node based on its feature vector, and the global model represents for
the LoG model. Figure 6 demonstrates the effectiveness of our GAT neural network model,
which increases the accuracy on each dataset by at least 4% F1 score. It is noticeable that
the accuracy increase of our GAT model is smaller on the first three cross-domain datasets:
MSNBC, AQUIAINT and ACE2004. The reason is that the entity disambiguation cases are
easier, 85% of which can be solved by just utilizing the local features. Whereas the AIDA-
B, ClueWeb and WIKI datasets are much more challenging because they include noise
and more ambiguous cases that our encoding features within feature vector cannot han-
dle. Therefore, the influence of the global information integrated by our GAT-based model
becomes more important for ClueWeb and WIKI datasets.

Comparison of distance measures Table 3 shows the performance difference of the four
kinds of distance measures in our neural network model. Except seq-dist, the latter three
distance methods all measure the distance between mentions within the same sentence by
dependency parse tree. We exclude the keywords information from our LoG model in this
experiment to have a fair comparison. We can conclude from Table 3 that the CoSimTC dis-
tance measure significantly beats the other three distance measures and achieves the highest
accuracy across all these six datasets, since it integrates not only the co-reference informa-
tion but also the compatibility between mention and context words in adjacent sentences. It
can also be observed that mention-based measure has satisfactory results, even if it obtains
a slightly worse performance than CoSimTC. The reason is that the mention-based method

Table 3 Comparison of seq-dist, root-based, mention-based and CoSimTC measures

Methods AIDA-B MSNBC AQUIAINT ACE2004 ClueWEB WIKI

seq-dist 91.45 ± 0.18 93.96 ± 0.13 89.79 ± 0.53 87.32 ± 0.7 75.07 ± 0.13 73.60 ± 0.14

root 91.33 ± 0.21 93.80 ± 0.15 89.51 ± 0.42 86.92 ± 0.82 74.98 ± 0.13 74.15 ± 0.12

mention 91.62 ± 0.14 93.88 ± 0.15 89.65 ± 0.41 90.83 ± 0.44 76.34 ± 0.13 74.2 ± 0.11

CoSimTC 91.74 ± 0.20 94.16 ± 0.16 90.90 ± 0.63 92.92 ± 0.4 76.96 ± 0.13 75.02 ± 0.24
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also measures inter-sentence mention distance at sentence level. Root-based distance has a
poor performance, and even worse than seq-dist sometimes. This is because such distance is
only able to figure out intra-sentence mention closeness, while simply adding edges to the
root of each sentence may involve mistakes when measuring cross-sentence mention dis-
tance in some cases. For instance, the words that are closer to the sentence root are likely to
have a smaller distance between each other, even if their sequence distance is large.

It can also be observed that the four types of distance measures have the largest difference
of performance on the ACE2004 dataset. The reason is that this dataset is smaller, thus the
changes by even a few cases can contribute to evident differences in the overall accuracy of
the whole dataset. Another reason is that this dataset is cleaner, hence the benefit of methods
based on parse tree can be expressed totally without the influence of noise. However, for
AIDA-B dataset, the four distance measures have a negligible difference. This is because
this dataset has few multi-mention sentences, which means most sentences have a smaller
number of mentions, and even using seq-dist is enough to reflect the closeness of these
mentions. Furthermore, we cannot observe obvious benefit for parse tree based distance
measures for ClueWeb and WIKI datasets, because the noise contained in these two datasets
has a bad effect on producing parse tree for each sentence. For example, they may contain
some invalid sentences that have incorrect linguistic structure or short fragment sentences
deriving from breaking long sentences, such as messy symbols, website addresses, news
titles, which cannot be parsed into valid parse trees. In addition, the co-reference tool we
used may produce some incorrect co-references across sentences, which may bring bad
influence to the benefit of the co-reference relations when connecting adjacent sentences.

Comparison of keyword extraction methods Table 4 illustrates the result comparison
of three keyword extraction algorithms described in Section 2.2, i.e., LDA, CoreRank,
and Sent2Word. Overall, it can be concluded that adding keywords information is useful
for entity disambiguation since the performance on the two large-scale and challenging
datasets, ClubWEB and WIKI, is significantly improved for all the three keyword extrac-
tion algorithms compared with the LoG model which only considers mention neighbors
using CoSimTC. Keyword information also has effect on the in-domain AIDA-B dataset
because it can capture the overall topic when linking entities. The improvement in MSNBC,
AQUIAINT and ACE2004 is marginal since these three datasets are relatively easy to pro-
cess and they can already achieve good performance based on local features and mention
neighbors. Therefore, adding keyword information does not bring too much improvement
in these cases.

LDA is a commonly-used topic word extraction method. We apply the LDA model in the
gensim package of python and select the top-2 words of the identified topics as the extracted
keywords. As we can see from Table 4, LDA achieves a slight performance improve-
ment over CoSimTC on the ClueWEB and WIKI datasets as it can capture the important

Table 4 Comparison of keyword extraction methods

Methods AIDA-B MSNBC AQUIAINT ACE2004 ClueWEB WIKI

CoSimTC 91.74 ± 0.2 94.16 ± 0.2 90.90 ± 0.63 92.92 ± 0.4 76.96 ± 0.13 75.02 ± 0.24

+LDA 91.77 ± 0.27 92.93 ± 0.35 88.48 ± 0.83 90 ± 0.8 77.31 ± 0.17 75.51 ± 0.33

+CoreRank 91.93 ± 0.16 92.78 ± 0.2 88.76 ± 0.52 90.8 ± 0.7 77.49 ± 0.14 75.49 ± 0.17

+Sent2Word 92.02 ± 0.14 94.32 ± 0.16 90.75 ± 0.41 92.92 ± 0.3 77.91 ± 0.12 76.24 ± 0.11
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topical information to some extent which helps to promote entity disambiguation. How-
ever, the accuracy is much worse on the other three relatively easy datasets. This is mainly
because the inaccurately extracted keywords information could mislead the disambigua-
tion model and end up with an incoherent entity assignment. We also validate the effect of
Sent2Word in Table 4. The difference between the last two rows is that CoreRank extracts
keywords directly from the whole document while Sent2Word locates key sentences and
extract topical keywords from the key sentences only. It can be shown that CoreRank is
also a powerful topic extraction method as it achieves comparable performance compared
to LDA. Our Sent2Word algorithm obviously achieves the best results compared with the
other two keyword extraction methods. According to our observation, some of the keywords
identified by CoreRank directly on the whole document actually do not occur in the topi-
cal sentences. Consequently, Sent2Word can achieve much higher accuracy than CoreRank
by filtering noisy non-topical sentences, locating the most important part of a document,
and restricting keyword extraction only on the key sentences, let alone that Sent2Word can
naturally improve the efficiency of extracting keywords by avoiding the construction and
traversal of a large word-graph of the whole document in CoreRank.

Recall that we introduce two sentence features, i.e., position and length information,
and combine them with the PageRank-based algorithm for selecting topical keywords from
a document. In (8), we use three parameters, α, β and γ respectively, to determine the
importance of each corresponding component. In this part, we conduct an ablation study to
evaluate the effectiveness of adding these sentence features. Table 5 reports the experimental
results, where β = 0 and γ = 0 represent removing position and length information respec-
tively from our LoG model. We observe that both sentence position and length information
can boost the overall performance of entity disambiguation on all the six datasets, and the
accuracy can be further enhanced when both features are combined together. It can also been
shown that sentence position is more effective than the length information in ranking topical
keywords, as a larger performance degradation is observed for LoG(β = 0) compared with
LoG(γ = 0). Without position information (LoG(β = 0) vs. LoG), all the results suf-
fer a significant drop especially on the AQUIAINT, ACE2004 and WIKI datasets (≈ 1%).
This is because most of these datasets obey the key sentence distribution observed in our
statistical analysis. In the ClubWeb dataset, length information is slightly more important
than the sentence position (a larger drop of accuracy for LoG(γ = 0) than LoG(β = 0)),
since ClubWeb contains many long and noisy sentences while the length score can help
to eliminate such noise in the process of keyword selection using the proposed Sent2Word
algorithm.

Qualitative illustration of CoSimTC We illustrate the effect of utilizing CoSimTC to gen-
erate mention neighbors compared to utilizing seq-dist qualitatively, which is shown in
Figure 7. Our target mention is shown as the red word in this figure. We have also

Table 5 Effect of adding sentence position and length information

Methods AIDA-B MSNBC AQUIAINT ACE2004 ClueWEB WIKI

LoG (β, γ = 0) 91.81 93.76 89.84 91.80 77.51 75.52

LoG (β = 0) 91.93 93.79 89.88 92.05 77.83 75.50

LoG (γ = 0) 91.89 94.08 90.53 92.50 77.56 75.78

LoG 92.02 94.32 90.75 92.92 77.91 76.24

World Wide Web (2021) 24:351–373368



Figure 7 A demonstration of using parse tree to produce mention neighbors

highlighted the mention neighbors derived by these two distance measures in other col-
ors, where the green words represent the common mention neighbors generated by both
distance measures. We can notice that the mention neighbors produced by these two dis-
tance methods have one different mention neighbor. From the raw text, we can see that
Somerset contributes more to choosing the correct candidate entity, as it is highly relevant
to the cricket mentioned in the context of the Kent, while Grace Road is not as relevant
to it and contributes little to the linking decision. We can verify the effectiveness of our
algorithm design by the output that represents the probability of linking to each candidate.
It can be seen that even though these two distance measures can successfully link to the
gold entity because of the effective local context information, our CoSimTC method still
achieves higher possibility to link to the correct candidate by integrating more accurate
global information from the generated mention neighbors.

Qualitative illustration of adding keywords We also make a qualitative illustration of the
effect of adding keywords shown in Figure 8, where the red word is the mention and green
words are the top-2 keywords of this document extracted from key sentences 1, 3 and 4. We
can see the keywords information successfully helps the model pick the gold entity (‘Elec-
toral division of Murchison’), while simply using CoSimTC method without the keywords
information is not sufficient to link this mention to the correct candidate entity.

3.4 Efficiency and feasibility

Finally, we report the running time (in seconds) of our LoG model to demonstrate its
feasibility in practice. The overall testing process can be roughly divided into two major
steps: 1) We select mention neighbors via dependency parsing, co-reference linking and the
CoSimTC algorithm (Section 2.1), and determine document keywords using the Sent2Word

Figure 8 A demonstration of adding keyword information using Sent2Word
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Figure 9 Running time of LoG model on the public datasets

strategy (Section 2.2). 2) Based on the extracted neighbors and keywords, we construct fea-
ture and subgraph vectors for each entity and feed them into our GAT-based network model
to obtain the final entity linking results (Section 2.3). Therefore, we display the total running
time as well as the cost of each step separately in Figure 9. The experiments are conducted
on GPU 2080ti and the average performance per document is reported. We observe that the
first step (i.e., dependency parsing and context selection) dominates the total running time,
and the overall efficiency degrades with the increase of document length and complexity
(e.g., number of mentions). To better understand this phenomenon, we further investigate the
correlation between the context selection time and the number of mentions contained in the
document. We notice that keyword detection using our Sent2Word algorithm is quite effi-
cient, whereas the time required for dependency parsing and co-reference linking increases
dramatically when the document is longer and contains more mentions. This is inevitable
in our framework. However, the LoG model can still finish entity linking for each doc-
ument in less than 6 seconds for all the public datasets, which verifies its feasibility in
practice.

4 Related work

In this section, we will summarize existing entity disambiguation models and discuss the
difference of our LoG framework.

Local ED model disambiguates each mention independently. The features implemented
by local models mostly include string features, context words features and entity proper-
ties. Early local ED models measure the string distance between the candidate entity and
the surface form of the mention. Distance measures includes Dice coefficient score [24],
edit distance [3, 25], Hamming distance [6], etc. These name string comparison features
are fundamental and effective for disambiguating different candidate entities and they are
still commonly used in modern ED systems. With the development of deep learning, ED
model begins to train embeddings of both words and entities. Recent work has proposed a
series of effective context-entity similarity features based on embeddings. ETHZ-attention
mechanism [10] is one of the classic local model, which effectively selects words which
contribute to the disambiguation of candidate entities. Berkeley-CNN [8] is also an effective
local model that captures the similarity between entity and context words by implementing
CNNs at different granularities. He et al. [17] learns the representation of each document
applying Stacked Denoising Auto-encoders. Gupta et al. [14], Nie et al. [28] both integrated
entity description and entity type information to the disambiguation model, where [14]
adopted CNN and LSTM-encoder for these source of information, and [28] implemented
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co-attention for mention-entity description and it Incorporated entity type to bridge the gap
between entity description and mention context.

As local models only consider each mention linking decisions individually, while
ignoring the coherence between mentions, researchers begin to explore global model to
disambiguate entities collectively, which is called collective entity linking. It is based on
the intuition that mentions within the same document should be coherent with each other.
Hachey et al. [15] connects each mention to only one entity via dense sub-graph estimation
algorithms, and [1, 12, 15, 16] implement PageRank or Random Walk to perform collec-
tive entity linking. Recently, [4, 7] utilize different kinds of auxiliary knowledge (e.g., latent
type information, Wikipedia articles and structures, etc.) to further improve the performance
of collective entity linking. However, these “all mention coherence” solutions could poten-
tially introduce noisy contextual information into the model, and they often have expensive
computational cost because they need to measure the pairwise coherence between the can-
didate entities of different mentions. Recent works [3, 20, 21, 30] propose that the topical
coherence only needs to be achieved within a subset of mentions within one document,
which improves the computational efficiency. Similarly, [32] claims that each linking deci-
sion only needs to be topically coherent with one of the other linking in a document, and
it proposes the Pair-Linking algorithm to efficiently resolve the document-level coherence.
Yang et al. [39] also focuses on solving the problems caused by “all mention coherence”,
which leads to high computation complexity and sub-optimal coherence, and it proposes
a dynamic context augmentation strategy to dynamically augment coherent entities when
linking the current mention.

Existing work of ED offers diverse useful methods to perform entity disambiguation.
Different from these methods, we propose an ED model which constructs the mention graph
on the basis of semantic parse tree to measure the syntactic structure closeness between
mentions. We also locate topical content from each document and extract keywords from
the limited important part of text, which improves the effectiveness of topical keyword
extraction process. In addition, we implement GAT to build entity graph to capture entity
coherence to improve the performance of our ED model.

5 Conclusion

In this paper, we propose a novel distance measure CoSimTC based on parse tree to
produce mention neighbors. It combines the benefit of parse tree distance and sequence
distance and solves the cross-tree problem at document level. The mention neighbors
derived by CoSimTC are helpful for the target mention to integrate useful global infor-
mation within the document. Furthermore, we observe that, besides the local neighbors
extracted by CoSimTC, the correct entity should also be coherent to the keywords of the
document. We propose a keyword extraction approach Sent2Word which first locates the
key sentences of each document and then extracts keywords from only the topical con-
tent, thus detecting keywords information more accurately and faster. We also propose a
novel neural network model based on graph attention network (GAT) to integrate both
local and global information and explore the relatedness between entities flexibly. Com-
pared to existing state-of-the-art entity disambiguation methods, our Locally-Global (LoG)
model achieves competitive performance and has the best average F1 score on five widely-
used public datasets. The experimental results also demonstrate the benefit of the mention
neighbors produced by CoSimTC, compared to using sequence distance directly, as well as
the necessity of adding keywords information for entity disambiguation.
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