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Abstract
In the current information era over the internet, social media has become one of the essen-
tial information sources for users. While the text is the primary information representation,
finding relevant information is a challenging mission for researchers due to its nature (e.g.,
short length, sparseness). Acquiring high-quality search results from massive data, such
as social media needs a set of representative query terms that are not always available.
In this paper, we propose a novel query-based unsupervised learning model to represent
the implicit relationships in the short text from social media. This bridges the gap of the
lack of word co-occurrences without requiring many parameters to be estimated and exter-
nal evidence to be collected. To confirm the proposed model effectiveness, we compare
the proposed model with state-of-the-art lexical, topic model and temporal models on the
large-scale TREC microblog 2011-2014 collections. The experimental results show that the
proposed model significantly improved overall state-of-the-art lexical, topic model and tem-
poral models with the maximum percentage of increase reaching 33.97% based on MAP
value and 21.38% based on Precision at top 30 documents. The proposed model can improve
the social media search effectiveness in potential closely retrieval tasks, such as question
answering and timeline summarisation.

Keywords Information retrieval · Text mining · Microblog retrieval ·
Pseudo-relevance feedback

1 Introduction

Social media platforms such as Twitter and Facebook have become one of the main infor-
mation sources among Web applications. The main information representation among these
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platforms is the short text. Around 500 million tweets are sent by 335 million active users
on the Twitter platform daily. Also, users are seeking new information through social media
search engines by submitting an initial query based on their background. In the face of
this overwhelming data, it is hard to find sophisticated information that meets users’ needs.
Therefore, the aim of boosting initial user information needs has identified a challenging
research problem to the computational social science field.

Web Intelligence (WI) can be an effective way of distinguishing user needs from weakly
evidence with relevant information. A well-known methodology for boosting initial user
information needs is Pseudo Relevance Feedback (PRF). The main idea behind PRF is that
it uses the top features from the initial ranked documents to expand the original query. One
essential component of PRF is the initial ranked documents set. Due to the absence of real
judgment (uncertain information in unlabeled data) as to whether the document is relevant
or not, it is hard to determine the useful features that can increase the performance of PRF.
The quantity of relevant information in the initial retrieved set relies on the original user
information needs; if the query is short or vague, more uncertain information can appear
the next features selection processes. PRF applied to social media short texts without con-
sidering the nature of the texts (e.g., time sensitivity or short length) can introduce more
noise features [8, 28, 35]. The short text lacks content due its short length (e.g., 140 charac-
ters in a tweet), and there is not enough statistical information to extract its. Since the PRF
framework works by selecting a number of the initial ranked documents, very few relevant
instances will appear in the initial set. It seems that the short text faces another challenge
which is data sparsity.

The need to improve social media search has received much attentions in recent years.
As a way to deal with social media’s data and time sensitivity, using temporal evidence can
enhance search performance [8, 11]. However, relevant features’ temporal distributions are
not equally uninformed; this could require the need for another extensive task such as bursts
or event detection [6]. Due to a lack of content in social media posts, external evidence has
been wildly utilised in the literature [26, 35]. Using an external knowledge base increases
the time complexity for the learning model. To revise this challenge, some researchers tried
to introduce supervised learning to social media search, which required labelled data [37,
40]. Latent Dirichlet Allocation (LDA) topic model [7] is a popular method for deriving
high-quality information (latent topics) from text. It is an unsupervised method for a given
set of unlabelled documents (e.g., a set of retrieved documents). However, the major process
of the LDA algorithm is based on sampling techniques. Therefore, the discovered terms
in latent topics are frequent terms. As mentioned in [4, 5], frequent LDA terms are used
to understand the focused topics; however, frequent terms are also frequently used in non-
relevant documents because retrieved documents include both relevant and non-relevant
documents. Thus, it is very difficult to reduce noisy from frequent terms for a query-based
unsupervised method.

In term of statistics, unsupervised learning intends to infer prior probability distributions
p(x) and supervised learning intends to infer conditional probability distributions p(x|Y )

for any input object x based on a large training set Y . Priors can be created using a number
of statistical methods (e.g., a normal distribution) or determined from previous experiments.
However, in real applications, priors are universal if the relevant background is not taken
into account. In this research, we consider the relevant background by using a query (Q);
therefore, unsupervised learning in this research intends to infer a probability distribution
p(x,Q).

We depart from existing methods by observing that the lack of word co-occurrence infor-
mation in short texts has the main impact on improving the social media search. The ultimate

World Wide Web (2020) 23:1791–18091792



aim is to capture optimal implicit relationships from the initial retrieved tweets in order to
infer more knowledge to serve user needs. As we mentioned before, the critical problem
is how to reduce uncertainties in retrieved tweets, because we do not know which tweets
are relevant to what the user wants. This paper proposes a new query-based unsupervised
method to overcome the limitations of LDA when deriving high-quality terms for retrieved
documents. We firstly receive the initial results for a given query and then select the top-
ranked tweets. With the top-ranked tweets, we build a new virtual documents space based on
query-based tweets pooling strategy to discover a new relationship between the user infor-
mation needs and the selected tweets. Then, we obtain a novel weight for each word in the
selected tweets respect to the implicit relevant evidence. Therefore, we believe that the pro-
posed model will be useful for conducting high-quality unsupervised learning in order to
find high-quality text features. We will experimentally prove this assumption in this paper.

The main contributions of this paper1 include:

1. To deal with data sparsity in initial retrieved tweets, we aggregate tweets based on
query-based pooling.

2. To reduce uncertainties in information in the new aggregation technique, we describe
the relationships between query and tweets through an intermediate sets (i.e., virtual
document space).

3. After discovering the relationships, we estimate the appropriate weight for each term
that reflects its discriminatory power.

4. To verify the proposed model performance, we conduct extensive experiments on
TREC microblog dataset 2011-2014 comparing the state-of-the-art model and the
results outstanding the baseline models for all datasets overall.

To the best of our knowledge, the proposed model is the first research to aggregate tweets
based on the appears of query terms and the first to establish the implicit relationships
between them in order to improve social media search.

The outline of the paper is as follows. Section 3 shows the problem formulation. Section 4
formally describes the proposed model in detail. Corresponding experimental results are
shown in Section 5. Finally, Section 6 concludes the paper.

2 Related work

The World Wide Web (WWW) has considerably converted how data is consumed, gener-
ated, and processed. In the past decade, Web social media has undergone a boom as users
are permitted to communicate themselves freely. With overwhelmingly generated short text
documents on social media at an unprecedented high rate, the classic techniques to informa-
tion retrieval (IR) and text mining were challenged to discover valuable information for user
needs. Web Intelligence (WI) offers a new way to push the technology to manipulate the
meaning of Web social media data and generate a distributed intelligence capable efficiently
search engines [43, 44].

PRF using query expansion has been extensively employed in order to carry out research
on social media search. It also presumed that it is valuable to make use of the most widely
available terms in those documents with pseudo-relevance. A query expansion method has
been proposed [28] regarding relevance feedback using the two-stage processing model. It

1The proposed model called query-based unsupervised short text mining (QUSTM)
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focuses on searching by manually selecting tweets and integrating lexical evidence to builds
relevance model. While it is noted that a user wishes to retrieve certain information for their
needs, the proposed two-stage feedback model is a blend of different strategies, including
language specific to the domain, the entity model, and the language collection model. In
addition, [12] produce a separate entity model for every query-related entity that cannot
represent the global semantics of the whole query.

The extant literature has suggested that the temporal prior has a powerful impact on the
retrieval of information [8, 9, 35]. To investigate the link between time and relevance, a
time-dependent language model was offered by [19]. It incorporates time into models that
are both query-likelihood and relevance models. A temporal factor was suggested by [10]
to smooth the language model and expand query by employing pseudo-relevance feedback
and demonstrating its usefulness to recent searches. In microblogging media, [2] changed
the use profile to deal with real-time filtering, thereby creating a balance between tem-
poral interests for a specific topic. Miyanishi et al. [28] used two-stage pseudo-relevance
feedback to examine the identical nature of recent profiles of the query and to prioritize
the documents retrieved. In addition, the ranking function is another utility that incorporate
temporal information. While related to the temporal queries (preference was given to recent
retrievals), these models were adapted. More often, it appears to be a serious challenge to
decide the unit used with time interval for various datasets and queries. [11] used kernel
density projection and figured out the document’s temporal prior instead of feedback doc-
uments. This approach was found to be more useful when re-ranking tweets and it used in
this paper as baseline model to compare with the proposed model. It was also pointed out
that there exists, independent of the content of documents, temporal signals. To rank them
in order, [26] employed crowd signals and the temporal dynamic of query subtopics.

Machine learning has offered quite a few recent developments for overall social media
search improvement [24, 26]. Learning to rank (L2R) is a field that takes advantage of
this development. Three major categories can summarize the current state of work in L2R:
pointwise, pairwise, and listwise. The major distinction exists in forming the problem and
the veracious assumptions behind it as well as the spaces for input and/or output, and losing
functions. The pointwise approach focuses on acquiring a relevance score for every query-
document that a feature space represents [33]. The pairwise method focuses on learning
whether to prioritize a query over a pair of documents [30]. Finally, the listwise method
aims at finding the best-ranked list by directly enhancing the documents being input in to a
query [23]. The prominent downside of L2R is its requirement for well-planned hand-based
feature extraction; this can take a lot of time while still posing the risk of other problems.

The issue of social media related topic search is being addressed by a fast-developing
research area. The very useful strength of this approach is helping us make effective searches
within Social Media. Thus, tracing and gathering material linked to a specific topic requires
the acquisition of new vocabulary and adjustments to be made to the primary representations
of the topic at hand, as fresh but related sub-area are recognized. Topic discovery is another
major issue in social media, as the text is quite short [17, 22, 31, 38]. The approach taken
by works that address this problem is to aggregate short texts into pseudo-documents that
are more lengthy [16, 27, 36].

LDA and pLSA, traditional topic models, are developed to openly focus on document-
level and thereby capture the patterns of co-occurring words so that the structures of the
topic can be discovered. Therefore, better and more reliable topical inferences will be possi-
ble as more word co-occurrences are carried out [13–15]. The short-text data sparsity issue
has a considerable impact on traditional models, due to document length as results in infe-
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rior inferences relating to a topic. External knowledge is from past research to further refine
inferences based on short texts. Auxiliary long texts are used by [18] to infer dormant short
text based topics and then cluster them. Such models need a bulky corpus of text of supe-
rior quality. Such texts may possibly not be available in some languages or domains. As
short texts offers limited information, strategies that combine many short texts to gener-
ate pseudo-documents have been tried; these apply traditional approaches to modelling a
topic in order to find out the hidden topics. The researchers in [36], combined many tweets
by the same user to generate a pseudo-document prior to carrying out a conventional LDA
strategy. Hashtags, name entities, and timestamps are other methods employed to aggregate
short texts [16, 27, 41]. In some domains, good data is not available (e.g., in news headlines
and in snippets from search). Thus, the literature informs us that it is imperative to design
models specifically for short texts.

The significant difference between the proposed model and the above studies is the
implicit relationships used to understand the social media short-text for a given query. The
majority of the previous studies utilised lexical expansions from temporal evidence or exter-
nal resources. In the proposed model, we obtain the lexical evidence for the user information
needs based on the implicit relationships from local analysis regarding spareness issue. To
the best of our knowledge, the proposed model is the first work to aggregate the short text
tweets using query and infer the relationships in the new virtual document space to improve
social media search without requiring external evidence from a knowledge base such as
Wikipedia or Freebase.

3 Problem formulation

Given a query Q = {q1, q2, ..., qm} and a tweets collection C, an information retrieval
system returns an initial ranked list of tweets T = {t1, t2, ..., tk} that contain k tweets. The
proposed model utilises the top-k ranked tweets, which may include both relevant and non-
relevant tweets for training the model. A tweet in the ranked list may be relevant to query
Q; however, it maybe non-relevant to what users want. Let � = {w1, w2, ..., wn} be a set
of all terms in T where w ∈ � is a tweet token (e.g., a word). For each tweet tx ∈ T , we
assume there is a probability function Pr : T → [0, 1], which shows the probability of
the tweet’s relevance to what users want. For a given information retrieval system, which
predicates the probability of relevance of tweets and sorts them in a ranked list, we have the
following property:

Pr(t1) ≥ Pr(t2) ≥ · · · ≥ Pr(tk)

The research problem is how to select and weight words w ∈ � for describing the relevant
knowledge about what users want based on the given query Q and the retrieved tweets
T . It is a big challenging task because the relationship between � and Q is a many-to-
many relation, and a reasonable latent relation is very hard to be derived because Q is
very small and the intermediate set T between � and Q contains uncertain tweets that
may be relevant or non-relevant. The proposed model will propose a method to reduce
the uncertain information in the retrieved tweets and then the relationship between � and
Q can be derived reasonably. The selected words will also be used as a new alternative
representation of the initial user query Q to improve the social media search with high-
quality relevant information.
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4 The proposedmodel

In this section, we show the proposed model to be used with the social media short text.
The core contribution of this article as discussed in the introduction and problem formu-
lation has three main components: we exploit a new tweets-pooling schema and model its
relationships. Based on the complex representation, we interpret each discovered feature to
describe its discriminative power.

4.1 Latent relationships

The main input for this phase is a set of retrieved tweets T for a given query Q which
is used by a user to describe what she/he wants. Each tweet tx ∈ T is considered as an
unlabelled tweet. In this paper, we use a language model “the query likelihood model with
Drichlet smoothing” [39] to get the retrieved tweets T ; this can be adapted for using with
any retrieval model, such as BM25 [32], PTM [42], RFD [20]. Let � be a set of words
(text features) for describing the relevant knowledge contained in retrieved tweets T . The
objective here is to select � from T based on the query Q in order to describe the relevant
to what the user wants.

To solve this challenging task, we are going to discuss the relationship between � and Q

through an intermediate set, retrieved tweets T . The obvious relationship between Q and T

is a set-valued mapping that is defined, as follows:

� : Q → 2T (1)

where mapping � can generate m sub-sets of tweets; we call each sub-set a virtual
document.

Definition 1 (virtual document) : Let Q = {q1, q2, ..., qm} be a given query. A virtual
document is a set of tweets that are related to an aspect of query Q. Formally, for each
virtual document, there is a query term qj , such that, the virtual document can be denoted
as �(qj ) = {tx |tx ∈ T , qj ∈ tx}.

Table 1 shows an example of how to build virtual documents where the original query is
Q = {q1, q2} and a set of initial retrieved tweets is T = {t1, t2, t3, t4, t5, t6}. In this example,
we have two virtual documents (i.e., �(q1) and �(q2)). A virtual document �(q1) includes

Table 1 An example of virtual
documents Tweet Content

t1 w1, w2, q1, w3, w4, q2, w5

t2 w1, w2, w6, w4, w8, q2

t3 w2, w4, w9, q1, w10, w12

t4 w11, w7, q2, w9, w8, w10

t5 q1, w1, w2, w6, w4, w11

t6 w8, q2, w4, w8, w10, w12

Virtual Document Content

�(q1) t1, t3, t5
�(q2) t1, t2, t4, t6
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all tweets in the initial retrieved documents T that include query term q1 and is defined as
�(q1) = {t1, t3, t5} = {q1, q2, w1, w2, w3, w4, w5, w6, w9, w10, w11, w12}.

The rationale for making use of the virtual documents rather than original tweets when
extracting informative features from the retrieved tweets is two-fold. First, in the above
discussion, we use a mapping � to generate m virtual documents �(qj ) for all qj ∈ Q.
For a given document, people (human beings) usually decide the relevance of the given
document when reading through the whole document; in most cases, we say that document
is relevant if we find a relevance sentence or a paragraph in the document. Thus, if any
tweet tx ∈ �(qj ) is relevant, then we believe that �(qj ) is relevant. Based on the above
discussion, we can define:

Pr(�(qj )) = max{Pr(tx)|tx ∈ �(qj ))}
Then, we can easily prove that

mean(Pr(�(qj ))) ≥ mean(Pr(tx))

This conclusion states that mapping � can reduce the extent of uncertainty in the retrieved
tweets.

Since the association between query terms are weak especially with short text, the gen-
eration of a new space, such the proposed virtual documents can increase the number of
associations between the query terms and related terms. For example, as shown in Table 1,
tweets t1, t3 and t5 are overlap only in {q1, w2, w4}. So, the only associations that can
be generated from the tweets terms. Based on the proposed virtual document definition, as
shown in Table 1, a virtual document �(qj ) = {t1, t3, t5} that includes more tweet terms
where the number of associations is increased (e.g., w10 and w11) in the same virtual doc-
ument. In this manner, our proposed virtual document schema has reduced the gap of the
association between query terms and candidate terms where �(qj ) ∩ �(qj+1) �= ∅.

After obtaining the virtual documents for a set of retrieved tweets T , a new docu-
ment space is introduced in which the relationships between � and the new document
space should be investigated. Let D = {d1, d2, ..., dm} be the set of virtual documents
D = {�(qj )|qj ∈ Q}. We can now obtain a one-one relation between Q and D, that is

qj ∈ Q ⇔ dj = �(qj ) ∈ D

We can also obtain a mapping between � and D, as follows:s

ξ : � → 2D (2)

where ξ(w) = {dj |dj ∈ D, w ∈ �(qj )}. Figure 1 shows the relation between Q and �

through the intermediate sets.

Figure 1 The relationship between Q, � and intermediate sets
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Based on the above analysis, we can describe the relationship between � and Q, as
follows:

R : � → 2Q (3)

where R(w) = {qj |qj ∈ Q, w ∈ �(qj )}.
Figure 2 shows the relationships between � and Q in detail. The relationship includes

Pq , a probability function for describing query terms’ specificity, Pw , a probability function
for describing the relevance of words to query Q and g(wi, qj ) which describes the strength
of word wi related to query term qj .

4.2 Term estimation

The main obstacle of the proposed model to determine the relevance of a word is the
absence of relevant guidance, such as real user-relevant feedbacks. In the previous section,
we assume that there are weak implicit relationships and can be strengthening these asso-
ciations through aggregated tweets into virtual documents. In this section, we show the
mechanism that estimates the probability of observing a word wi through a score func-
tion Score(wi) in the virtual documents space D to a given user need Q. A score function
Score(wi) can obtain to calculate a representative weight for each word wi for all w ∈ �,
as follows:

Score(wi) = P(wi, D, Q) · Pw(wi) (4)

where the joint probability P(wi, D, Q) estimates the probability of relevance of the
observing the word wi in the virtual documents D and Pw(wi) is an uncertainty factor that
is used to deal with uncertainty in virtual documents.

To compute the joint probability P(wi, D, Q), we estimate the expected value of a word
wi over the virtual documents D, as follows:

P(wi, D, Q) = P(Q) · P(wi,D|Q)

= P(Q) ·
∑

qj ∈Q

[
P(qj ) · P(wi,D|qj )

]

∝
m∑

j=1

P(wi,D|qj ) · P(qj ) (5)

Figure 2 The relationship between � and Q via R
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where the score that estimated by the joint probability P(wi, D, Q) is a proportional
probability of a word wi’s relevance and the probability P(Q) assumes uniform over all
words.

The following final estimation, for the score function Score(wi) of a words wi , is given
when we substitute (5) into (4):

Score(wi) = Pw(wi) ·
m∑

j=1

P(w,D|qj ) · P(qj ) (6)

In the implementation, we also give the following definitions for the concepts in Section 4.1.
To instantiate the joint probability P(wi, D, Q) from (5), we estimated two main compo-
nents: the word strength in a given virtual document P(wi,D|qj ) and the query terms’
specificity P(qj ). First, we estimate the strength of word wi to query term qj , as follows:

P(wi,D|qj ) = g(wi |qj ) = tf (wi, qj )

|�(qj )| (7)

where tf (wi, qj ) is a term frequency of wi in �(qj ) and |�(qj )| is the size of a virtual
document �(qj ), that indicates the number of tweets in T with query term qj .

Second, we estimate the query terms’ specificity P(qj ) for a given qj , as follows:

P(qj ) = k − |�(qj )|
k

(8)

where k is the number of tweets in the initial retrieved tweet set T .
We used Pw(wi) as a factor in the (6) to deal with the underlying uncertainty in the

estimation of word relevance in virtual documents as the relevance documents is pseudo. We
estimate the number of query terms Pw(wi) that map it in their virtual document between
Q and �, as follows:

Pw(wi) = |R(wi)| = |{qj |qj ∈ Q,wi ∈ �(qj )}| (9)

Please note that Pw(wi) and P(qj ) can be normalized as a total probability function. Thus,
for information retrieved or ranking, we can ignore the totals as they are constant for all
terms or query term.

Finally, after estimated the weight for each word wi in �, we ranked all words w ∈ �

based on its weight. Then, we selected the top words to represent user information need that
denoted as Q′.

4.3 Algorithms

Algorithm 1 shows the proposed model framework where the input contains a set of
retrieved tweets T , the original query Q and a word wi in �. The algorithm starts with
the initial steps for contracting the virtual documents from step 2 to step 8 where it aggre-
gates all tweets in T that contain a given query term. Then, it uses the virtual documents
to discover the implicit relationship between (�, Pw) and (Q, P ) for a given word wi . The
algorithm used its a novel weighting schema. It starts from step 10-14 of the algorithm by
verifying the given word wi , followed by estimating the word wi frequency in the current
virtual document, as in (7), multiplied by the virtual document frequency, as in (8). Then,
the algorithm continues for each virtual document �(qi) that contains a word wi . Finally,
we generalise a given word wi based on how its frequent it is in the new space overall (in
our case, in the virtual documents). Building the virtual documents can be done once, after
which the weight for each word wi in � can be estimated.
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The time complexity of Algorithm 1 is determined by the “foreach” loops. The time
complexity of the first “foreach” loop is O(m × k × L) where L is the average size of a
tweet. The time complexity of the second “foreach” loop depends on the process used when
estimating g(wi |qj ), and the time complexity is O(m × S), where S is the average length
of virtual document �(qj ) and S = O(k × L). So, the time complexity is O(m × k × L).

5 Experimental setup

5.1 Research questions.

RQ1: How does the proposed query-based unsupervised model perform compared to state-
of-the-art algorithms in terms of improving social media search? RQ2: How does the
proposed virtual documents schema improve the performance for other baseline models?
RQ3: Is the proposed model performance sensitive to the number of selected tweets and
number of terms utilised in the proposed model? RQ4: Is the proposed model performance
stable across test sets?

5.2 Dataset.

In order to answer the research questions, we evaluate the proposed model for social media
search application. Four standard Twitter test datasets from the TREC Microblog Tracks
in 2011-2014 are selected [21, 29]. The TREC Microblog 2011-2012 dataset is called
Tweets2011 and had two query topics set in that name in article MB11 and MB12. The
TREC Microblog 2013-2014 dataset is called Tweets2013 and had two query topics set in
that name in article MB13 and MB14. The size of the Tweets2011 dataset is 16 million
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Table 2 The statistics of the datasets

Topic set MB11 MB12 MB13 MB14

No. of query topics 49 60 60 55

No. annotated feedbacks 35812 56512 60820 48386

No. of relevant feedbacks 2471 5381 8537 9710

No. of irrelevant feedbacks 33341 51131 52283 38676

Avg. length of query 3.43 2.86 3.30 3.78

tweets between January 23 and February 8, 2011 while that of Tweets2013 is much larger,
with 243 million tweets for the period February 1 to March 31, 2013. We utilised the official
API2 to crawl the datasets. Table 2 shows the statistics of the collections.

Pre-processing tweets was a critical stage to improve the retrieving model effectiveness
[3]. The datasets pre-processing phase includes several strategies, as follows: (1) according
to TREC microblog guidelines, we discarded non-English tweets using a language detector
called ldig3 and also discarded retweets; (2) we removed URLs from tweets as well as user
mentions (i.e., “@user”); (3) since the hashtags (e.g., “#cnn”) could include the query term,
it treated them as normal tokens (e.g., “cnn”); (4) finally, we removed stop words, then
stemmed tweet tokens using the Porter stemmer.

5.3 Experimental settings

The Dirichlet prior smoothing parameterμ sweeps over values from 50 to 1000 at an interval
of 50. The number of tweets and the terms selected are set using two-fold cross-validation
over each collection. We sweep the tweets’ feedback between 10 to 100 with an interval of
10 and the selected number terms between 10 to 100 with a interval of 5. The parameters
that are used in the baseline models, if required, are also set by utilising the same process.

5.4 Baselines

We compare the proposed model with a number of state-of-the-art baseline models. The
baseline models are categorised into three groups: basic retrieval models, temporal models
and topic models. The baseline models are as follows:

– LM.Dir a classical query likelihood language model with Dirichlet prior smoothing
[39].

– BM25 a state-of-the-art probabilistic model that is utilised as retrieval model to find the
similarity between a given query and collection [32].

– Recency a time-based language model that introduces a prior distribution for the docu-
ment issued to which the recent documents for the given query are likely to be relevant
[19].

– Kernel density estimation (KDE) one of the strongest time-based model which esti-
mates the document time distribution using the kernel density [11].

– LDA a state-of-the-art topic model that finds the latent topics for a given collection [7].

2http://github.com/lintool/twitter-tools
3http://github.com/shuyo/ldig
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Table 3 Comparison of the proposed method QUSTM and baselines models over MB2011 and MB2012
test sets where the highest value in each test set is marked in bold; superscripts 1,2,3 and 4 indicate statis-
tically significant improvement at (p < 0.05) over LM.Dir, KDE and LDA; and the ch% line denotes the
improvements over LM.Dir

MB2011 MB2012

Model P@30 MAP P@30 MAP

LM.Dir 0.3714 0.3561 0.3327 0.2248

BM25 0.3619 0.3504 0.3304 0.2222

Recency 0.3776 0.3581 0.3349 0.2255

KDE 0.3741 0.3398 0.3316 0.2249

RM3 0.3986 0.3712 0.3627 0.2534

LDA 0.3902 0.3347 0.3586 0.2353

PTM 0.3966 0.3506 0.3429 0.2466

QUSTM 0.41021,2 0.41211,2,3 0.38701,2,3 0.28011,2,3

ch% +10.45% +15.73% +16.32% +24.60%

– Pseudo document-based topic modelling (PTM) an innovative topic modelling
approach that is designed for short-text analysis [45]. We exploited this as the proposed
model in order to be fair; thus, the input for this model will be the number of top-ranked
tweets. For the parameter settings, we followed the paper [34].

– RM3 [1] is a robust pseudo-relevance feedback method that estimates the rele-
vance feedback using relevance models such as language model or BM25 and then,
interpolates with the original query.

5.5 Evaluationmetrics

The mean average precision (MAP) and the precision of cut-off n results (P@30) are used
for evaluation. These metrics are the main evaluation metrics utilised in theMicroblog tracks
[21]. The statistical significance of differences in effectiveness is determined using two-
sided paired t-tests at a 95% confidence level. The relevance judgments are assessed on a
three-point scale: “not relevant”, “relevant” and “highly relevant”. In this paper, we followed
[29] in terms of what we consider to be “highly relevant” as relevant.

5.6 Results and analysis

5.6.1 Overall performance

RQ1: We compare the proposed model performance with the baseline models. The results
obtained by the proposed model and the baselines are presented in Tables 3 and 4.
According to these tables, the temporal baseline approaches slightly outperform LM.Dir
in most cases as well as the topic modelling approaches. In Tables 3 and 4, the pro-
posed model outperforms all the baselines based on of P30 and MAP in all queries
test sets over Tweets2011 and Tweets2013 collections. The statistical t-test shows that
the P30 and MAP improvements over LM.Dir are significant in all queries test sets.
These improvements over the strong baselines are also always significant. These results
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Table 4 Comparison of the proposed method QUSTM and baselines models over MB2013 and MB2014
test sets where the highest value in each test set is marked in bold; superscripts 1,2,3 and 4 indicate statis-
tically significant improvement at (p < 0.05) over LM.Dir, KDE and LDA; and the ch% line denotes the
improvements over LM.Dir

MB2013 MB2014

Model P@30 MAP P@30 MAP

LM.Dir 0.4544 0.2825 0.6558 0.4573

BM25 0.4611 0.2803 0.6503 0.4523

Recency 0.4694 0.2875 0.6552 0.4606

KDE 0.4644 0.2791 0.6539 0.4641

RM3 0.4467 0.3035 0.6467 0.4951

LDA 0.4504 0.2755 0.6598 0.4771

PTM 0.4578 0.2864 0.6618 0.5031

QUSTM 0.54221,2,3 0.36911,2,3 0.70001,2,3 0.55101,2,3

ch% +19.32% +30.65% +6.74% +20.49%

show the effectiveness of the proposed method compared to state-of-the-art baselines
approaches.

It can be clearly seen in the experiment that the proposed model outperformed and
showed signicant improvement over the baseline models in all metrics across all microblog
TREC dataset 2011-2014. Table 3 shows that for the MB11 test set, the proposed model
improved over the P30 by a maximum improvement of 13.35% compared to BM25 and
improved by a 2.91% minimum compared to RM3. The proposed model improved over the
MAP by a maximum of 23.13% compared to LDA and a minimum of 11.02% compared
to RM3. For the MB12 test set, the proposed model improved the P30 by a maximum of
17.13% compared to BM25 and a 6.70% minimum compared to RM3. The proposed model
improved the MAP by a maximum of 26.06% against compared to BM25 and a 10.54%
minimum against compared to RM3.

To confirm the superiority of the proposed model, we tested proposed model on the
Tweets2013 dataset, which were much larger than the Tweets2011 dataset, and showed the
variations in performance. For the MB13 test set, Table 4 shows that the proposed model
improved the MAP by a maximum and minimum of 33.97% and 21.61% over LDA and
RM3, respectively, while the corresponding increments of P30 were a maximum of 20.38%
and minimum of 15.51% over LDA and Recency, respectively. For the MB14 test set, the
proposed model improved the P30 by a maximum of 7.64% compared to BM25 and a 5.77%
minimum compared to PTM. The proposed model improved the MAP by a maximum of
21.82% against compared to BM25 and a 9.52% minimum against compared to PTM.

Compared with the TREC Microblog tasks (see competition results in [21, 29]), the
proposed model outperforms the majority of the best results. Specifically, for the MB11
test set, the proposed model improves MAP over the best submitted system of the task by
54.09%, while for the MB12 test set improves by 5.68%. The proposed model improves the
MAP for the MB13 test set over the best submitted system by 4.52% while for the MB14
test set the proposed model decreases the MAP over the best system by 6.41%. In order
to the best system for the MB14 test set, [25] employed the MB13 test set as training set
via RankSVM and then utilised google search engine API to interpolate with local features,
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Table 5 Results comparison

MB2011 MB2012 MB2013 MB2014

Model P30 MAP P30 MAP P30 MAP P30 MAP

LDA 0.3902 0.3347 0.3586 0.2353 0.4504 0.2755 0.6598 0.4771

VRLDA 0.4020 0.4037 0.3845 0.2787 0.4937 0.3247 0.6877 0.5401

QUSTM 0.4102 0.4121 0.3870 0.2801 0.5422 0.3691 0.7000 0.5510

whereas the proposed model does not use any external data. Also, for the MB14 test set, the
proposed model improves the MAP over the TREC baseline by 43.92%.

5.6.2 Compared with LDA

RQ2: The proposed model has two major tasks: virtual document construction and term
estimation. To verify the proposed query-based virtual document schema, we apply a

Figure 3 The proposed model performance in terms from a selected number of tweets T and terms Q′ for
all test sets. a MB11 and bMB12
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virtual document to a state-of-the-art baseline model that is LDA. Table 5 show the pro-
posed model QUSM compared with LDA and VRLDA (that stand virtual document +
LDA) over both datasets in all test sets. First, in LDA, the main input is the original
retrieved tweets where tweets are individuals. Then, to prove the effectiveness of the pro-
posed virtual documents schema, we treat the input for LDA with our proposed virtual
document schema. As Table 5 shows, VRLDA performance improved over P30 on aver-
age of 6.02% and significantly improved over MAP by a 17.53% compared to LDA. This
significant improvement on LDA model when the main input is virtual documents indi-
cates that there are high latent relationships between terms as we describe in Section 4.1.
However, VRLDA still suffers to detect informative features that can describe the user
information needs. The proposed model can reflect the discriminative for each candi-
date term in the virtual documents by estimate the accurate weight. As shown in Table 5,
QUSTM significantly improved overall metrics and for all test set in both datasets.

Figure 4 The proposed model performance in terms from a selected number of tweets T and terms Q′ for
all test sets. a MB13 and bMB14
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5.6.3 The proposedmodel sensitivity.

RQ3: We show the proposed model sensitivity to the number of selected tweets k that
represent the input of the proposed model and the number of selected terms from �

in Figures 3 and 4. An important issue that could face the social media search system
performance is the availability of relevant information in the selected tweets T and the
terms. In order to maintain this issue, we investigate the proposed mode compared to
the most robust baseline models that include LDA and PTM. Figures 3 and 4 show the
MAP performance with a different number of k value and terms across all test sets over
the Tweets2011 and Tweets2013 collections. The k value of tweets set T is tested from
10 to 100 with an interval value of 10, and the number of terms that are used as a new
representation of Q′ is set from 10 to 100 with an interval value of 5.

It is clearly shown that the proposed model performance is not sensitive to the change
in the value of k or the terms number across the majority of test sets. On the other hand,
the baseline model’s performance dramatically decreases against the change of the value
of k. Therefore, it proves the main assumption in this paper by reducing the uncertainty of
information in the input of the search model.

5.6.4 Per-query analysis.

RQ4: We conducted a comprehensive analysis of the improvements to the proposed
model performance over the LM.Dir baseline on a per-query base. Figure 5 shows
the per-query improvement histogram for the proposed model performance compared
with the LM.Dir baseline model over 224 queries for all test sets over Tweets2011 and
Tweets2013 collections. In practice, in MB11, the proposed model performance wins on
34 queries and loses on 13 queries out of 49 queries; in MB12, it wins on 50 queries and
loses on 9 queries out of 60 queries. In MB13, the proposed model performance wins
on 48 queries and loses on 12 queries out of 60 queries; in MB14, it wins on 41 queries
and loses on 14 queries out of 55 queries. The average margin of the proposed model
improvement is also greater than the losses, with 77%.

5.6.5 Efficiency analysis

As shown in Section 4.3, we analysis the time complexity of the proposed model. In this
section, we show the practical implication of the proposed model. Figure 6 illustrate the
computational latency of the proposed model against different number of top ranked tweets

Figure 5 Difference in the MAP
between the proposed model and
LM.Dir using all test sets for
both Tweets2011 and
Tweets2013 datasets
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Figure 6 Average the real running time of the proposed method in milliseconds for all test queries

in the range 10 to 100 to all test quires sets (MB2011-2014). Note that4, we compare running
time on averaged over five runs for each query in the test set. The real running time estimate
as in Algorithm 1 which start with building the virtual documents space to the end of the
score function.

From the Figure 6, we observe that the running time of the proposed model between
4.148 and 23.5 millisecond on averaged for a query. The average time cost for a query on
all test sets across different top ranked tweets set is 12.3686 millisecond.

6 Conclusion

Unsupervised learnings for social media data has been widely utilised in a number of short-
text applications, including information retrieval, text summarisation, topic discovery and
events detection. In this paper, we propose a query-based unsupervised learning method
that aims to capture the implicit relationships that can increase the social media short-text
search performance by coping with the sparsity problem. The fundamental idea behind the
proposed model is that reducing the uncertain information from the driven tweets. Extensive
experiments show the effectiveness of the proposed model coupled with the state-of-the-art
language model, probabilistic, temporal and topic model baseline models over that of TREC
microblog datasets. The proposed model provides a breakthrough for unsupervised learning
in terms of this research area.

In future work, we plan to integrate the temporal information with the evidence space
in the proposed model. In addition, applying query performance predictor before applied
the proposed model and interpolated with the number of user representation features. It
interesting direction to set the first-pass retrieved documents dynamically for each user
information need.

Acknowledgements This paper was partially supported by Grant DP140103157 from the Australian
Research Council (ARC).

4The experiments are performed in a PC with an Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHz and 16 GB
memory running a Windows 7 operating system.
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