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Abstract
Most of existing e-commerce recommender systems have been designed to recommend
the right products to users, based on the history of previous users’ individual transaction
records. The real application scenarios of recommendation also have different require-
ments. From the customer point of view, many users visit the websites anonymously, so a
practical way to provide anonymous recommendation is needed. From the marketing
point of view, the recommendation list is not only a place to display the correlation of
products, but also a place to display the variety of products as well as a tool to promote
products. From the data point of view, concentration bias may be a serious problem. In
this paper we propose trigger and triggered (TT) model to address all of these issues.
First, the proposed model generates trigger and triggered pairs with significant correla-
tions which can be used either to create a practical anonymous recommendation or as an
input for products lifecycle modeling. The generated pairs not only reflect the relation-
ships between products but also solve the problem of concentration bias very well.
Besides, exposure of products required by marketing can be accomplished in the model-
ing. Second, by using the pairwise knowledge from the first step, the proposed model can
recommend the right product at the right time to stimulate future consumptions and
increase customers’ engagement for the off-site case. A real-life retail store data is used to
evaluate the proposed model, and the experimental results show that the model can
decrease the problem of concentration bias while improving the correlation between
recommendation items. The TT model significantly improves the sequential purchases
on triggered items.
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1 Introduction

The exponential growth of data changes the way business making decisions. The traditional
marketing driven by human experiences shows its weakness: even though human decision
matches with marketing goals at the company level, their observations on aggregated informa-
tion cannot reflect the individual preference. Recommender systems help accomplish the
marketing goals by presenting items to the users on the basis of personal interests as well as
correlations between products. It stimulates more consumption due to the variety of products it
can show. By feeding historical data, recommender systems predict the “rating” or “preference”
score that a user would like to give for each item. The most common approach for a
recommender system is collaborative filtering (CF) [1, 2], which makes predictions about a
user’s interest based on a collection of their previous consumption records and records from
other users who have demonstrated similar patterns. For CF, there are two approaches: The
neighborhood/memory-based and model-based approaches. The neighborhood approach is to
choose items like the one that were previously purchased/viewed (item-based) or to recommend
items that have been purchased by others with similar preferences (user-based). The model-
based approach is to firstly construct an underlying model of user preferences, from where the
predictions are inferred. The mainstream model-based CF algorithms include Bayesian Net-
works, Matrix Factorization, and Latent Semantic Models [3, 4]. Among them, the Factoriza-
tion basedmethod is most famous due to the Netflix movie recommendation competitionwith 1
million reward [5] and the winning algorithm Singular Value Decomposition (SVD) runs by
transforming both users and items to the factor space with higher dimensions. Additionally,
Koren’s SVD++ [6] has further improvised it with implicit feedback information.

Even though existing recommendation systems achieve good accuracy through
backtracking test, considering accuracy alone may lead to the phenomenon of “filter bubbles”
[7], that isolates consumers from a diversity of content. Even worse, the accuracy inferred from
historical records may not reflect the real correlations among products very well when
“concentration bias” is heavy [8]. Besides, e-commerce recommendation needs to comply
with the promotions in marketing, which means the content from recommendation in some
cases is required not only to follow statistical trend, but also stimulate the sales of promoted
products.

In this paper, we propose a new method called trigger and triggered (TT) model. It aims to
solve the problems described above and provide a lifecycle recommendation. The proposed
method consists of two parts. The first part eliminates concentration noise in the training data
and can be used as independent anonymous recommendation system. The second part serves
as a recommendation system with lifecycle awareness among products. The main contribu-
tions of this paper include the following aspects:

First, a pairs generation method is proposed to solve the problem of concentration bias on
recommendations. We have analyzed sales data from a company which sells a wide range of
products: not only furniture, but also electronics, appliances, floorings, toys and other living
products as well. The proposed method can recommend diverse candidates other than only
popular products.

Second, an anonymous recommendation is proposed for the on-site add-on recommenda-
tion with marketing optimization. This paper uses information at both category and item levels.
The categorical connections between trigger-triggered pairs (tt-pairs) are generated based on
trigger-triggered scores (tt-scores) and expert configurations. The right product pairs are found
through linear programming where marketing goals can be added as constraints.
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Third, a pair tracking algorithm is designed to encourage future consumption. The tt-pairs
are pre-defined, but the timeframe between two products is various among different products
as well as different customers. This paper uses the Weibull model [9] with three parameters to
predict the timeframe between two products.

A real-life retail store data is used to evaluate the proposed model, and the experimental
results show that the model can decrease the problem of concentration bias while improving
the correlation between recommendation items. The TT model significantly improves the
sequential purchases on triggered items.

The rest of this paper is organized as follows: Section 2 introduces terminologies and
related techniques; Section 3 describes the proposed model; Section 4 introduces the data and
gives the experimental results; Section 5 presents the conclusions and future direction of work.

2 Terminologies and related techniques

2.1 Score matrix

For convenience of discussion, this paper uses the term “score-matrix” to describe the score
between different stock keeping units (SKU, a unique identification of each products). The
score of SKU can be the number of times of co-purchases, or that of sequential purchases (a
customer buys B because of the product A is bought first) or the similarity of products.

2.2 Weibull distribution

The Weibull distribution [9] is one of the most widely used lifetime distributions. It was
originally proposed by the Swedish physicist Waloddi Weibull, who used the model to
approximate the distribution of breaking strength of materials. The versatility of distribution
can take on the characteristics of other types of distributions, by tuning value of the shape
parameter ! [9]. The probability density function of a Weibull model with a random variable x
is shown in (1):

f xð Þ ¼ α
β

x−μ
β

� �α−1

e−
x−μ
βð Þα ð1Þ

where α, β and μ are known as the shape, scale and threshold parameters, respectively
with constraints that α > 0, β > 0, μ > 0. The advantage of Weibull distribution is its
versatility of distribution. Therefore, in this paper we use the characteristics to simulate
distributions with a left long tail or right long tail, that looks like the sequential
consumptions from a customer.

2.3 The methods of modeling and parameter tuning

2.3.1 Linear programming

Linear programming (LP) [10] is a method to find the optimal values of variables for a linear
objective function. The object that the LP optimizes is a linear function, with some other linear
equality or inequality constraints. LP’s feasible region is a convex polytope, which is a bunch
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of sets defined by linear inequalities. The LP algorithm works to find the point or line in the
polyhedron where generates the smallest value of the function.

The problem of LP can be expressed in canonical form as:

maximizecTx
subjecttoAx≤b; x≥0

ð2Þ

where x is the vector of variables, c and b are coefficients in vector format. A is coefficients in a
matrix format.

2.3.2 Gradient descent

Gradient descent [11] is an optimization algorithm. It uses the method of first-order iterative
gradient optimization to find the minimum of a function. To find a local minimum of a
function, small steps are taken forward from the negative direction of the gradient of the
function at current points. Stochastic gradient descent is a stochastic approximation of the
gradient descent by aggregating a batch of gradient descent of sample data, which can largely
increase the speed of parameter tuning [12]. Conjugate gradient descent derives from gradient
descent, but instead of using gradient descent, it applies conjugate directions in the process of
optimization [13].

2.4 Loss function and measurement

There are several metrics in the evaluation of recommender system [14, 15]: accuracy,
coverage and diversity. Accuracy is the most important metric in a recommender system. A
recommender system for top-k will give top k items to users in a sequence. There are multiple
ways to measure its accuracy, for examlpe:

precision@k ¼ T clicked∩TK;recommended

�� ��
K

ð3Þ

where Tclicked is the items have been clicked in the test set for a user, TK, recommended is the k
items recommended to a user.

If the rank of recommendation items is the major concern, the metric ap@ k will be used.

ap@k ¼ ∑
k

n¼1
P nð Þ=min m; kð Þ ð4Þ

where p(n) denotes the precision at the nth item in the item list.
For ap@ k metric, the same recommendation with different ranks will give different

evaluations. For example, if user bought 3 items, follows recommended item #1 and #3, then
ap@10 = (1/1 + 2/3)/3⋍0.56. For the same recommendation list, if user follows item #1 and
#10, then ap@10 = (1/1 + 2/10)/3 = 0.4.

The metrics are applied to evaluate the difference between estimated and actual purchase

time, which are ŷcu and ycu. This paper uses the mean absolute error (MAE), the root mean
square error (RMSE) and the mean absolute percentage error (MAPE) to evaluate the overall
effect. The definitions are shown in (5), (6) and (7).
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MAE ¼ 1

Nu � Nc
∑c∑u ycu−y

c
u

�� �� ð5Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑c∑u ycu−ycu

� �2
Nu � Nc

s
ð6Þ

MAPE ¼ 1

Nu � Nc
∑

Nu�Nc

1

ycu−ycu
ycu

����
���� ð7Þ

3 Trigger and triggered model

The goal of recommender systems is not only to satisfy customers but also to meet the
demands of marketing. From the view of marketing, the accuracy along with the history data
cannot be the only measurement, the goal of marketing is the other important metric. In
addition, the other contribution in this method is to effectively connect experts’ knowledge
with algorithm. Unlike traditional recommender systems, Trigger and Triggered (TT) model
concerns more on concentration elimination, marketing optimization and lifecycle of trigger
and triggered products. The workflow moves from product to personalized granularity through
two independent algorithms: TT_PAR and TT_PPE. TT_PAR is responsible for the generation
of meaningful trigger and triggered pairs, and TT_PPE is for the lifecycle of sequential
purchases. The relationship between these two algorithms is shown in Fig. 1.

The algorithm TT_PAR handles eliminating concentration noise and maximizing marketing
goals quite well. Trigger and triggered pairs happened in short timeframe can be treated
directly as an anonymous add-on recommendation, and positive results are shown in the
experiment. The TT_PPE algorithm takes trigger and triggered pairs from each customer as
inputs. By combining with customers’ activities and demographic information, the lifecycles
of trigger and triggered products are estimated, which can be used for both onsite and offsite

Fig. 1 The workflow of TT_PAR and TT_PPE algorithms
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recommendation and promotions. The TT_PPE algorithm provides more accurate prediction
on lifecycle of product pairs by comparing with other practical algorithms.

3.1 Meaningful trigger and triggered pairs

When an algorithm is designed to auto recommend products, accuracy is always the most
important criterion. However, focusing on accuracy alone may lead to the phenomenon of
“filter bubbles”, which means hot products become more popular but other options may
decrease their exposure to customers as a result of sale diversity diminishing. For example,
if a laptop is the most popular item in an e-commerce site and the popularity reaches to a
critical point, the laptop might be treated as first recommendation option from the view of
accuracy, no matter whatever the customer bought last time. This problem is even more serious
when a store is featured by a certain type of products.

On the other hand, from the marketing perspective, accuracy is the primary objective. For
instance, when the sales of refrigerator inexplicably decline, the recommender system should
transform its role as a promotor to locate potential customers and increasing exposure of
refrigerators.

Therefore, extracting meaningful trigger and triggered pairs in the history is important. For
example, in a dataset, “iPhone - iPhone case” and “iPhone – bed” could be two pairs with the
same numbers of co-purchase records. To deliver qualified results, the meaningless pair
“iPhone – bed” should be excluded. This section illustrates the proposed method to run pair
cleaning. The cleaned pairs can be used independently as an anonymous recommendation or
combining with other information for lifecycle prediction.

3.1.1 Transformation of trigger and triggered pairs

Trigger-Triggered (TT) pairs are product pairs of a user (at categorical level) purchased at a
different time. An example of an original transaction record for user u is shown in Table 1.

In a store, a customer normally buys multiple products at the same day, and the same
product items or new items will appear in future consumption. As mentioned above, “the same
product” purchase is defined as a repetitive purchase and “new item” purchase is defined as a
complementary purchase.

In general, the tt-pairs are created between purchases at a different time. For example, the
purchases at date 2018-01-02 and 2018-01-03 in the above table can generate two pairs shown
in Table 2:

Table 1 The example of a customer’s consumption records

Date Product id

2018-01-02 1
2018-01-02 2
2018-01-03 1
2018-01-10 3
2018-01-10 1
2018-01-10 4
2018-01-13 3
2018-01-20 3
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The same tt-pair can appear more than one time for a customer. The numbers of occurrence
and relative time intervals are recorded as the format:

{user_id: [{tt-pair: [occurrences, [t1, t2, t3]]},...]}
where {} denotes dictionary structure with key-value and [] denotes list structure.
There are two exceptional cases which are used to exclude meaningless pairs:

Case 1: When a purchased product i is followed by several same purchases j,
choose the most recent purchase j to create tt-pair. Assume that the future
purchases j cannot be motivated by i if i has already triggered a purchase j.
However, a future purchase j can be affected by new purchase i if it appears
before j. For example, suppose the original purchase history for customer u is
shown in Table 3.

If case 1 is applied, the following records in Table 4 cannot be used to create tt-
pair since product 1 has already been used to trigger product 3 at date 2018-01-03.
However, product 1 at date 2018-01-04 can be treated as a trigger for product 3 at
2018-01-05.

The original purchase history can be transformed to tt-pairs: {user_id: {tt-pair; occurrences;
[t1, t2, t3]}} = {u: [{1–1: [1, [1]]}, {1–3: [2, [1, 2]]}, {3–3: [1, [3]]}]}. There are two reasons
to apply this rule. Use “phone and phone case” as an example, for any user, if a phone has been
purchased, the model predicts the time the user is going to buy the phone case and it can
recommend at the most appropriate time. Therefore, first case in the purchase history can be
used to generate “phone and phone case” pair for the training, while the other phone case
consumptions will be treated as repetitive purchases of phone case instead of “phone and
phone case” pair. The new “phone and phone case” pair for a user will be reactivated once a
new phone is bought.

Case 2: When a purchased item i is followed by the other i and then purchased item j, the
first i will be abandoned for i-j pair. For example, the original dataset for user u is shown
in Table 5.

Table 2 The example of TT-pairs

tt-pair time interval (days)

1–1 1
2–1 1

Table 3 The example of a customer’s consumption records

date product

2018-01-02 1
2018-01-03 3
2018-01-04 1
2018-01-06 3
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If case 2 is applied, then the following records in Table 6 cannot be used to create tt-pair
because the influence of product 1 at date 2018-01-02 is replaced by the other product 1 at date
2018-01-03.

The original dataset above can be transformed to tt-pairs: {user_id: {tt-pair; occurrences; [t1,
t2, t3]}} = {u: [{1–1: [1, [1]]}, {1–3: [1, [2]]}]}. If we use “phone and phone case” as an example
again, it is reasonable to create “phone and phone case” pair by using second phone purchase.

3.1.2 Extract meaningful pairs

In a dataset containing 10 million real-life records generated from 0.6 million
customers from a US retail company, about 100 million tt-pairs were derived, and
then aggregated to 1 million distinct tt-pairs at categorical level. The value of Gini
coefficient [16] shows 71.9% on all purchase history demonstrates big concentra-
tion bias exists in original pairs. It is necessary to design an algorithm to decrease
the bias in triggered items. A TT-Paris filtering method is proposed to solve the
problem. It starts with a reverted ranking approach, and applies second-order
mining (a post-stage of data mining projects in which humans collectively make
judgments on data mining models’ performance.) [17, 18] to find meaningful pairs
that are most important to the marketing. The tt-pairs filtering consists of two
steps.

Algorithm 1 TT-Pairs Filtering

Step1: obtain reverted ranking using formula (8)

Step2: second-order mining by experts

Below we explain these two steps in detail.

Step 1: Rank the tt-pairs via tt-score, and extract k pairs with the highest grades.
The purpose of tt-score is to diminish the concentration bias in triggereds. TT-

Table 4 The example of records cannot be used to create TT-pair

date product

2018-01-02 1
2018-01-06 3

Table 5 The example of a customer’s consumption records

date product

2018-01-02 1
2018-01-03 1
2018-01-04 3
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pairs are ranked by tt-score instead of numbers of occurrence. The tt-score is
calculated as follows:

ttscore ¼ nor Otrigger1triggered j
;Otrigger2triggered j

;…;Otriggerntriggered j

h i� 	
nor ⋅ð Þ ¼ x−xmin

xmax−xmin þ δ

ð8Þ

where O denotes occurrences and δ is a constant value used to increase weights of a
list with higher occurrences. For instance, there are two lists: [1–3] and [10, 20, 30];
if δ is set to be 2, the first list is transformed to be [0, 0.25, 0.5] and the normalization
of the second list is [0, 0.45, 0.9]. The purpose of δ is to give frequent pairs a
relatively higher weight.

The following 6 products in Table 7 make three groups of pair:
If the topmost tt-pair from each group is kept, the results are “iPhone-

bed”, “carpet-bed”, and “32 LED TV-bed” based on the co-purchase. How-
ever, the selected pairs cannot reflect the logical relationship among products.
Alternately, tt-score normalizes occurrences dependent on each triggered. The
triggered bed has three different triggers which form a list of three elements:
[1000, 1500, 500]. After normalization it turns out to be: [0.5, 1, 0]. The
normalized tt-pairs are shown in Table 8.

At this time the topmost tt-pair changes to “iPhone-case”, “carpet-bed”,
and “32 LEDTV-iPad”. The influence of concertation is eliminated. It is
worth to note that data filtering is processed before applying tt-score,
pairs with occurrences in the lowest 30% are deleted. δ is a constant
value and is set to 300, which is used to balance the importance between
tt-score and popularity. It is to ensure that popular pairs will get a higher
score if other conditions are the same.

Table 6 The example of records cannot be used to create TT-pair

date product

2018-01-02 1
2018-01-04 3

Table 7 The example of trigger and triggered pairs

Trigger riggered Occurrence

iPhone bed 1000
iPhone case 500
iPhone iPad 600
carpet bed 1500
carpet case 400
carpet iPad 300
32 LED TV bed 500
32 LED TV case 100
32 LED TV iPad 400
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Figure 2 shows the comparison of tt-score with occurrence score among different triggered
products when the trigger is a fitness accessory. It is found they are significantly different.
More results are shown in the experimental section.

Step 2: Experts’ opinions about the best products.

To collect experts’ opinions about the important products, a filtering and grading system is
designed for marketing experts. The experts are required to filter the most important pairs and
to grade the products.

The filtering system is provided as a web service. An example is shown in Fig. 3:

Table 8 The example of trigger and triggered pairs after normalization

Trigger Triggered tt-score

iPhone bed 0.5
iPhone case 1
iPhone iPad 1
carpet bed 1
carpet case 0.75
carpet iPad 0
32 LED TV bed 0
32 LED TV case 0
32 LED TV iPad 0.33

Fig. 2 The tt-score and the occurrence of each different triggered when the trigger is a fitness accessory
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In this system, once a category code is selected, its triggered candidates are shown in the
following two sections: “Add On Products” and “Products in Selection Pool”. The first section
is what the expert chooses as the most important triggereds and the second section includes all
candidates that can be added to the selected section.

For grading system, the marketing experts will give their weights to three components:
margin, quantity and price for each product (in categorical level), and observe the correctness
of their grades. The final scores for products are published after their adjustment.

The formula of calculating score is shown in (9):

pscore ¼ α�marginþ β � quantityþ γ � price ð9Þ
The product score shows the importance of products. Products with pscore higher than a
threshold will be selected. Finally, part of the top k tt-pairs extracted from step 1 will be
excluded if their pscore is less than the expert-defined threshold.

3.2 Trigger-triggered model for the anonymous recommendation

The anonymous recommendation should match three basic requirements: (1) reduce concen-
tration bias in the dataset and reflect the logic correlation between products. (2) help the
marketing to promote products. (3) guarantee the variety of products can be shown on the site.

To realize these goals, we use both the information of the category and SKU level of
products. The categorical connections between tt-pairs are generated based on tt-scores and

Fig. 3 The filtering system of tt-pairs
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experts’ selection which is described in section 3.1. The application of tt-scores and experts’
inputs significantly reduce the problem of concentration bias. At the product level, linear
programming is applied to find the right SKU pairs.

In Fig. 4, the matrix is the correlation score of products (tt-pairs). The size of the matrix is
constrained by the generated group pair, and only relative SKUs in the groups can be
connected. The scores in the matrix derive from the historical transactions. The formula of
the score is shown in (10):

ppScore ¼ CO−Occurrenceþ α� pscore ð10Þ
where CO −Occurrence is the number of co-occurrence of these two products in the last one
year. The definition of co-occurrence is that the trigger and triggered products have been
bought at the same time or the triggered products have been bought within 30 days after trigger
products bought firstly. The linear programming problem (shown in (11)) is aimed to choose
the best scores among all pairs while satisfying the goals of marketing promotion and
recommendation variety will be reached.

maximize Z ¼ ppScoreij � βij

subject to

βij ¼ 0or1
∑n

i¼1β
c
ij≤φ j

∑n
j¼1β

c
ij≤ωi

∑js is marketing promtionβ
c
ij ¼ δ j

8>><
>>:

ð11Þ

where φ and ω are both a constant non-negative integer value, and δ is a constant positive
integer value. The parameter φ is used to constrain the maximum numbers of products in each
triggered category, that improves the variety of recommendation. The parameter ω is used to
constrain the maximum numbers of a product can be shown as a triggered recommendation in
the recommendation list. The value restricts over-recommendation on popular items. The
parameter δ is used to promote specific products, makes sure the products can be shown more
frequent at recommendation list.

Fig. 4 Scoring matrix
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3.3 Trigger-triggered model for product promotion

Managing the lifecycle of consumption is a key to the success of customer engagement.
Appropriate advertising should be sent to customers at the appropriate time in order to
stimulate customers’ potential consumption. For example, a good promotion plan should
send customers a new iPhone promotion one or two year after the consumption of an
iPhone, or a case promotion should be sent much earlier once the customer bought a
phone. A product trigger and triggered system has been designed to track lifecycle of
products at individual level, which can be used for product promotion by real time
recommendation system or digital advertising through email or ad platforms. The
principle of the system design is that once a certain product has been purchased, then
the tracking system is activated, and related products will be sent to customers at right
time if the products have not been purchased yet at that time.

To study the time frame between two sequential purchase activities in personalized level, it
is to estimate the probability of a user’s consumption at a time interval (y, y + Δt). That is the
conditional probability p(T∈(y, y + Δt|product_u_i): if the consumer u is going to buy product i
in the future, what is the most likely time the consumer will buy. By examining the dataset, it is
shown that the probability distribution of p(T∈(y, y + Δt|product_u_i) is usually a long tail with
left or right peak. Therefore, a normal distribution may not be a good candidate to simulate it.
Alternatively, a Weibull distribution has been applied. Wang et al. [19] have applied Weibull
distribution to predict the time frame in ecommerce application. Different from that work, in
the paper we use a Weibull model with three parameters to predict the time frame. Threshold
parameter is included to deal with the case that some triggered items normally are not
purchased immediately after the consumption of trigger products. In addition, we use gradient
descent approach to tune the parameters instead of variational inference proposed in [19]. Even
though gradient descent inference takes more time to locate a minimum, it will be easier to
derive the algorithm. The probability density function of a Weibull model with random
variable x is shown in (12).

As indicated in the formula, the scale parameter β is transformed to be a linear function of
variables βTX, where X is a vector of variables to capture signals of purchase, including a
binary value indicating if the customer bought any same product or similar products in time
bins t1, t2…tm, or if triggereds have been purchased during promotion dates, or seasonality

information, and etc. To make sure the derived scale parameter βT
1X > 0, let’s transform βT

1X

to be eβ
T
1 X . The derived density equation is:

f yð Þ ¼ α

eβ
T
1 x

y−μ
eβ

T
1 x

� �α−1

exp −
y−μ
eβ

T
1 x

� �α� �
ð12Þ

For each ith observation at each specific tt-pair c, the density function of purchase time is
shown in (13):

p yci jX c
i jαcjβcjμc� � ¼ αc

eβ
cT
1 xc

yci −μc

eβ
cT
1 xc

� �αc−1

exp −
yci −μc

eβ
cT
1 xc

� �αc !
ð13Þ

The distributions of parameters are: αc ∼N(μα, δα), μc ∼N(μμ, δμ), βc ∼N(μβ, δβ). It is denoted
that ω = (μa, δa, μμ, δμ, μβ,∑β).
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To solve the equation, we build a model separately for each product group m, where group
refers to products at a particular categorical level. Therefore, in each group, the parameters
areφ = ({α1, μ1, β1}, {α2, μ2, β2},…, {αm, μm, βm}). By grouping pairs, the purchase signal of
similar products in a group is used. The joint likelihood for all variables is extended, as shown
in (14):

L φjDg
� �

∝L Dg;φ
� � ¼ p ωð Þ ∏

m

c¼1
p αc;μc;βc; ωjð Þ ∏

i¼1

nm

p yci α
cj ;μc;βc;X c

i

� � ð14Þ

Since the model contains many variables, the traditional method is computationally too
expensive to get an answer. Instead, functions of parameters are replaced as constant ci and
MLE is used to estimate parameters, as shown in (15):

φ ¼ α1;μ1;β1

 �

; α2;μ2;β2

 �

;…; αm;μm;βmf g� � ¼ argmax L Data;φð Þf g
¼ argmin ∑

m

c¼1
c1 αck k2 þ c2 μck k2 þ c3 βck k2
� 	

þ ∑
m

c¼1
∑
i¼1

nm

−log p yci X
c
i

�� ;αc;βc;μc� �� �� ð15Þ
The pseudocode to solve the previous equation is shown in the following algorithm 2. The
parameters (μa, μμ, μβ) are initialized in the beginning. It is hidden parameters for grouping.
Then Step 1 in the algorithm is to get a local minimal value of parameters φ, that is ({α1, μ1,
β1}, {α2, μ2, β2},…, {αm, μm, βm}). On the basis of φ, parameters (μa, μμ, μβ) are updated.
These two iteration steps continue until converge.
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Fig. 5 The example of timeframes between trigger and triggered products
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αm;μm; βmð Þ ¼ argmin c1 αc−μak k2 þ c2 μc−μμ

�� ��2 þ c3 βc−μβ

�� ��2 þ ∑
i¼1

nm

−log p yci X
c
i

�� αc; βc;μc� �� �� 
ð16Þ

μa;μμ;μβ

� 	
¼ argmin c1 αc−μak k2 þ c2 μc−μμ

�� ��2 þ c3 βc−μβ

�� ��2 þ c4 μak k2 þ c5 μμ

�� ��2 þ μβ

�� ��2 ∑
i¼1

nm

−log p yci X
c
i

�� αc;βc;μc� �� �� 

ð17Þ
Formulas (16) and (17) are hierarchical expression of (15) where prior knowledge are applied,
two steps of inference improve the stability of prediction.

The updating methods at here can be algorithms such as Conjugate Gradient Descent,
Broyden-Fletcher-Goldfarb-Shanno or others [11]. The optimum function [20] in R has been
applied for parameters inference.

4 Experiments and results

4.1 Dataset cleaning and transformation

The transaction dataset is collected from a retail store including its online and in-store sales.
There are more than ten million records in the data source. To make sure that pairs are
meaningful and strong statistical signal can be presented, products can be aggregated into a
categorical level. Data dictionary includes customer profile, in-store credit, categorical infor-
mation and the description of products.

Data cleaning is a critical step to decrease noise. Infrequent users who have transaction
records less than three times a year have been deleted. Most frequent users such as commercial
customers (buyers from entrepreneurs) have been filtered out as well. In addition, sale-and-
return pairs have been carefully matched and deleted. Split orders (order at the same day but
delivery at a different time. In the dataset, it is presented as different order) have been merged
together and pinned to a unique order date.

Table 9 The accuracy test of tt-pairs

Timeframe
between
purchases

Top X
recommendation

Percentage
of hit (%)

Average
times of hit
(%)

Percentage of hit for
random guess (%)

How much better did
the model perform?

< 30 days 5 32 42 0.464 70X
< 30 days 10 41 61 0.93 45X
< 30 days 15 47 74 1.4 34X
< 30 days 20 50 82 1.8 28X
31–60 days 5 30 43 0.464 70X
31–60 days 10 40 64 0.93 45X
31–60 days 15 45 76 1.4 34X
31–60 days 20 48 86 1.8 28X
61–90 days 5 28 44 0.464 70X
61–90 days 10 37 64 0.93 45X
61–90 days 15 42 75 1.4 34X
61–90 days 20 44 83 1.8 28X
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Once the original dataset goes through the tt-pair extractor, the dataset will be processed as
the format <y; tt-pair; customer_id>. Here y is a time frame in day granularity; tt-pair means
the trigger and triggered pair modeled, and customer_id tells us who generates this consump-
tion sequence. The other dataset <customer_id; tt-pair; ×1, ×2,…,xn > includes the value of
attribute vector for each customer_id and tt-pair, which will be fed as x in (13).

The timeframes of tt-pairs are showed in Fig. 5, which follows a long-tail distribution. It
matches the distribution of Weibull distribution:

bdginn, caliph and etc. are the codes of specific products, the pairs among these codes
indicate the distribution of timeframes of sequential purchase over all customers.

4.2 The results of trigger and triggered pairs extraction

In the experiments, the verification of extraction rule for tt-pairs is the first step. In order to test,
extraction rule in section 3.1 is applied to the entire transaction dataset from 2012 to 01-01 to
2015-01-01. For each trigger product, its top 5, 10, 15 and 20 triggered products are calculated
within timeframes 1–30 days, 31–60 days and 61–90 days. Based on all these rules, A total of
1000 customers are randomly selected, these customers have at least one more follow-up
purchase within 1–30 or 31–60 or 61–90 days after their last purchase in the training dataset

Fig. 6 An example of customers’ purchase

Fig. 7 The diversity comparison of Gini coefficient

World Wide Web (2020) 23:1497–1517 1513



(2012-01-01 to 2015-01-01). The products recommended by tt-pairs are compared with
customers’ actual purchase. The result is shown in Table 9.

In Table 9, “Timeframe between purchases” is the time frame between last purchase in the
training dataset and following new purchase. “Top X recommendation” is numbers of recom-
mendation pairs from tt-pairs. “Percentage of hit” shows the percentage of customers have
purchased at least 1 of the top k. “Average hit” indicates how many of the total purchases the
model has predicted correctly. The meaning of the two metrics “Percentage of hit” and
“Average hit” is illustrated in Fig. 6:

Suppose all five persons have bought product X, and the tt-pairs system recommends A, B,
C, D, E as their next purchase in the next 30 days. After comparing with customers’ real
purchase records, it is shown that everyone except Jane purchased at least 1 of the top 5 so
“Percentage of hit” is 80%. Since 9 of the 25 products is correct, so “Average hit” is 36%.

“Percentage of hit for random guess” in Table 9 is the random selection of 5,10,15,20
products from the product pool for comparison purpose. The last column in Table 9 is the
comparison of tt-pairs with random guess. It illustrates that tt-pairs significantly reflect
customers’ purchase sequences. Therefore, further modeling for pairs is worthy.

Gini coefficient [9] is applied to test the diversity of recommended contents. It is also used
to measure the inequality among values of a frequency distribution as a percentage between 0
and 100, G = 0% indicates that all of the frequencies are the same whereas G = 100% means
absolute difference. Mathematically Gini coefficient can be expressed as:

G ¼ 1−2∫10L uð Þdu ð18Þ
where L(u) is the Lorenz curve.

To test, all top 5 recommended triggereds/items from each trigger are collected. There are
three ways to list the top 5 recommended triggereds. The first is to rank by the numbers of
occurrences in the tt-pairs database; the second is to rank by the tt-score in the tt-pairs database;
the third is to rank after experts’ filtering. The test is applied to evaluate the Gini coefficient of
all triggered items from all triggers. The result is shown in Fig. 7:

The Gini coefficient of recommendation based on the original frequency is 75.1%, even
higher than 71.9%. It is easy to see that recommendation based only on frequency has a severe
problem of concentration bias. After the clean of the tt-score algorithm, the Gini coefficient
decreases to 62.30%. Experts’ inputs after tt-score do not impact Gini Coefficient too much. It
should be noted that the goal of “second order” mining is not to decrease Gini coefficient.

4.3 Results of trigger-triggered model for product anonymous recommendation
(tt_par)

Since TT_PAR has not been published to the real system yet, and there is no data to verify the
accuracy of the model. The effect of TT_PAR has been tested by marketing experts. The
recommendation results from TT_PAR have been compared with the results from Coremetrics

Table 10 The accuracy comparison

Method ap@ 3 precision@ 3 ap@5 precision@ 5

TT_PAR 0.81 0.86 0.76 0.82
Coremetrics 0.49 0.54 0.42 0.52
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[21], the experts chose the recommended items which they feel appropriate. The result is
shown in Table 10:

The results of TT_PAR are significantly better than the results of Coremetrics. From the
recommendation contents of Coremetrics, it is easy to figure out the severe problem of
concentration bias. TT_PAR performs much better due to the step of TT pair cleaning, and
the concentration-avoid constraints in the modeling.

4.4 Results of trigger-triggered model for product promotion extraction (tt_ppe)

To test the effects of TT_PPE, we extract customers in transaction dataset from 2012-01-01 to
2015–01-01who both have trigger and triggered items at different times. The difference
between two dates are y, and only the records that time frame y is less than 120 days are
kept. There are two ways to calculate prediction value y, one is the mode of Weibull
distribution [22], the problem of mode formula is the restriction on shape parameter, which
is required to be larger than 1. The other alternative we applied in the paper is the method
proposed by Wang et al. [19], it is defined as:

q y; xð Þ ¼ Pr y < T ≤yþΔtjT > yð Þ
¼ Pr T ≤yþΔtð Þ−Pr T ≤yð Þ

1−Pr T ≤yð Þ
ð19Þ

The TT_PPE model has been compared with mean value, median value, linear regression,
TT_PPE_init, and deep neural network (DNN) regression [23]. The DNN uses 5 hidden layers
with ReLU activations, and Adam is used as the optimizer. Errors between estimated and
actual purchase time are shown in Table 11 and Table 12.

TT_PPE_init is a simple version of TT_PPE without hierarchical inference, which means
all follow-up purchases in different categories use the same model and share parameters.
TT_PPE fits one Weibull distribution per product category. The results show that the TT model
is much better than linear regression, Mean value and Median value estimation. Even though
TT_PPE_init is not as good as DNN regressor, the TT_PPE is better than DNN regression after
inferencing by using categorical information. The results prove that the nature of different
categorical consumption is not the same, and TT_PPE benefits from it.

Table 11 The accuracy comparison

Error Mean Value Median Value Linear Reg. TT_PPE_init DNN Reg. TT_PPE

MAE 32.80 35.32 25.21 23.12 22.70 18.20
RMSE 47.06 52.12 36.11 34.93 34.28 30.89
MAPE 1.91 2.10 1.35 1.17 1.29 1.03

Table 12 The accuracy comparison

Error (double
Purchase)

Mean Value Median Value Linear Reg. TT_PPE_init DNN Reg. TT_PPE

MAE 41.67 44.50 34.52 33.36 29.89 27.84
RMSE 54.72 56.90 45.18 42.39 40.10 39.53
MAPE 2.93 2.63 2.30 2.21 1.87 1.92
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5 Conclusion and future works

In this paper, we have investigated the following issue: how to make e-commerce recommen-
dation on concentration biased dataset, and how to optimize marketing goals on both personal
and anonymous recommendations. The way to eliminate concentration bias has been answered
by a method of trigger-triggered pairs extraction; Anonymous recommendation with marketing
goals has been answered by the model TT_PAR and personalize recommendation for promo-
tions has been answered by the model TT_PPE.

TT_PAR uses the method of linear optimization. The variety of recommendation and
correlation among products can be achieved by two-level constraints and the minimum
marketing exposure can be reached by the other constraint. TT_PPE implements promotion
recommendation through the Weibull model and the importance of time factor is considered.
Experiments with real-life data have shown the effectiveness of models.

However, in this study, the models are built only on historical transactional data, the online
real-time behaviors from customers are not included. Therefore, further studies will focus on
how to leverage the information from online streaming data to improve the click and
conversion ratio in recommendation systems.
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