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Abstract Facial Landmark Localization (FLL) on unconstrained images still remains chal-
lenging as they poses complex variation in face spatial structure and appearance. To address
this problem, we propose a Spatial Alignment Network (SAN), which consist of two
modules, like the transformation sub-network and the estimation sub-network. In the first
module, we propose two methods to achieving spatial transformation, one is the handcrafted
method which can ensure model stability and the other is the learning-based method which
is efficient and flexible. In the second module, we add an attention layer in the deep CNN to
enhance the importance of discriminative features and obtain more accurate results. Through
extensive experiments, our model achieves good performance on several public challenging
datasets.
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1 Introduction

As one of the critical issues in face recognition, facial landmarks localization (alias face
alignment) is an active area in computer vision, which obtains face shape by locating the
predefined key points (e.g.,eye corners, nose tip) on human face automatically [10]. The
performance of face alignment accuracy may have significant impact on many face recogni-
tion tasks, such as tracking [4], 3D face reconstruction [12], and face anti-spoong [17, 19].
For example, Li et al. [17] applies eye blinking (eye position) to detect fake faces and avoid
presentation attack. Existing studies have yielded satisfactory localization results under cer-
tain constraints [5, 10, 33]. In real world scenarios, many images collected in the wild, and
the detected images are suffer from spatial distortion introduced by perspective irregular-
ities where the positions in camera with respect to the scene alter the dimensions of the
scene geometry. So, spatial variation among images collected in the wild are severe which
degrade most methods heavily.

To address this problem, existing studies mainly use the cascaded framework proposed in
[10] to approach the ground truth progressively through multi-stages. These methods can be
divided into two categories: one is based on hand-crafted feature, which may be indiscrim-
inate and unreliable [3, 5, 10, 22]; and the other applies deep convolution neural network
(CNN) [23, 29, 34] to learn high-level feature, which achieves excellent performance in some
complex tasks. Most networks can extract discriminating features from various appearance
and spatial information through: 1) hierarchical convolution layers to learn non-linear trans-
formation; 2) spatial pooling layers to preserve spatial invariance; and 3) data augmentation
methods. However these approaches come with several shortcomings. First of all, the cas-
caded structure is accurate but generally with low efficiency and high calculation cost.
Moreover, convolution layers often have hundreds of channels to capture various information
which may be confusing in some extent. Spatial down-pooling layers can reduce model
complexity but are with limited tolerance to geometric variation. Down-pooling also destroys
spatial information in images which is crucial to subsequent layers learning. In addition,
data augmentation techniques try to enhance model tolerance to geometric distortion through
synthesizing multiple new training samples, but it fails in fitting all real world images.

We propose a novel spatial alignment network (SAN) that eliminates the spatial and
appearance variation in the picture and enhances discriminating features to accurately locate
facial landmarks on the image collected in the wild. This network consists of two sub-
networks, and the first one mainly implements image transformation and the other predicts
the landmark position. In order to achieve image transformation, we propose two methods,
and one is to manually calculate transformation parameters to obtain a stable result, and the
other is to inference transformation parameters by learning-based method to increase the
efficiency and the flexibility. In order to estimate the landmark position, we add an attention
layer to the network to enhance the importance of discriminative features and obtain more
accurate results. The main contributions of our work are as follows:

– We propose the spatial alignment framework to eliminate spatial and appearance
variation in the image and resolve misalignment in deep CNN model.

– To achieve image transformation, we propose two methods to get transformation
parameters, including hand-crafted method to guaranteed stability and learning-based
method to improve efficiency and scalability.

– We integrate an attention layer to enhance significant feature intensities.

In addition, our model get accurate localization accuracy in some challenging dataset, and
it can easily be extended to the cascade framework.
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The remainder of this paper is organized as follows. Section 2 provides a brief survey
of the facial landmark localization and the cascade framework. Further, we explain our
proposed Spatial Alignment Network in Section 3. Experimental details and results are
shown in Section 4. Finally, we draw a conclusion in Section 5.

2 Related works

In this section, we review the nominal approaches to facial landmark localization (FLL)
and detection. It is a mature computer vision problem with multiple research works. The
classical methods include Active Appearance Models [9], Constrained Local Models [1, 28]
and Cascaded Regression Models [5, 10]. However, regression-based methods are more
efficient and popular than the others as they need less prior information. Our proposed
method is also under this idea. Basically, the regression is to build a mapping from the
extracted features to the target label. For FLL, we learns a function in form of Eq. 1 [5].
The cascaded regression is to build stacked multi-functions, which approaches the target
progressively as in Eq. 2. The symbol S is the face shape, which is a 2n×1 vector consisting
of n positions (xi, yi), i = 1, ..., 68, S0 is the initial mean shape, and Ii represents the ith

image. In addition, Φ and F are feature extraction function and regression function, which
mapping from the image space to the feature space and transforming the feature space to
the target shape respectively. In the cascaded formulation, t denotes the stage number, and
current stage regression outputting depends on the previous output.

S = F(Φ(S0
i , Ii)) (1)

St = St−1 + F t (Φt (St−1
i , Ii)) (2)

Regression-based methods can be classified into two kinds based on feature learning
methods, including traditional hand-crafted features and deep features. The shallow SIFT
[33], HOG and Pose/Shape-index [5] feature are efficient enough to analyze images col-
lected in limited conditions but perform poorly confronting images in the wild. In addition,
the traditional cascaded regression depends on the mean shape S0 heavily that results in the
local minimum solution. With the notable success of deep learning networks in computer
vision tasks [11, 36], researchers extend deep methods into FLL field [20, 24, 29, 35]. Deep
networks’ parallel hierarchically structure and activation function contribute to learn mul-
tiple non-linear mapping functions which provide discriminating representation for varied
images.

2.1 The cascaded network based on convolution feature

To give more explanation, we have introduced a cascade framework to solve FLL problem
in the previous paper [16], as seen in Figure 1. There are 3 stages stacked sequentially, and
the output in current stage is the input in the next stage, so as to refine predicted position
gradually. That is, the task of the current stage is to approximate the deviation between the
ground truth and the estimation in the previous stage except the first stage. In the first stage,
the model’s target is to directly estimate all landmarks positions from scratch based on the
global convolution feature. The feature is extracted from a deep CNN, which concatenates
low layers with high layers to preserve more localization information. In the last two stages,
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Figure 1 The three-stage framework for coarse-to-fine facial landmark localization. The input region is the
face region detected by the face detector, the black square is the detected face bounding box. Yellow shaded
areas are input regions of network. Red dots are the final predictions at each stage, green dots are predictions
outputted by a single network. We fuse two predictions in each stage

we build a shallow convolution network for each landmark to extract local features to refine
the estimation.

This work mainly studies the effect of convolution feature and regressor, allowing us to
gain an insight into facial landmark estimation task, such as how to preserve localization
information in deep network and how to define a model. The proposed model in the previous
work can provide an accurate estimation for 5 landmarks, and it is more suitable for non-
real-time tasks and simple face analysis.

To analyze more complex and real-time facial tasks, we investigate more informa-
tion critical for localizing 68 facial landmarks in this paper, such as eliminating spatial
and appearance variation among unconstrained faces. There are some techniques to relax
and eliminate the variation such as the classical image transformation approaches and the
notable Spatial Transformer Networks (STNs) [18, 21]. The classical image transformation
applies a planar affine/similarity/projective transformation [31] to a distorted image, which
imposing the translation, rotation, isotropic scaling and shear to images. And the STNs
provides a novel strategy to integrate the transformation into the neural network and vali-
date such solution is differential to back-propagate to a canonical image. It is provided for
image/object classification firstly.

In this paper, we extend the above methods into localization tasks. In addition, for varied
images, it also is important to pick most significant intensities, and this idea is similar to
human attention mechanism [8], so we add an attention layer in our method.

3 Spatial alignment network

In this section, we describe our proposed Spatial Alignment Network (SAN). As difficul-
ties of analyzing face images collected in the wild are mainly caused by the spatial and
appearance variation. To address this problem, we introduce a spatial alignment network
eliminating spatial variation and enhance significant feature intensities. Our SAN model
mainly consists of two parts, such as the transformation sub-network for aligning images to
the canonical face and the estimation sub-network for locating landmarks. Specifically we
propose two methods to compute transformation parameters and convert the image. The first
one manually computes these parameters based on some fixed source and target points that
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ensuring model’s stability, and the other method builds a learning network to inference all
parameters which is efficient. In addition, we extend an attention layer into our estimation
sub-network to extract more discriminating feature.

3.1 The proposed framework

The pipeline of our proposed Spatial Alignment Network(SAN) is illustrated in Figure 2.
The face bounding box obtained by the face detector is fed into the transformation sub-
network. This module is designed to achieve spatial transformation, which includes a CNN
and a warping component, and we propose two methods to realize the transformation. After
spatial transformation, the face is aligned with rotation, scale and transformation operation
that eliminates in-plane variation and reduces the difficulty of analysis. Then the trans-
formed face is fed into the estimation sub-network to localize 68 facial landmarks. In this
part, the attention map is merged into our deep CNN to refine appearance representation. In
the following sections, we present the two major components of our framework in details
and also give a overall analysis.

3.2 The spatial transformation

Conflicts In order to learn a model which can align facial landmarks under unconstrained
condition (such as various poses, illumination, expressions and occlusions), training data
has to contain a lot of faces covering all possible variation. Although it is achievable to
learn this model, the training needs all kinds of faces images. In addition, the learning is a
quite difficult task when there are large variation among the training images, and either a
complicated mapping is required, or the accuracy will be compromised. As it is common
that increased model complexity results in poorer generalization performance [31]. This
means that a simpler or more regularized model is favorable, which trained on a limited
range of variation but align all possible poses.

In order to balance this conflict, motivated by transformation in-variance, we design
a spatial transformation module to eliminate spatial variation among training samples so
that the estimation model still be able to align faces in an arbitrary pose. This module
is essentially a trade-off between the structural complexity and the prediction accuracy,
which contains a localization network and warping component. These two components
are implemented by two different methods, and each component has a different role in
different methods. The first method is called handcraft transformation method, which com-
putes transformation parameters by some fixed points. Another is named learning-based
transformation method, which outputs transformation parameters by network inference.

Figure 2 The general pipeline of our proposed spatial alignment network. There are two main modules,
including the transformation sub-network to convert images and the estimation sub-network to predict the
landmark position. The warping module in the sub-transformation network connects these two modules
together, and we propose two methods to achieve the warping operation
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The above mentioned transformation parameters are from affine transformation. It is
an important kind of linear 2-D geometric transformation which maps a pixel intensity
value located at position xs, ys in an input image into a new position xt , yt in an out-
put image. The new pixel is computed by interpolation method. The transformation is a
linear combination of translation, rotation, scaling and/or shearing (non-uniform scaling
in some directions) operations. After affine transformation, some variation can be elimi-
nated or distorted images can be corrected. The general affine transformation is commonly
written in homogeneous coordinates as shown in Eq. 3. By only defining B matrix, it
is pure translation operation and A is a unit matrix. Pure rotation uses the A matrix,

A =
[

cos(θ) −sin(θ)

sin(θ) cos(θ)

]
. Similarly, pure scaling is A =

[
a1 0
0 a4

]
.

[
xt

yt

]
= A

[
xs

ys

]
+ B,A =

[
a1 a2
a3 a4

]
,B =

[
t1
t2

]
(3)

As this paper proposes two methods to implement affine transformation, we give details
of these two methods in following sections.

3.2.1 The handcrafted transformation

In this part, we provide a detailed description of the handcrafted transformation method,
as shown in Figure 3, which calculate affine parameters manually to align the varied input
image to the canonical face shape. Figure 4 is the canonical shape S, which is the mean
location of each landmark point in all training samples.

According to the explanation of affine transformation, at least three source points and
three target points are required to compute six transformation parameters. Source points are
on the original image and target points are on the canonical image. Since the test sample
has no additional information besides the image, we first build a convolution network to
locate eight instead of 68 key points in the face image. These eight points are outer/inter
eye corner, and nose tip, and left/right mouth corner and bottom lip center. There are three
reasons for this. The first is that these eight points can identify an individual image, and it is
enough to calculate affine matrix. The second is efficiency, because the network that locates
eight points is smaller and faster than the network of 68 points. The last is the accuracy.
These points are in the inter face and have more distinguishing features. They are easy to
detect, which can reduce the dependency of the subsequent steps.

Figure 3 An illustration of the handcrafted method. It consists of three parts: a initialization network,
b parameters computing, and c image warping
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Figure 4 Canonical/Mean Face and Shape. It is an average of all training images (after uniform scaling,
rotation and transformation)

After getting source and target/canonical points, we begin the affine transformation. For
each image with (xs

1, y
s
1, ..., x

s
8, y

s
8) which annotated by the initialization model, we man-

ually compute affine parameters θ = T (S, S). Next, we get the transformed image I ′ and
shape S′ based on the canonical coordinate frame by applying θ . Examples of the trans-
formed images is shown in Figure 3. Compared with the original face image, we can see
that the transformed image has a frontal viewpoint and less background information, which
is learning easily.

3.2.2 The learning-based transformation

The handcrafted transformation proposed above is straightforward and transparent but not
scalable and efficient because three transformation parts in the method are independent.
In addition, the computing transformation parameter depends on the initialization network
heavily, which can impose an adverse impact on the following estimation if the network
outputs some inaccurate landmarks. So, it is better to build an end-to-end model so that the
transformation and the estimation components can interact.

To achieve that, we extend the Spatial Transformer Networks (STNs) [2] to directly learn
transformation parameter θ in the unlimited face alignment task, as shown in Figure 5. We
fist briefly review STNs. STNs [2] consists of three parts: 1) a localization network, which
inference the transformation parameters by several stacked hidden layers, 2) a sampling
grid, which is multiple points where an input feature map should be sampled to generate the
transformed feature map, and 3) a sampler, it takes the grid and the input feature to generate

Figure 5 An illustration of the learning-based method. It consists of three parts: a a localization network,
b a grid generator, and c a sampler
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the aligned feature. Therefore, STNs can transform an image dynamically by learning an
appropriate transformation parameters.

To align the varied face image, we first design a localization network and apply affine
transformation to predict six affine parameters θ . Then, the point on the transformed image
can be formed by a grid with θ and the point in the input image. A bilinear sampler is
exploited to interpolate each pixel value in the transformed image. Examples of the trans-
formed images is shown in Figure 5. Compared with the original face image, it is obvious
that the transformed image shows a frontal in-plane viewpoint, which is favorable for
analyzing.

3.3 Spatial attention

Current CNN models generally end with a global average pooling and some fully connected
layers. The global average pooling operation averages all pixel values on each feature map
which weakens the effect of significant pixels. To handle this problem, we exploit attention
mechanism which weights the importance of significant pixels [7].

We extend a soft attention layer in our network, which can be merged into CNN and
trained end-to-end [6]. To achieve soft attention, we first get the summarized feature as
Eq. 4, where f denotes convolution feature maps, ∗ denotes convolution operation, Wa

indicates convolution filter parameters, g is the non-linear activation function (Sigmoid),
and s ∈ RH×W represents the summary of all feature maps in f . Then, we normalize s using
softmax operation as Eq. 5, where s(x, y) is pixel value at position (x, y), x = 1, ...,W, y =
1, ...,H, the output ψ(x, y) is the attention map, and

∑
(x,y)∈(W,H) ψ(x, y) = 1. Finally,

the attention map is applied to each channel of feature f as Eq. 6, where index c indicates
feature channel number the symbol � represents channel-wise Hadamard matrix product
operation, and f att represents the final refined feature, which is actually re-weighted by the
attention map. The refined feature f att has the same size as feature f .

s = g(Wa ∗ f + b) (4)

ψ(x, y) = es(x,y)∑
(x,y)∈(W,H) es(x,y)

(5)

f att = ψ � f, f att (c) = f (c) ◦ ψ (6)

After refining, each pixel is re-weighted so that significant pixels approach 1 and undis-
criminating pixels approach zero. In addition, the attention map can be used as feature
selectors in the feed-forward inference and gradient update filters in the back-propagation.
The STNs used for spatial transformation is actually a special kind of attention mechanism,
which transforming or refining input image/feature by transformation parameters generated
by localization network.

3.4 Network architecture

Our previous cascade work [16] proves the effectiveness of connecting the lower and upper
layers of the CNN in localizing facial landmarks. This is because the hierarchical structure
of CNN networks has some special properties, such as lower layers respond to edges and
corners with better localization properties, and higher layers tend to learn more complex
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and class-specific representation. For localization tasks, such as facial landmark localiza-
tion, they require pixel-level accuracy, which need a lot of localization information, thereby
making full use of the intermediate layers is necessary; CNN models exploited in this paper
take this property into consideration.

Transformation sub-network In this paper, we use hyperface [23] network to achieve
spatial transformation. More specifically, in the manual conversion method, it is used to
regress eight facial landmarks to get the source points in the input image, and in the
learning-based transformation, it is the localization network to directly inference 6 affine
transformation parameters. The architecture of hyperface is shown in Figure 6, which fuses
P1, C3, and P5 layer of AlexNet [15] by concatenating their features. As they can’t be
concatenated directly with different size, the author adds C1a and C3a after P1 and C3
respectively to obtain consistent feature maps as P5. After concatenating, there are 768
channels in the network, and its dimensions are a bit high, so a convolution layer is added
to reduce dimensions to 192, its feature maps size remain unchanged. Then, there are three
fully connected layers followed to regress the landmark position or inference affine parame-
ters. In addition, each convolution layer and fully connected layer is followed by a non-linear
activation function ReLu (Rectified Layer Unit), which converges faster than Sigmoid.

Estimation sub-etwork As shown in Figure 2, the estimation sub-network part outputs
final 68 facial landmarks. In this paper, we apply a deep CNN named ResNeXt [32] as
regressing 68 points is more difficult than eight inner face points and the five convolution
layer stacked hyperface lacks capacity. The ResNeXt [32] improves the classical ResNet
[11] aggregateing a set of transformation with the same topology to get a homogeneous,
multi-branches architecture. This improvement makes only a few hyper-parameters to set.

Figure 6 The structure of our baseline network hyperface [23]. It extends the classical AlexNet [15]. The
depth of hyperface is five, including five convolution layers C1, ..., C5 followed by nonlinear activation Relu
where two inside indexes indicate filter kernel size and the number of filters. P1, P2 and P3 are three max
pooling layers where the inside index indicates the pooling stride. In addition, P1,C3 and P5 are concatenated
to preserve spatial information, which applying C1a and C3a to change the feature map size of P1 and C3
in order to have the same size as P5. Layer Ca and Cd are used for concatenating and dimension reduction
separately. Finally, F1, F2 and F3 are three fully connected layers, the inside index means the number of
neural units
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Through experimental, we finally integrate 17 convolution layers in it. In addition, experi-
mental results of the hyperface and ResNeXt networks also verify the necessity of using the
depth model in the 68 points estimation phase.

Based on the basic ResNeXt network, we add an attention layer in the basic ResNeXt
network for extracting discriminating feature and promoting convergence, as shown in
Figure 7, and our experimental result validates its effectiveness.

3.5 Overall analysis

Method analysis In this paper, our proposed model is a one-stage method, and it can be
extended into the cascaded framework easily. Specifically, to build a three-stages model, we
can directly adopt our SAN in the first stage to directly output 68 landmarks. In the second
and third stage, we simply alter the target of the SAN to a deviation between the ground
truth and the prediction of the previous stage. So, our model is highly scalable.

Compared with other works Some existing methods also consider spatial conversion,
such as the DAN [14] model which employing similarity transformation and the MIX
[31] method which computing affine transformation parameters by hand-crated feature and
average shape. Compared with these methods, there are three main differences. Firstly,
our paper proposes two methods to obtain the transformation parameters, then compares
advantages and disadvantages of them with the theoretical and experimental analysis, while
other papers only use one method. Secondly, for the hand-crafted affine transformation, to
get the source position on the original image, we train a CNN to initialize the key-point
directly, however, other papers train the model based the mean shape that is not robust as
it depends on the mean shape heavily. Thirdly, for the learning-based transformation, we

Figure 7 The structure of estimation sub-network. It consists of 17 convolution layers, including C1, 8
stacked resnext blocks, a max pooling layer and a fully connected layer. In addition, we add an attention
layer after the max pooling to enhance discriminating features. C(k, n) indicates a convolutional layer, and
its kernel size is k and output n feature maps, P(k) represents a max pooling layer, and its kernel size is k, B
represents batch-normalization.

⊕
indicates channel-wise sum operation and

⊗
is channel-wise Hadamard

matrix product operation
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exploit different CNN network compared with other papers. In the experiment section, we
provide quantitative analysis.

4 Experiments

In this section, we conduct extensive experiments on several public datasets to evaluate our
proposed model. Firstly, we describe implementation details in Section 4.1, such as training
and testing datasets, error measurement metric, training procedure and so on. Section 4.2
shows ablation studies to evaluate the effectiveness of each component. Moreover, we also
compare our method with state-of-the-art works in Section 4.3. Finally, we discuss issues
with the current model.

4.1 Implementation details

Dataset In order to evaluate our model can tackle large unconditioned face images, we
conduct experiments on the 300W competition dataset which covers large variation includ-
ing different subjects, poses, illumination, occlusion, etc. It contains five databases: AFW,
LFPW, HELEN, IBUG and 300W set [26, 27], where each image is annotated with 68
landmarks [25]. For training model, it is divided into training and testing parts following
most established methods. The training set consists of images from AFW and IBUG dataset
as well as the training subset of LFPW and HELEN. There are two testing sets, namely
300W public and 300W private testing sets. The 300W public set consists of images from
the testing set of LFPW and HELEN. The 300W private set is the 300W set, which con-
tains 300 outdoor images and 300 indoor images. To extend generalization of the model, we
apply several times data augmentation on each training image, including randomly rotation,
flipping, shifting and scaling.

Error measurements There are several common measurements for computing alignment
error, for example, the mean distance between predicted landmarks and ground truth land-
marks which normalized by the face’s binocular distance, namely RMSE, and the failure
rate of each landmark. The formula of RMSE is Eq. 7, where x

f
i , y

f
i is the ith predicted

point, and g
i , y

g
i is the ith ground truth point. The failure rate is the proportion of failed sam-

ples in all samples. In addition, we also plot Cumulative Error Distribution (CED) curves
with respect to 68/51 facial landmarks on all datasets.

RMSE =
∑n

i=1

√(
x

f
i − x

g
i

)2 +
(
y

f
i − y

g
i

)2
douterN

(7)

Experiment environment All experiments are implemented on the Ubuntu 16.04.3 sys-
temwith Intel(R) Xeon(R) CPU E5-2630 v4 2.20GHz and two NVIDIA Corporation Device
1b02 GPUs and all deep convolution neural networks are designed based on the MXNET
toolkit using the Python programming language. Our results are the average of multiple
experiments.

Training procedure We train our model from scratching, network parameters are initial-
ized by Xavier with the Gaussian function. The base learning rate of all networks is set to
0.0001 except networks applied STNs as it does not convergence. The initial learning rate of
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learning-based method is between 1e − 6 and 1e − 5, and we set 3e − 5 to train related net-
works which achieves the best performance. We use Adam [13] stochastic optimization to
update learning parameters and train each network 50 epochs. The loss function is the mean
distance between predicted landmarks and ground truth landmarks. Here, it is necessary to
point out that the setting of super-parameters is critical especially the base learning rate, as
they can make the learned network outputs unreasonable results. We set these parameters
based on experience and multiple times of debugging.

In the hand-crafted transformation, we first regress eight source points in the original
image, then computing six-dimension affine transformation parameters θ . To convenience,
we only align three points instead of eight points in the original image to corresponding
positions in the mean face, as three point is enough. After experimental, we finally choose
inter eyes corner and bottom lip center as source points; since these points contain full face
region and the transformed image preserve more appearance similarity with the original
image and the distortion is more reasonable.

Baselines We set two baseline models to compare results. The first and second base-
line named HyN68 and ResNX68 respectively which directly outputs 68 facial landmarks
without any warping operation based on the hyperface and ResNext network.

4.2 The effectiveness of spatial alignment network

Evaluating spatial transformation We propose spatial transformation module to get
six-dimension affine transformation parameters as depicted in Section 3, so we first com-
pare models with and without this module on 300W private/public set. As we propose
two methods to get these parameters, then we compare similarities, differences and perfor-
mance of these two methods in the implementation process. Finally, we compare the impact
of network depth on performance. So, there are six models to compare, and results are
shown in the first region of Tables 1 and 2. On the most challenging 300W private set, for
adding the handcrafted transformation Hy8, HyN8+HyN68 model reduces the mean error
by 0.7% (RMSE68) and 0.9% (RMSE51) compared with the first baseline HyN68, and
Hy8+ReNX68 reduces the failure rate by 0.6% compared with the first baseline ReNX68.
For extending the learning-based transformation Hy6, HyN6+HyN68 model reduces the
mean error by 0.8% (RMSE68) and 1% (RMSE51) compared with the first baseline HyN68,
but the reduced error of Hy6+ReNX68 model is not obvious, this is because that the esti-
mation sub-network is far form the transformation sub-network and the learning process
does not have its own loss function. In addition, on the 300W public set, the two proposed
modules also help the original models achieve improved performance.

Compared these two modules, the handcrafted transformation is more stable than the
learning based method, as it helps achieve stable improvement. But it is not as efficient as
its opponent. To improve the learning-based transformation, we can add loss function to
supervise the learning of transformation parameters, or add multi-transformation.

Further, we analyze the impact of network depth on performance. After getting trans-
formed images, we make effort to regress 68 face landmarks, which is more difficult and
needs more discriminating feature than regressing eight points. So, we apply ResNeXt
instead of Hyperface to test its performance, and we provide experimental results for
another 3 models, such as ReNX68, HyN8+ReNX68 and HyN6+ReNX68, as shown in
Tables 1 and 2. We can see that deeper networks have lower error than shallow networks
which validates our hypothesis.
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Table 1 The result of facial landmark localization on 300W private test set based on our proposed baselines,
where HyN and ReNX indicates hyperface and ResNeXt network respectively, the number after HyN/ReNX
indicates the number of output values, the suffix Att means that an attention layer is added to the model

Model RMSE68(%) RMSE51(%) Failure rate(%)

HyN68 7.2 6.4 10.0

HyN8+HyN68 6.5 5.5 6.6

HyN6+HyN68 6.4 5.4 6.9

ReNX68 5.1 4.2 2.6

HyN8+ReNX68 5.1 4 2.0

HyN6+ReNX68 5.6 4.5 4.5

HyN68 Att 6.2 5.4 4

ReNX68 Att 5 4.1 1.8

HyN8+ReNX68 Att 5 4 1.7

HyN6+ReNX68 Att 5.1 4.2 2.5

In addition, Hy8 and Hy6 stands for manual and learning transformation, respectively. RMSE is the mean
distance between predicting landmarks and target landmarks and normalized by the binocular distance. The
number after RMSE indicates the number of facial landmarks, including 68 facial landmarks and 51 facial
landmarks, and 51 landmarks don’t contain outer surface points of human face. The failure rate is the
proportion of failed samples

Evaluating attention module We add an attention layer to our estimation sub-network to
help understanding the image and select discriminating feature, as depicted in Section 3. We
provide the result based on two baseline models without spatial transformation to see the
importance of the attention mechanism directly. The results are shown in the second region
of the Tables 1 and 2. In the shallow hyperface network, the HyN68 Att model reduces the

Table 2 The result of FLL on 300W public test set based on our model, where HyN and ReNX indicates
hyperface and ResNeXt network respectively, the number after HyN/ReNX indicates the number of output
values, the suffix Att means that an attention layer is added to the model

Model RMSE68(%) RMSE51(%) Failure rate(%)

HyN68 7.2 6.4 10.0

HyN8+HyN68 5 4.2 2

HyN6+HyN68 4.9 4.2 1

ReNX68 3.7 2.9 0

HyN8+ReNX68 3.9 3 0.1

HyN6+ReNX68 4.1 3.2 0.2

HyN68 Att 4.7 4.1 0.7

ReNX68 Att 3.7 2.9 0

HyN8+ReNX68 Att 3.7 2.9 0

HyN6+ReNX68 Att 3.5 2.8 0.1

In addition, Hy8 and Hy6 stands for manual and learning transformation, respectively. RMSE is the mean
distance between predicting landmarks and target landmarks and normalized by the binocular distance. The
number after RMSE indicates the number of facial landmarks, including 68 facial landmarks and 51 facial
landmarks, and 51 landmarks don’t contain outer surface points of human face. The failure rate is the
proportion of failed samples
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Figure 8 Fitting results on 300W private test set. The plots show the Cumulative Error Distribution (CED)
curves with respect to the landmarks (68 landmarks)

failure rate by 6% after adding attention layer, and the deep ReNX68 Att model reduces the
failure rate by 0.8%, so the attention layer is useful. But we find that the improvement in
ResNeXt is not as great as in the hyperface, this is because the deep ResNeXt has extracted
discriminating feature based on its multi-stacked convolution layers.

After evaluating the effectiveness of the spatial transformation and the attention module,
we merged them to get the final model to further improve performance, and results are
shown in the third region of the Tables 1 and 2.

In addition, we plot point-to-point Normalized RMS Error, as shown in Figures 8 and 9
which illustrating that the improvement is obvious after adding our proposed modules. We
also show some original and transformed images in the Figure 10. We can see that the
transformed images have near frontal viewpoint and have less background information.

Figure 9 Fitting results on 300W public test set. The plots show the Cumulative Error Distribution (CED)
curves with respect to the landmarks (68 landmarks)
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Figure 10 The original (above) and transformed images (below)

4.3 The comparison with state-of-the-art

In this subsection, we compare our model with state-of-art methods on the challenging
300W private and public test set, and results are shown in Tables 3 and 4. Compared to the
MDM [30] work which adopts deep CNN and RNN to locate facial landmarks, our model
reduces the error by approximately 0.1 and 0.7. Compared to the DAN [14] which consists
of three stages and similarity matrix. In the table, DAN(T1) and DAN(T3) represents result
in the first and third stage. We can see that, our model performs better than DAN(T1) and
is almost similar to DAN(T3). This means that if we extend our model into three stages, its
performance can exceed the current best model. In addition, it is necessary to consider that
our model only trained with 50 epoches without the fine-tune process that prove our model
is robust and weakly dependent on hyper-parameters.

4.4 Discussion

Through extensive experiments, we find that considering spatial and appearance variation
in unconstrained images is important, and our proposed model have achieved very good
performance, as shown in Figure 11 which illustrates that the estimation is very close to
the ground truth. But we also find some hidden issues. Firstly, our proposed two modules
improves the performance of shallower CNN (Hyperface) a lot, while the improvement in
a deeper and complex CNN (ResNeXt) is less obvious. So, in the future work, we will

Table 3 The result of FLL on 300W private set based on state-of-art methods

Models RMSE68(%)

MDM [30] 5.1

DAN(T1) [14] 5.02

DAN(T3) [14] 4.3

Our 5

RMSE is the mean distance between predicting landmarks and target landmarks and normalized by the
binocular distance
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Table 4 The result of FLL on 300W public set based on state-of-art methods

Models RMSE68(%)

MDM [30] 4.05

DAN(T1) [14] –

DAN(T3) [14] 3.59

Our 3.5

RMSE is the mean distance between predicting landmarks and target landmarks and normalized by the
binocular distance

Figure 11 Fitting results on 300W private test set (68 landmarks), red dot indicates the predicting position
and blue dot indicates the ground truth. It is obvious that the predicting position is similar to the ground truth

Table 5 Percentage of images with fitting error of 68 landmarks less than the specified value based on our
model

Model < 0.02 < 0.03 < 0.04 < 0.05 < 0.06

HyNet8+Aff+ResNeXt68 0 0.32 0.27 0.51 0.75

Figure 12 Failed images on the 300W private test set (68 landmarks), red dot indicates the predicting posi-
tion and blue dot indicates the ground truth. It is obvious that image under fairly extreme expression, pose,
lighting and occlusion is still hard to align
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consider how to upgrade them, for example, adding supervision in learning transformation
parameters and designing a multi-scale attention module and so on.

Moreover, we further show image percentage with RMSE error less than 0.02, 0.03,
0.04, 0.05, 0.06 on the Table 5, and display the failed samples in the Figure 12 on 300W
private test set. We can see that the sample with small error(0.02) is almost none, and the
failed sample often occurs under extreme conditions. There may be three reasons for these
problems. Firstly, our CNN model implements L2 loss which mainly focuses on large error
images. Secondly, under very extreme conditions, the spatial and appearance variation on
face images are still hard to analyze although implementing transformation as it is hard
to predict their transformation parameters. Lastly, some annotations may be ambiguous
and influenced by human factors, for example, people and software can’t annotate low-
resolution face images accurately. So, there’s still a lot of effort to do, like designing a loss
function mainly solving small errors and learning more flexible models to analyze images
under very extreme conditions.

5 Conclusion

In this paper, we propose a Spatial Alignment Network to locating 68 landmarks on face
images under unconstrained scenario. We propose a novel framework considering spatial
and appearance variation, which consist of two modules. The first is the transformation
sub-network converting spatial varied images to the canonical face and shape; we propose
two methods to implement it, such as the hand-crafted and the learning-based method; the
former method is stable, learning easily and straightforward but with low efficiency, while
the latter is learnable and efficient but not that steady. The second module is the estimation
sub-network to output 68 facial landmarks. In this module, we add an attention layer in the
deep CNN to get more discriminating feature. Through extensive experiments, we validate
the effectiveness of our proposed modules on several unconditioned datasets.

In the future, we will introduce other transformation methods and exploit other spatial
and appearance information, like 3D and multi-scales/views information.
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