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Abstract Two most important social influences that shape the opinion formation process
are: (i) the majority influence caused by the existence of a large group of people shar-
ing similar opinions and (ii) the expert influence originated from the presence of experts
in a social group. When these two effects contradict each other in real life, they may pull
the public opinions towards their respective directions. Existing models on opinion forma-
tion utilised the idea of expertise levels in conjunction with the expressed opinions of the
agents to encapsulate the expert effect. However, they have disregarded the explicit consid-
eration of the majority effect, and thereby failed to capture the concurrent and combined
impact of these two influences on opinion evolution. To represent the majority and expert
impacts, we explicitly use the concept of opinion consistency and expertise level consis-
tency respectively in an innovative way by capitalizing the notion of entropy in measuring
the homogeneity of a group. Consequently, our model successfully captures the opinion
dynamics under the concomitant influence of majority and expert. We validate the effi-
cacy of our model in capturing opinion dynamics in a real world scenario using the opinion
evolution traces collected from a widely used online social network (OSN) platform. More-
over, simulation results reveal the impact of the aforementioned effects, and confirm that
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our model can properly capture the consensus, polarization and fragmentation properties
of public opinion. Our model is also compared with some recent models to evaluate its
performance in both real world and simulated environments.

Keywords Opinion formation · Online social networks · Majority · Expert · Consistency

1 Introduction

Opinion formation dynamics captures the way individual opinions in a social group evolve
under the presence of various social influences to form a collective opinion in society.
Social influencs, such as conformation in a majority group [1], expertise in neighbour-
hood and homophily, instigate repeated interactions among the group members and enforce
them to revise their thoughts or adopt new information or refine their beliefs. Modelling
such dynamics helps us to better understand the characteristics of these influences, and
thereby helps to better understand the characteristics and composition of the final opin-
ion. Moreover, capturing this opinion formation dynamics is of great significance as the
developed models can be used in many cutting-edge applications in the World Wide Web
(WWW) space. Examples of business related applications include analysing the evolution
of the popularity of a product or business idea using customers’ feedback, identification of
experts and influential people and estimation of their influence for selecting target group
for marketing, and investigating the success of viral marketing. Likewise, other applications
include detection and monitoring of any socio-economic crisis or movement and then tak-
ing corresponding preventive steps, dissemination of information on new products, ideas
and innovations, predicting the popularity of political parties and their agenda or strategies
taken by government, and so on. If more realistic and accurate opinion estimation can be
done, it will increase the likelihood of achieving the business and the operational objec-
tives of the above mentioned applications. However, human behaviour is too complex to be
abstracted, which makes the research in emulating the real world opinion evolution process
more comprehensive and challenging.

The seminal works of DeGroot [12], Clifford and Sudbury [7], Hegselmann and Krause
[16], Deffuant et al. [11], and Sznajd [32] have produced several opinion formation mod-
els in the literature. Based on the opinion representations and the corresponding opinion
update rules, the existing models can be approximately categorized into two major streams.
In the first modelling approach [11, 12, 16, 18, 34], opinions are represented using con-
tinuous values in a range and updated through repeated averaging of neighbours’ opinions.
Besides, the neighbours are selected using one or a combination of three neighbour selec-
tion strategies, namely: (i) all the neighbours [12], (ii) a selected subset of neighbours [16],
and (iii) a randomly selected neighbour [11]. The other approach [7–9, 13, 17, 21] considers
discrete valued opinions by representing them using some fixed discrete levels. In the latter
approach, the update rule implies adoption of a neighbour’s opinion using a selection strat-
egy, e.g. a random neighbour [7], a probabilistically selected neighbour [9] and neighbour
selected based on majority rule [8, 13].

The expert effect and the majority effect are two very important social influences that
shape these neighbour selection and opinion formation process. Here, experts are agents
with knowledge and experience, and whom other agents can rely on. They have the poten-
tial to draw other agents’ opinions towards them. The majority effect is the other important
driving force in opinion formation where opinions of a majority group from the neighbours
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can drive the dynamics towards its direction. A strong community always attracts others
to revise their opinions. It is noteworthy to mention here that sampling a population is the
widely used way to predict the public opinion, and in most of the cases mining the majority
opinion from the sample yields superior prediction of the outcome of opinion dynamics. The
superiority of mining majority opinion for prediction of public opinion can be established
through several examples, such as the poll prediction for ‘Brexit’, ‘Scottish Referendum’
and the ‘US presidential election’ (2008–2012). The importance of majority opinion in min-
ing public opinion motivates us to integrate the majority rule in our modelling aspects. Since
the majority rule does have reasonable fairness, it is universally adopted to make predictive
analysis of many real-world influential events such as elections and referendums. Despite
there exist a few debates about it (e.g., minority rights are neglected, failing to consider
the intensity of preferences), the most popular discrete opinion formation process, namely
‘Voter Model’ [7] and its variants [8, 13, 17, 21] have embedded majority rule in their
bedrocks as a fundamental principle for deriving opinions of agents participating in opinion
dynamics. On the contrary, continuous opinion formation models lack such exploration of
majority rule adequately. Nevertheless, in this paper, we study continuous valued opinion
formation modelling as it can represent opinion in a desirable granular level to capture the
dynamics more accurately.

To encode the expert effect, continuous opinion dynamics incorporates the concept of
expertise level of an agent on its expressed opinion [6, 24]. Expertise level can be explic-
itly expressed by an agent as in the review system of technical articles where each review
score is coupled with a level of expertise of the reviewer. If not explicitly expressed, it is
possible to extract expertise level of an agent through text analysis of user activities and cre-
dentials using data such as user profile and posts in online social networks. Moussaid et al.
[24] utilise an agent’s confidence level in representing her level of expertise in their mod-
elling. They distinguish experts as agents having very high confidence levels. However, the
efficacy of their approach is limited due to (i) the use of a few intuitively defined opinion
update rules considering a particular appication context and (ii) limited pair-wise interac-
tions among the agents. Consequently, the model fails to capture the majority effect, i.e., the
collective impact of a group of agents sharing similar opinions. On the other hand, uncer-
tainty in beliefs is explored to determine the expertise level of an agent by Cho and Swami
[6]. Likewise [24], work in [6] only employs pairwise interactions among the agents. As a
result, both models fail to realize the conformity of an agent to a group with the majority of
them sharing similar opinions (majority effect), while in Asch experiment [1] conformity to
majority group is exhibited as a strong social influencing factor. Moreover, pairwise agent
interactions can only capture the influence of expert agents on non-expert ones at individual
level. This overlooks the influence due to the presence of a group of experts in an agent’s
neighbourhood.

In a nutshell, though majority effect has been exploited by a stream of discrete opinion
models [32] and to some extent expert effect has been considered in some continuous mod-
els [6, 24], none of the models based on these two streams has considered the combined
effect of majority and expert. It is clearly evident that in any real-world opinion formation
process, the two effects occur concomitantly [24], thus both the majority supported opin-
ions and experts’ opinions coexist. In some occasions, the majority opinion is backed by
experts or the expert opinion is supported by the majority people. On the contrary, in some
situations, there might be disagreement between these two types of opinions. This necessi-
tates the importance of combining majority effect with the impact of experts to study their
joint influence on opinion formation, which is missing in [24] and in other works on opinion
formation, but addressed in this paper.
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While modelling the aforementioned combined influence, we emphasize on encoding
the majority rule for continuous dynamics as it is not explored adequetly in the existing
models. Complete random models [11, 19, 24] don’t consider the majority effect at all,
while the other existing models (averaging and bounded confidence models [12, 16]) par-
tially capture the majority impacts. Averaging models take the average of all the neighbours’
opinions of an agent without considering the fact that majority of them may or may not
agree. Moreover, averaging models are adversely affected by outlier opinions. On contrary,
in the bounded confidence models only a fraction of opinions conforming to the agent are
considered. Those opinions are selected by a threshold of opinion distance from the agent.
However, majority group can form beyond this opinion distance threshold. Even if the mea-
sure based on the opinion distance can properly capture the homophily principle present in
social interaction, it overlooks the fact that a disagreeing majority opinion can have strong
impact on agents and thereby shapes their opinion revision process. The value of consis-
tency is widely used to represent the degree of homogeneity of a group. We use consistency
to represent the impact of majority in an innovative way [10], and thus decouple it from
other types of social influences (e.g., outliers, homophily). Here, we utilise the entropy of a
set of opinions to measure such consistency. The majority rule suggests that, the closeness
among majority supported opinions plays a vital role in an agent’s opinion update process
when it encounters with other agents’ opinions. When the majority of neighbours share sim-
ilar opinions, their influence as a group on an agent will be greater than their individual
impact. Our definition of consistency using entropy [10] essentially captures the presence
of such majority group in an agent’s neighbourhood.

In brief, our research has the following contributions:

1. decouple majority influence from expert effect and formulate their individual and
combined impacts,

2. utilise the concept of opinion consistency to measure the majority effect, while utilise
both the value of expertise level and expertise level consistency to evaluate the expert
effect, and use entropy in an innovative way to measure these consistencies,

3. detect the formation of a group of experts’ opinions and its influence on nearby agents,
4. evaluate the efficacy of the proposed model using data collected from OSN.

The rest of the paper is organized as follows. In Section 2, we describe in details the formula-
tion of the model’s parameters (2.1) followed by the neighbour selection and opinion update
strategies (2.2). Then in Section 3, we validate our proposed model using real world opin-
ion formation data collected from Twitter. We investigate the characteristics of our model in
more depth through simulation in Section 4.

2 Proposed opinion formation model

Consider a social network G = (V ,E) with |V | = n agents forming a collective opinion
on a particular topic. An agent i ∈ V interacts to all its neighbours, Ni = {j |j ∈ V ∧
(i, j) ∈ E} in each iteration. At time t , the opinion expressed by agent i is represented by
Oi(t) ∈ [0, 1]. The range is called the Opinion Space (OS). Every agent is also associated
with an expertise level Ei (t) ∈ [0, 1] besides its own expressed opinion Oi(t). A agent
with higher expertise level can be considered an expert whom other agents can generally
rely on. In contrast, individuals with very low expertise levels represent lay people having
poor topical knowledge and thus, very hard to be relied on for any information on that
topic. To jointly integrate the majority and expert effects, our model considers four factors
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that an agent is usually influenced by: (i) its own opinion Oi(t), ii) its own expertise level
Ei (t), (iii) neighbours’ opinions ONi

(t) = {Oj(t)|j ∈ Ni}, and (iv) neighbours’ expertise
levels ENi

(t) = {Ej (t)|j ∈ Ni}. It is worth to mention here that although the opinions and
expertise levels used in our models are numerical, people express their opinions in OSNs
using text messages. To get opinions, we convert textual information into numerical values
using a well-established method called sentiment analysis [22, 23, 27]. However, expertise
level extraction is not straightforward as people will not necessarily express their expertise
levels while expressing their opinions. We need to mine their activities and credentials to
get their expertise levels. We will discuss more on opinion and expertise level extraction
processes in Sections 3.2 and 3.3, respectively.

According to the literature [9, 24], in real life, opinion update process considers one of
the three possible heuristics: (i) keep own opinion, (ii) make a compromise by averaging
with neighbours’ opinions and (iii) adopt neighbour’s opinion; the choice is made based
on the available information. To make opinion update as realistic as possible, our model
considers all of them. Before describing how the opinion update process is implemented,
the way our model captures the combined effect of majority and expert is described first in
the following section.

2.1 Formulation of majority and expert effects

To measure the combined impact of the majority and expert effects, an agent computes the
credibility of its neighbours’ opinions considering the aforementioned four influencing fac-
tors (agent’s and its neighbours’ opinions and expertise levels). Here, the credibility score
determines how much an agent can rely on its neighbours. To compute credibility, we need
to individually measure the majority and expert effect present in the neighbourhood, and
then combine them to get the overall credibility of neighbours’ opinions. We use consis-
tency for opinions and expertise levels to encode the majority and expert effect, respectively.
Consistency (ξ(A)) of a set (A) of values indicates the overall similarity present in the set.
The Shannon’s entropy from information theory properly represents the consistency; a set
with similar values results in a small entropy whereas diverge valued set has a large entropy.
Consequently, a set’s entropy normalized with the maximum possible entropy (em) [15] is a
reasonable realization of its consistency.

Opinion consistency (majority effect) Opinion consistency of a neighbourhood is
calculated from the entropy value as per (1).

ξ(ONi
(t)) = 1 − e(ONi

(t))

em

(1)

where, e(ONi
(t)) = entropy(ONi

(t))

= −
∑

O(t)∈ONi
(t)

p(O(t)) × log(p(O(t)))

Here, p(O(t)) is the probability of opinion O(t) in neighbours’ opinion set ONi
(t). For

simplicity in entropy computation, we assume that the Opinion Space (OS) comprises a
set B = {b1, b2, · · · , bz} of equal length blocks. Figure 1a illustrates an example distribu-
tion of an agent’s neighbours’ opinions using 10 blocks. For entropy computation, instead
of evaluating individual opinion’s probability p(O(t)), we calculate the probability of the
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(a) Opinion distribution in blocks (b) Expertise level distribution in blocks

Figure 1 Illustration of opinion and expertise level distributions in blocks to measure their consistencies

individual blocks. Here, a block’s probability depends on the number of opinions belonging
to that block. Thus, probability of a block b as represented by pib(t) is computed as

pib(t) = |Oib(t)|
|ONi

(t)| (2)

where, Oib(t) is the set of neighbours’ opinions of agent i which belongs to block b and |.|
computes the cardinality of a set.

A high ξ(ONi
(t)) indicates the presence of a large group of agents holding simi-

lar opinions, thus captures the majority effect. A low value designates no such majority
gathering.

Expertise level consistency and expertise level credibility (expert effect) While
computing expertise level consistency, we again take into account the possibility of form-
ing different opinion groups and measure individual groups’ expert effects. To compute the
expert effect that a group exhibits, we need to find the consistency of the expertise levels of
the agents whose opinions are member of that group (opinion block).

So, expertise levels inside an opinion block are further divided into expertise level blocks,
as illustrated in Figure 1b, to compute consistency. As depicted in the figure, two same sized
opinion blocks (3 and 8 of Figure 1a) with similar expertise level consistencies can have
different expertise level values. Here, the agents of opinion block 8 have higher expertise
levels than the agents in block 3. Thus, instead of having equal consistencies, block 8 will
exhibit greater expert effect than its counterpart. Therefore, both the consistency and the
values of the expertise levels determine the overall expert effect of a group of opinions. We
incorporate the expected expertise level of the opinion groups to account for their values.
This compound measure is named as expertise level credibility which is computed as per
(3) for an opinion block b ∈ B in an agent i’s neighbourhood.

�(Eib(t)) = log(ξ(Eib(t))) × E(Eib(t)) + η)/ log(1 + η) where, (3)

ξ(Eib(t)) = 1 − e(Eib(t))

em

,

e(Eib(t)) = −
∑

E(t)∈Eib(t)
p(E(t)) × log(p(E(t))),

E(Eib(t)) =
∑

E(t)∈Eib(t)
p(E(t)) × (E(t))
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Here, Eib(t) is the set of expertise level values within the opinion block b in agent i’s neigh-
bourhood. ξ(Eib(t)) represents the consistency of block b and E(Eib(t)) is its expected
value. In the numerator of (3), log() is used as it represents the diminishing property of a
utility function in microeconomic theories [29]. η is used to keep the values of �(Eib(t))

within a specific range suitable for specific applications. A high expertise level credibility
�(Eib(t)) indicates the presence of a large cluster of highly confident agents in block b. The
expected expertise level credibility as evaluated in (4) further validates the presence of such
expert groups in the neighbourhood of an agent.

E(�(Eib(t))) =
∑

b∈B
�(Eib(t)) × pib((t)) (4)

So far, we have defined the theoretical underpinnings to capture majority and expert
effects separately. However to realize their joint effects in opinion dynamics, (1), (3) and (4)
can be used to represent the three major mutually exclusive real-world scenarios of opinion
update process that are described below:

Scenario 1 (Joint consideration of majority and expert effects) This scenario cap-
tures the influence of a large group consisting of the majority neighbouring agents who are
also experts. To represent the majority effect, the majority of the neighbouring agents have
to possess similar opinions which yields high opinion consistency, while for the concurrent
expert effect, their expertise levels are to be high and consistence. Therefore, their com-
bined effect termed as the credibility score of neighbours (χNi

(t)) at start of Section 2.1
can be calculated as the product of opinion consistency computed in (1) and expertise level
credibility of neighbours computed in (4), which is defined as follows.

χNi
(t) = ξ(ONi

(t)) × E(�(Eib(t))) (5)

Scenario 2 (Influence of small groups consisting of experts) In the absence of the
joint effects, an emerging group of expert agents in the neighbourhood having similar opin-
ions influences the agent to update its opinion. The group exhibits more influence as it grows
larger, which is a characteristic reflecting majority phenomenon. The larger expertise level
consistency within group ensures greater influence according to the expert effect. Finally,
based on the homophily principle [16], the group closer in distance in opinion has more
impact. Therefore, considering the relative size and consistency of a group, and an agent’s
opinion distance from that group, the influence of such a group on an agent’s opinion is
formulated as in (6).

χib(t) = max
b∈B

(
�(Eib(t)) × pib(t)

1 + abs(Oi(t) − Oib(t))

)
(6)

Here, abs() denotes absolute value and Oib(t) is the average opinion of block b. pib(t),
�(Eib(t)) and abs(Oi(t) − Oib(t)) represent the relative group size, its expert influence
and the homophily principle, respectively.

Scenario 3 (Individual expert’s influence) When there is no such group in the neigh-
bours’ opinions, it is only the individual experts that influence an agent. In this situation, the
amount of influence depends on the opinion distance [16] and the relative expertise level
[24] of an expert j to an agent i as captured by (7).

ζij (t) = Ej (t) − Ei (t)

1 + abs(Oj (t) − Oi(t))
(7)

where, j ∈ Ni and Ej (t) − Ei (t) ≥ ζth(t)
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Here, ζth(t) determines the minimum level of expertise level that an expert should be higher
than an agent to impact on its decision. The way of determining the suitable value of ζth(t)

is to be discussed in the Section 2.4. The opinion update process in our proposed model is
presented in the following section.

2.2 Model description

While revising an agent’s opinion at time t , it looks for the presence of majority and expert
effects in the neighbourhood as measured by the neighbourhood credibility score χNi

(t),
small expert group influence χib(t) and individual expert impact ζij (t), and applies the
opinion update process for the scenarios. The process is described latter in this section.
However, the scenarios are mathematically defined using three bounding functions that are
computed by applying bounding conditions on χNi

(t) and χib(t) of (5) and (6), respectively.
The bounding conditions are: (i) χNi

(t) ≥ F1(B, η) for Scenario 1 with ENi
(t) ≥ Ei (t),

(ii) χNi
(t) < F1(B, η) and χib(t) ≥ F2(B, η) for Scenario 2 with Eib(t) ≥ Ei (t), (iii)

F3(B, η) ≤ χNi
(t) for Scenario 3 with not satisfying the conditions for Scenario 1 and

2 and (iv) χNi
(t) < F3(B, η) for others. Therefore, F1(B, η) is the bounding function

for defining Scenario 1 which is computed as a lower bound of χNi
(t) under a particular

representation of that scenario as described in Section 2.4. Similarly, defining appropriate
representations for Scenario 2 and 3, bounding functions F2(B, η) and F3(B, η) are calcu-
lated respectively as the lower bounds of χib(t) and χNi

(t) under those representations. The
schematic diagram of the proposed model shown in Figure 2 exhibits the required infor-
mation flows including neighbours’ opinions (ONi

(t)) and their expertise levels (ENi
(t)),

scenario identification and the opinion and expertise level update process for each scenario.
We adopt weighted averaging as the compromise method since it is the widely accepted

update process for dynamics with continuous valued opinions [11, 12, 16, 19, 30]. Based
on the scenarios and bounding functions, an agent chooses one from the following three
compromise options:

– Compromising with whole neighbourhood (Scenario 1):As with the condition (i) for
Scenario 1 defined above, the collective influence of neighbourhood is very strong and
its average expertise level ENi

(t) is higher than the agent’s own expertise level Ei (t).
Therefore, the neighbours are collectively as good as one single information source

Figure 2 Schematic diagram of the proposed model
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and agent i might compromise her opinion with the whole neighbourhood under this
condition. However, it is observed in real life that an agent may not update her opinion
even after being exposed to any information from experts and/or majority. To assimilate
this observation in our modelling, we compute the probability P1 of an agent to update
her opinion under Scenario 1 as follows-

P1 =
∫ Z

−∞
1√
2π

exp
−x2
2 dx (8)

where, Z is defined as,

Z = ENi
(t) − Ei (t)

σ
(9)

and the standard deviation σ is defined as

σ =

√√√√√ 1

‖ Ni ‖ −1

‖Ni‖∑

j=1

(Ej (t) − Ei (t))2 (10)

Here, P1 considers the relative difference between an agent’s and her neighbours’
expertise levels. The higher this relative difference, the higher the value of P1 and the
greater the impact on the agent’s opinion update is.

Therefore, with probability P1, the agent i compromises her opinion as per (11).

Oi(t + 1) = (Ei (t) × Oi(t) + χNi
(t) × ONi

(t))

(Ei (t) + χNi
(t))

(11)

Here, the neighbourhood opinion is represented as the average of their opinions, ONi
(t)

and the credibility score is as weight of averaging.
– Compromising with a block (Scenario 2):With χNi

(t) < F1(B, η), neighbours don’t
form one overall strong group to influence the agent. However, in absence of such a
larger block defined for Scenario 1, in real life situation there may exist some relatively
smaller blocks consisting of experts that can influence the opinion update process of
an agent. χib(t) ≥ F2(B, η) and Eib(t) ≥ Ei (t) indicate the presence of such a group
with average expertise level higher or equal to that of agent i. With the presence of
such a block, it is highly likely that the agent would compromise her opinion with the
representative opinion of that block. With the similar observation as in Scenario 1, we
need to incorporate the possibility of an agent not changing its opinion in Scenario 2 as
well. The probability P2 of an agent to change its opinion under this scenario can also
be computed using (8)–(10) using the expertise levels Eib(t) of block b.

Therefore, the agent compromises with an expert block b as in (12) with probability
P2.

Oi(t + 1) = (Ei (t) × Oi(t) + χib(t) × Oib(t))

(Ei (t) + χib(t))
(12)

where, Oib(t) is the average opinion of block b in agent i’s neighbours.
– Compromising with an expert (Scenario 3): Condition (iii) implies that there is no

majority block consisting of experts in an agent’s neighbourhood. In such a scenario,
the agent may search for individual experts from its neighbourhood to compromise
its opinion with one of their opinions using (13). The probability that an agent i will
employ (13) to compromise with a particular expert j is ζij (t) as defined in (7).

Oi(t + 1) = (Ei (t) × Oi(t) + ζij (t) × Oj(t))

(Ei (t) + ζij (t))
(13)



672 World Wide Web (2018) 21:663–685

As alluded in the beginning of Section 2, in addition to compromise, opinion update
heuristics also allow an agent either to keep own opinion or to adopt one of the neigh-
bours’ opinions. The following scenarios embed these remaining two heuristics into our
proposed model.

– Other Scenarios: Condition (iv), i.e., χNi
(t) < F3(B, η) means neither a majority nor

an expert effect is present in the neighbours. Therefore, an agent ignores them by keep-
ing her opinion or adopting an opinion from her neighbours randomly. To implement
the free-will present in all human decisions, we incorporate the free-will concept [28]
in our model by making a probabilistic choice between the keep and adoption heuristic.

Oi(t + 1) =
{

Ok(t), with probability p

Oi(t), otherwise.
(14)

where, Ok(t) ∈ ONi
(t).

Note, other scenarios are also considered in Scenario 1 and 2 when opinion update is
unsuccessful with probabilities (1 − P1) and (1 − P2), respectively.

Algorithm 1 illustrates the above explained opinion update rules.

2.3 Update of expertise level

Along with its opinion, like real world situation as described in [24], an agent level of exper-
tise on a particular topic, especially her level of knowledge, might be changed depending
on the information she receives from her neighbours. Seeing a large number of opinions
(a sort of majority effect) close to an agent’s own opinion certainly boosts up her level of
expertise. On the contrary, a gathering of opinions at a distant opinion location in the OS
amounts to knowledge that impacts negetively to shatter her expertise level. To update the
expertise level of an agent in our model, we employ two thresholds from the literature: (i)
homophily distance threshold (dth) [11, 16], (ii) majority people threshold (λth) [25]. If the
fraction of neighbours inside the homophily distance of an agent exceeds the majority pro-
portion, expertise level is increased by a small amount, chosen randomly from the range
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[0, 	E]. According to the principle adopted in [4, 24] for updating agent’s expertise level, a
reasonable estimate for 	E which we use in our model is 0.15. Conversely, if the fraction of
neighbours’ opinions at the either end of the OS beyond the homophily distance of the agent
is greater than the majority, expertise level is decreased by that small amount. Otherwise,
expertise level is kept unchanged as there is no major opinion group in the neighbourhood
to boost or shake the level of expertise.

2.4 Derivation of functions F1(B, η), F2(B, η) and F3(B, η)

We compute the aforementioned bounding functions by applying the majority rule in both
opinion and expertise level domains. We consider the representation of Scenario 1 shown
in Figure 3a to determine a lower bound of χNi

(t) as F1(B, η). Here, the majority block
contains at least 75% of neighbours. Their expertise levels are all high with the maximum
possible consistency. Thus, an agent can’t ignore the neighbours and they are as good as
one unified information source. Consequently, the credibility score χNi

(t) of (5) computed
under this assumption is a good approximation for F1(B, η).

For the representation of Scenario 2 to compute F2(B, η), we assume that an agent can’t
ignore a block of 30%majority having highly confident opinions and at a distant of 0.25 (the
homophily threshold) as depicted in Figure 3b. This representation defines a lower bound
of χib(t) which can be used as F2(B, η) and can be computed using (6).

Lastly, the representation of Scenario 3 shown in Figure 3c is considered to determine
F3(B, η). In this representation, just the majority opinions (50%) of the neighbours form
a cluster around an expert and the rest are evenly distributed in other blocks. Moreover,
their expertise levels are evenly distributed with zero consistency. In contrast to scenarios
1 and 2, this implies that neighbourhood has no consistent expert effect with a minimal of
majority effect. Consequently, χNi

(t) of (5) under this representation can rationally be used
as F3(B, η) where agents look for potential individual experts to compromise with. Any
other scenarios that do not meet the conditions for the above three scenarios are collectively
represented as other Scenarios as described in Section 2.2.

It is noteworthy to mention here that the assumptions regarding the majority block size
in computing the functions F1(B, η), F2(B, η) and F3(B, η) for demarcating the scenarios
are made intuitively by following majority rules. However, our model is flexible to adapt
different majority block size heuristics for computing the bounding functions. Nevertheless,
the choice is application specific and depends on how a particular application defines the
majority rule. The variation of the bounding functions with respect to the majority block
size assumptions and the corresponding effects on the opinion dynamics are observed in
Section 4. Moreover, one can divide the other scenarios into multiple ones again as per the
specific requirements of the particular applications.

Figure 3 Schematic representation of Scenarios 1, 2 and 3 respectively for computing- a: F1(B, η),
b: F2(B, η) and c: F3(B, η). Highlighted blocks in (a), (b) denote high expertise level credibility
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For the representation of Scenario 1 shown in Figure 3a, we obtain the opinion
consistency ξ(ONi

(t)) as

ξ(ONi
(t)) = 1 −

[
3
4 log( 34 ) + 1

4 log
1

4(B−1)

]

log(B)
(15)

For majority block, ξ(Eib(t)) = 1 and E(Eib(t)) = 1 that evaluates �(Eib(t)) = log(1 +
η)/ log(1+η) = 1 using (3). In contrast, for all other blocks, ξ(Eib(t)) = 0 and E(Eib(t)) =
0.5. Therefore, we have�(Eib(t)) = log(η)/ log(1+η). Now, pib(t) = 3

4 for majority block
and pib(t) = 1

4×(|B|−1) otherwise. Therefore, E(�(Eib(t))) = 3
4 × 1+ 1

4 × log(η)/ log(1+
η) from (4). Finally, putting these values in χNi

(t) = ξ(ONi
(t)) × E(�(Eib(t))), we can

approximate F1(B, η) as 0.4.
As discussed earlier for Scenario 2 in selecting F2(B, η) using χib(t), an agent can’t

overlook a group of neighbours having 30% majority with highly confident opinions and
within its homophily distant threshold of 0.25. Consequently, F2(B, η) = χib(t) =
max
b∈B

(
ξ(Eib(t))×pib(t)

1+abs(Oi(t)−Oib(t))
) ≈ 0.25.

For Scenario 3 to calculate F3(B, η), we obtain the opinion consistency, ξ(ONi
(t)) as

ξ(ONi
(t)) = em − eNi

(t)

em

= 1 −
1
2 [log(2) + log(2 × (B − 1))]

log(B)
(16)

Referring to Figure 3c, for evenly distributed expertise level ξ(Eib(t)) = 0 and E(Eib(t)) =
0.5 for all b ∈ B. Thus, �(Eib(t)) = log(η)/ log(1 + η). Now, pib(t) = 1

2 for the majority
block and pib(t) = 1

2×(|B|−1) otherwise, which evaluates E(�(Eib(t))) = log(η)/ log(1 +
η) from (4). Finally, putting these values in χNi

(t) = ξ(ONi
(t)) × E(�(Eib(t))), we

approximate F3(B, η) as χNi
(t) ≈ 0.15.

Finally, we adopt the findings of the empirical studies done in [2, 24] regarding the level
of expertise an expert has to determine the lower bound of the threshold ζth(t) used for
(7). These studies have estimated the difference of expertise levels between two interacting
agents which prompts the agent with lower expertise level to compromise with the one
having higher level of expertise.

3 Model validation and performance evaluation

We have evaluated the strength of our model in capturing the evolution of opinion dynamics
and analysed its various characteristics in two stages. First, we validate the efficacy of our
model using real OSN data to see how closely our model is able to follow the opinion
dynamics in real world, which is described in this section. The motivation is that OSNs are
the most preferred platform for people to express their opinions in recent years. Most of
the OSNs let their users to publish their ideas and thoughts using publicly accessible posts
and to interact with others through different activities (e.g. comment, repost, like, share,
mention). Moreover within some restrictions, it is easy to collect users’ posts and interaction
data from the OSNs through their publicly accessible APIs.

Second, we use simulated data to create various scenarios to analyse how our model
behaves under those circumstances, which is elaborated in the next section. Especially
through simulation, we observe the steady state characteristics of the dynamics. We also
investigate whether the final opinion distribution of the agents yields consensus, polarization
and fragmentation, and under which conditions these behaviours are observed.
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3.1 Data collection and preprocessing

In the data collection process, we focused on Twitter (www.twitter.com), a micro-blogging
site extremely popular for generating short textual contents. Twitter serves as a very effective
platform of public opinion formation. Using its STREAMING API, we collected a contin-
uous stream of tweets on the search keywords ‘Vaccination’ (accompanied with ‘vaccine’),
and ‘Immunization’. The reason for choosing this topic is that there is an ongoing debate
on the adverse effects of vaccination on babies (such as vaccination induced autism) and
whether it is beneficial at all or it causes more harms to the kids when they grow up. Using
REST API successively, we generated the underlying social network graphs for the involved
users. For a snapshot of the ongoing debate on vaccination, we streamed twitter.com for
consecutive three days on the aforementioned search keys and a substantial total of 21801
tweets were collected in the process. A manual preprocessing step to discard the irrelevant
tweets yielded a dataset of size 14226. For statistically sound performance evaluation, we
concentrated on users (85 such users) who have tweeted at least 10 times to express their
opinions within the specified data collection period. All tweets from neighbours between the
two consecutive tweets of a user have impacts on her expressed opinion for that time period.
Opinion prediction is irreverent for any time step without such participating neighbours’
tweets, because, in that case, one’s opinion does not get influenced by others. Consequently,
we ignored such time steps and also discarded the users who have 50% of their time steps
with no participating neighbours. Eventually, we focused on 46 users (U ) who had 10 or
more tweets and more than 50% of their time steps had at least one participating neighbour.

3.2 Opinion extraction

To implement the proposed model in OSN environment, we have to extract individual users’
opinions from their tweets. For mining these opinions, we need to convert the textual tweets
into numerical values. Sentiment analysis [22, 23, 27] is the well-established technique for
such transformation of text to a corresponding numerical value. Here, the numerical score
of a user’s sentiment represents her corresponding opinion value as mentioned in [27]. In
our implementation, using sentiment analysis, we converted a user tweet text into numerical
opinions in the continuous range [0,1]. For example, the sentiment score 0 expresses her
opinion value 0, while the sentiment score 0.8 indicates her opinion value 0.8.

In our implementation, we adopted two different methods to extract the opinions, namely
(i) a commercial sentiment analyser1 and (ii) an open-source sentiment analysis tool named
TextBlob2. Since sentiment analysis tools are not yet standardized or benchmarked, they
may produce different sentiment values for the same text in some cases. As we also observed
in our experiment, in some cases, the numerical values obtained from the two aforemen-
tioned tools differed. Therefore, to combine the best of the two tools, we took their average
and used that value as the opinion expressed in a particular tweet text.

3.3 Expertise level extraction

The second important parameter that we need to extract from a user’s tweet information
is her expertise level. In our model, expertise level signifies the degree of expertise a user

1http://text-processing.com/
2https://textblob.readthedocs.io/en/dev/

www.twitter.com
http://text-processing.com/
https://textblob.readthedocs.io/en/dev/
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have on a particular topic of discussion. The extraction of numerical expertise level is not
that straightforward as extracting the opinions from a tweet text. An expert possesses more
depth of knowledge on a topic than that of the general people which is reflected through her
activities, affiliations and connections in Twitter. There are some existing works that rank
Twitter users according to their expertise on a particular topic [5, 26, 31, 33]. To identify
and rank experts, those works extract a number of features from Twitter data, namely, the
content and originality of tweets, the number of followers and friends, re-tweets by others,
user mentions, Twitter lists and user profile. However, it is not feasible to fully adopt those
works as they focus on ranking among the experts rather than quantifying the expertise
level of individual expert. On the other hand, to implement our model, expertise level of
individual user needs to be estimated rather than ranking all the users. This expertise level is
an estimation of an individual’s perception of another user’s degree of expertise on a topic
when that individual encounters a tweet on that particular topic from the other user.

In our model, the expertise level is integrated as the extent of influence an expert exhibits
on an individual. According to [3], the content of a user’s tweets is an important mea-
surement for her influence on others. On the other hand, similat to tweets, bio-information
provides equivalently useful information for determining expertise of Twitter users, as found
in the study in [20]. Consequently, the quality of a user’s generated content in Twitter and
the information provided in her bio-information are considered in our implementation to
estimate a user’s expertise level perceived by others. Here, by ’bio-information’ we refer to
the short description of a user in her Twitter profile, where she provides information such
as professional and institutional affiliation, training and experiences, interests and qualifica-
tions to impress others. In our implementation, topic based keyword extraction and matching
are used to evaluate the users’ expertise levels in the range [0,1].

3.3.1 Keyword extraction

To estimate the expertise level of a Twitter user in our user set, we extract information
from 50 Twitter accounts who are real experts in the field of vaccination. Accounts having
sufficient number of tweets with quality information on vaccination and bio-information
indicative of expertise were selected as real experts. We further validated them as experts
by verifying the relevant information they provided in their bio-information, such as their
professional affiliations. From their tweets and bio-information, two set of keywords (K)
were extracted, namely K
 and Kβ , respectively. For keywords extraction, we used a rate
limited free version of AlchemyAPI3 from IBM Watson. Each extracted keyword k ∈ K
is associated with a relevancy score τk that determines the importance of the keyword in
representing the concept of the text.

3.3.2 Content quality, λC:

For a user u having N number of tweets, consider 
u = {θ1, θ2, · · · , θN } represents the
set of tweets generated by her on our selected topic of vaccination. To measure the quality
of the information generated through these tweets, they were checked whether they contain
the keywords from K
, where K
 is the set of keywords extracted from experts’ tweets.
A matrix M = [mjk], 1 ≤ j ≤ N , k ∈ K
 is constructed where mjk = τk if tweet θj of
user u contains the keyword k ∈ K
 and 0 otherwise. Thus, M captures the quality of each

3http://www.alchemyapi.com/products/alchemylanguage/keyword-extraction

http://www.alchemyapi.com/products/alchemylanguage/keyword-extraction
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individual tweet of a user in terms of representing information as a real experts on the topic.
The overall content quality λC is then computed as λC = median

1≤j≤N
(median

k∈K

(mjk)).

3.3.3 Bio-information quality, λβ :

It refers to the similarity of a user bio-information with that of a real expert on the topic.
We consider bio-information in estimating a user’s expertise level since it presents the rel-
evant information regarding her expertise on the topic. If Ku ⊂ Kβ represents the set of
keywords extracted from the bio-information of user u that are also present in real experts
bio-information, the quality λβ was evaluated as λβ = median

k∈Ku

(τk).

Finally, to determine the expertise level of a user using the two aforementioned quality
measurements, we combined them by considering that they are equally important. Thus,
Eu = 1

2 (λC + λβ).

3.4 Performance metrics

For any user u ∈ U , the opinions extracted from her tweets represent the true opinions
Ou

R . Starting with the first element in Ou
R as the initial opinion, our proposed model esti-

mates the subsequent opinions of a user using the model parameters to yield a predicted
set Ou

S . Subsequently, we have validated our model by evaluating how close the estimated
opinions of the users are to their true opinions. In this regard, we consider the following
two well known metrics, namely: i) Root Mean Square Error (RMSE) and ii) Directional
Symmetry (DS).

RMSE: It measures the overall discrepancies of our estimation process by statistically
combining the deviation of the estimated opinions from the true opinions as shown in (17).

RMSE =
√√√√

∑
u∈U

∑
(or (t),os (t))∈(Ou

R,Ou
S )(or (t) − os(t))2

| U | × | Ou
R | (17)

DS Since the opinions are regarded as a sequence of values as in time series analysis, we
can use directional symmetry defined in (18) to statistically measure the performance in
predicting the direction of change, either positive or negative, from one time step to the next.

DS = 100

| U | ×(| Ou
R | −1)

∑
u∈U

∑
(or (t),os (t))∈(Ou

R,Ou
S )

di (18)

where, di =
{
1, if (or (t) − or(t − 1)) × (os(t) − os(t − 1)) > 0
0, otherwise.

3.5 Performance evaluation

We computed the RMSE and DS for our model based on the user set U . We also mea-
sured the same statistics for two recently developed and relevant opinion formation models ,
namely: i) Biased Voter Model [9] and ii) Moussaid Model [24]. Table 1 shows the evaluated
performances of the three models.

From the table it is evident that our model outperforms the other two in terms of predict-
ing the opinions and the directions of their changes. The reason for this better performance
is that our model captures the real world opinion dynamics more effectively. We define mul-
tiple opinion update scenarios based on the majority and expert effects present in an agent’s
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Table 1 RMSE and DS for the
Models Our Model BVM Moussaid

RMSE 0.18506 0.20097 0.21281

DS 0.45723 0.43427 0.19633

neighbourhood, which we believe more natural to predict the opinions. To be specific in the
issues like vaccination, the general people are mostly guided by the expert opinions, and
our model captures the expert effect more comprehensively than the other models.

We also investigated whether the performance improvements of our model depend on the
number of participating neighbours in the prediction steps and the corresponding results are
shown in Figure 4. From the figure it is apparent that, with a few exceptions, our model’s
performance is better than the existing models for prediction steps with different number
of participating neighbours. It is important to note that most of the prediction steps in our
data sample had participating neighbours in the range 1 to 40. Consequently, the first four
results in Figure 4 are significant, where our model outperforms the other models in terms
of prediction accuracy for both the metrics. The better performances validate the proposed
model as a distinguished one to capture the real world opinion formation dynamics.

4 Simulation results and analysis

We adopted the Erdos-Renyi random graph with 1000 nodes to represent a social network
in our simulation as it is one of the established way to represent such networks. Agents’
initial opinions and their expertise levels were randomly distributed in the range [0, 1]. We
experimented with two random distributions for the initial opinions: (i) uniform random
and (ii) normal random with particular mean (μ) and standard deviation (σ ). We considered
10 equal length opinion blocks as per the options in a survey in a scale from 1 to 10. Ini-
tial expertise levels were assigned in one of the two ways: (i) uniformly random across the
agents and (ii) separately assigned for each opinion block to differentiate their expertise lev-
els. To balance the randomness present in the free-will of human decisions, the probability
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Figure 4 Measured performance of the models grouped by the the number of participating neighbours in
the prediction steps
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p as dictated in Steps (12-13) of Algorithm 1 for selecting between ‘keep’ and ‘adoption’
heuristics was set with 0.5. Finally, dth and λth were assigned to 0.1 and 0.85 respectively
to make the expertise level change conditions more stringent.

4.1 Majority (M) Vs. expert (E) effect

We examined the majority vs. expert effect through a controlled experiment. Agents started
with a bimodal initial opinion distribution having two modes at μ1 = 0.25 (X) and
μ2 = 0.75 (Y) with a small standard deviation (σ1 = σ2 = 0.05) for both. The major-
ity effect was created by increasing the number of opinions in group X from 50% to 95%.
However, their expertise levels were confined within [0-0.2] to make them non-experts.
Moreover, inconsistent expertise levels in X decoupled them from any sort of expert effects.
On the contrary, the agents in group Y were assigned to highly consistent expertise levels to
reflect the expert effect. We increased their expertise levels in steps from 0.1(very low) to 1
(very high) in experiments with all agents having the same expertise level for each assign-
ment to vary the extent of their expertise. Figure 5 illustrates the findings by showing the
predominant effects in the converged opinions.

From our model, from Figure 5a it is clear that consistent agents with high expertise
level (0.8 or higher) can be considered experts and drive the majority towards them. As
the expertise level decreases, majority effect becomes more prominent. However, there is
another region of parameters where both the effects are exhibited together and the region
is identified as ‘C’ (combined). Figure 5b shows the results of Moussaid et al. [24] model
for the same parameters. Their method fails to separate the majority and expert effects
adequetly as indicated by the large number of grids with ‘C’. It also cannot accurately
capture the expert effect, as for very high expertise level of 0.8 ∼ 1, only 6 out of 18 cases
i.e., (33.33% cases) show the expert influences. In contrast, for expertise level 0.8 ∼ 1,
our model produces 100% expert effect. Moreover, our model more accurately captures the
majority impacts as 75% agents having the same initial opinion have produced majority
effect in the absence of highly expert agents. However, in such cases none of them has
shown majority impact in the model by Moussaid et al. [24].

(a) Our Model (b) Moussaid et al. [13] Model

Figure 5 Majority vs. expert effects observed at the end of opinion evolution. Here, E: Expert, M: Majority,
and C: Combined. Here, fraction of agents in group Y = (1 - fraction of agents in group X), and expertise
levels of agents in group X ∈ [0 − 0.2]
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4.2 Effects of bounding functions on opinion dynamics

As alluded in Section 2.2, our model defines four opinion update scenarios based on three
bounding functions, namelyF1(B, η),F2(B, η) andF3(B, η). While computing values for
these functions in Section 2.4, we have assumed some intuitive heuristics for the size of
the majority block present in an agent’s neighbourhood and its expertise level consistency.
Moreover, they also depend on B, the number of blocks in computing the consistencies.
For notational simplicity in the following discussions, we have omitted (B, η) from the
functions’ names, thus representing them by F1, F2 and F3.

Effects of F1 First, we illustrate how the values of F1 are varied based on these assump-
tions followed by the impacts of these variations on the opinion dynamics under the
aforementioned experimental set-up in Section 4.1. Figure 6a shows the variations in F1 as
a function of majority block sizes and the number of blocks B. In x-axis we vary the major-
ity block size from 15% to 99%, while y-axis shows the number of blocks(B). The height of
the surface in z-axis captures the variation in F1. Firstly, from the figure it is evident that,
for a given value of B, F1 is monotonically increasing with the majority block size assump-
tions, except for 2. B = 2 yields irregularities in computation by producing same values
of F1 for different majority block sizes. The observation is quite reasonable as our model
is designed for continuous opinions, while B = 2 will produce a binary opinion dynam-
ics. However, the higher the values of B, the higher the tendency of having linear variation
of F1 over majority block sizes is. Here, specific applications might choose B differently
based on the number of discrete levels it would allow the users to express their opinions.
Secondly, F1 increases steadily for up to 60% of the majority block proportion whereas it
attains a steep increase when the proportion exceeds 70%.

In Figure 6b, we illustrate the impacts of varying majority block sizes and the corre-
spondingF1 values on the final opinion distribution. Here, we vary the majority block sizes
from 25 to 90% and compute the corresponding F1 using B = 10. For each of the function
values, we obtained the results like the one presented in Figure 5a. Then the proportions
of the majority (M), expert (E), and combined (C) effects observed in the converged opin-
ions are computed and plotted separately in Figure 6b. In our experimental set-up expert
opinions (Group Y) never consist of a group greater than 50% as we varied the agent pro-
portion in Y from 5 to 50%. Consequently, expert effect is more prominent for F1 values
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with more relaxed majority block size assumptions (up to 0.55). With increased proportion
of the majority block size in F1 computation from 0.6 to onwards, the expert group can’t
reach this majority in our experiments, which leads a decreasing expert effect.

On the other hand, for block size proportion below or equal to 60%, we observed that
combined effect is relatively low. This is due to the fact that, with the more relaxed major-
ity block size assumptions in our experimental set-up, an agent can distinguish between
the majority and expert group effect and influenced by either of them. Based on the agent
proportion in the group X and Y, both majority and expert group effects become strong
enough to sweep agents from other groups to their respective directions. As the assumption
in F1 becomes more stringent by increasing the proportion for majority block size, expert
group Y increasingly fails to work in a group to act as a basin of attraction. Under these
conditions, experts continue to influence agents at individual level. However, the impact
of individual expert is far less than that of an expert group. Consequently, expert group
Y fails to prevalently penetrate public attention which was observed by an increased frac-
tion of combined effect in the dynamics. The majority effect remains steady throughout the
parameter space. This is because, regardless of the block size assumptions, when majority
group X attains high dominance from 75 to 95%, it has similar possibility to attract agents
from the other group, especially when the expertise level of the latter group is less than 0.8.
The most interesting observation from Figure 6b is that the three effects (M, E, C) become
evenly poised after the majority block size assumption reaches 0.75 (75%). This also vali-
dates our consideration of 75% majority block size assumption while computing F1(B, η)

in Section 2.4.

Effects of F2 Figure 7a shows the impacts of F2 values on the final opinion distribu-
tion by varying majority block size assumptions from 15 to 75%, and then obtaining the
results like the one presented in Figure 5a for each of such values. The proportions of the
majority (M), expert (E), and combined (C) effects obtained for each F2 values are plotted
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separately. From the figure we observe that the expert effect decreases with the increase
in the majority block size assumptions till it reaches 45%. This is due to the fact that with
more strict assumptions, it becomes harder to satisfy them by the expert groups. Moreover,
the experimental set-up does not allow a group of expert with a proportion of agents greater
than 50%. Consequently, fractions of E becomes steady after the majority block size reaches
50% (even starts from 40%).

With the early range of majority block size assumptions(15 to 35%), both the majority
and expert effects are clearly distinguished as seen by a large fractions of M. Correspond-
ingly, the combined effects (C) are lower than both M and E. However, with the increasing
majority block size, the expert group fails to show more group effect. This leads to more
cases where only individual experts can exhibit their influence. The experts individually can
only attract a fraction of the agents in Group X rather than pulling the whole group, which
results in more combined effects as observed by an upward trend in C. Consequently, the
majority effect starts decreasing. The impacts of the individual experts’ effects are discussed
in the following paragraph. Nevertheless, the three proportions keep relative balance in the
majority block size range of [0.3–0.45], that can be a suitable assumption to compute F2.
This explains the rationale of using 30% majority block size assumption for computing F2
in Section 2.4.

Effects of F3 Figure 7b shows the impacts of F3 values on the final opinion distri-
bution by varying the majority block size assumptions used in computing F3. Different
from the two cases discussed above, here the experts do not form their own groups.
Instead, they remain individuals with non-expert agents mixing with them. Therefore, we
consider a uniform random initial opinion distribution as shown in the upper portion of
Figure 7b, rather than starting with two distinct opinion groups (X and Y). Only 1% of
the agent population are assigned with high expertise level of 1 to represent experts, and
are placed in the last block of the OS ((0.9-1.0]). All other agents represent lay-people
with an expertise level less than 0.2. To compute the values for F3, we varied the block
size assumption around the individual experts in the range from 15 to 75% as shown in
the x-axis of the lower part of Figure 7b. For each value of F3, we ran the simulation
by increasing the actual block size around the expert ((0.9-1.0] of the OS) from 10 to
75% as shown in the y-axis, and obtained the proportion of agents adopting the experts’
opinions.

It is eminent from the figure that, with the increase of the block size around experts in
the simulation, the proportion of agents adopting experts increases. For all F3 values, block
sizes beyond 60% (in y-axis) result in very high proportion of expert opinions’ adoption as
both the expert and majority effects become prominent in this range. However, for lower
block sizes (10 to 45% in y-axis) around the experts in simulation, different F3 assump-
tions (majority block size in x-axis) yield different proportion of experts adoption. This
proportion is large with more relaxed block size assumptions (15 to 50% in x-axis) as in
simulation block sizes start from as low as 10% (in y-axis). On the other hand, the fraction
is low for higher block size (55 to 75% in x-axis) assumptions as the smaller block sizes in
simulation (10 to 45% in y-axis) cant satisfy those conditions. Looking from the y-axis, it
is clear that the opinion dynamics make a transition in the block size range of 40 to 60%.
Moreover looking from the x-axis, the F3 values computed using block size assumptions of
45 to 55% results in moderate transitions of experts’ opinions adoption rate in comparison
with the low (15 to 40%) or steep (60 to 75%) transitions of the adoption rate. Conse-
quently, any value in these ranges can be suitable forF3. We chose 50% majority block size
assumption in our simulation.
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4.3 Consensus, polarization and fragmentation

Our model captures consensus, polarization, and fragmentation properties of opinion
dynamics as shown in Figure 8. The first row of each of the figures shows agents’ initial
opinion distributions, while the second rows show the corresponding final opinion distribu-
tion after the dynamics converges. The first three figures (Figure 8a–c) illustrate the model
behaviour in the presence of expert groups. The opinion blocks highlighted within rectan-
gle represent the position of the expert groups. The other blocks contain only agents having
low expertise levels. From the figures we observe that a single expert group leads others
to consensus around it (Figure 8a). This is because the initial opinions are uniformly dis-
tributed in the OS, thus have no majority group. In absence of majority influence, expert
group is the only source of strong influence on other non-expert agents and drives them
towards it. On the other hand, the presence of more than one confident groups causes polar-
ization (Figure 8b) or fragmentation (Figure 8c). Here, the reason behind the fragmentation
of opinions is that the two confident groups reside at the two opposite ends of the OS. There-
fore, due to their distances and opposite forces, agents in the middle are not convinced by
them, thus form their own groups. However, due to a smaller distance between the expert
groups in Figure 8b, they can sweep all the agents within their reach towards them, leaving
no agent group in the middle. Consequently, two strong polarizations have been formed.
Therefore, the distance between the expert groups determines the steady state behaviour of
the dynamics.

The rest of the figures show the model behaviour in absence of an expert group. Without
any expert, all agents converge in the middle which is an expected outcome of the dynam-
ics (Figure 8d). However, a majority group attracts agents towards them in the absence of
experts. In Figure 8e–f we show this impacts of majority in the absence of experts. For these
two figures, simulation starts with two distinct opinion groups, where one group contains
more agents than the other. Due to this majority, the group having more opinions attracts
agents from the other group, thus strengthen the polarization in the majority group. Never-
theless, the polarization around the group depends on the majority proportion. A group of

Figure 8 The initial and final opinion distributions of all agents. Expert blocks are highlighted within rect-
angle. (a) Consensus (b) Polarization (c) Fragmentation (d) Big cluster in the middle of OS, (e)–(f) Majority
effect in absence of experts
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60% majority attracts many agents to it (Figure 8e), whereas a group of 70% majority leads
to consensus on its opinion (Figure 8f).

5 Conclusion

In this paper we introduce an opinion formation model by considering the combined impact
of majority and expert effects. We for the first time introduce the concept of consistency in
opinions and associated expertise levels of neighbouring agents and embed metrics derived
from those to update an agent’s own opinion as well as its expertise level. The theoretical
concept of our model is validated using the data collected from Twitter, which shows the
superiority of our model in estimating opinions in terms of RMSE and directional symmetry.
The performance of our model is extensively analysed through simulation and compared
with recent existing opinion formation models. Results show that our model captures the
effect of majority and expert more accurately compared to other models. Our proposed
model has also a far broader impact for instances, if an application of a specific domain
requires to include a particular aspect of opinion dynamics, it can be easily done by adding
a relevant scenario in it.
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