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Abstract
In the present times, the concept of cloud computing has played a significant role at the 
global level. With this approach, users can able to customize their services as per their 
needs. By having the connection of internet users can get able to serve various kinds of 
services like on-demand access, storage space, software building platforms, data recovery, 
etc., and pay only for that service that they have consumed. Enormous challenges in the 
cloud domain such as fault tolerance, energy efficiency, scheduling, resource provisioning, 
load balancing, etc. This paper is focused on load balancing domain. This can be defined 
as a redistribution of the workload among various available virtual machines in such an 
identical manner that would lead to a balanced state. This paper presents the evaluative 
and inclusive review of numerous load balancing (LB) methods. Quality of services(QoS) 
is vital role that contain various parameters to evaluate the load balancing methods in 
respect of makespan, speedup, cost, throughput, etc. This paper is highlighted numerous 
of load balancing methods with their brief explaination, platform used, different simulator 
and tools used by these methods and based on QoS parameters.

Keywords Cloud computing · Load balancing · QoS parameters · Cloudsim · 
Makespane

1 Introduction

There are various emerging trends in computer science fields and it is changing as per mar-
ket demands, complex applications, and user-friendly requirements. Cloud computing is 
one of the latest trends in IT industries and the fastest growing technology due to its appli-
cations in many domains such as Military Science, Advanced Quantum machines, Manage-
ment Science, E-Commerce, different biological sciences for data simulation, and many 

1 3

http://orcid.org/0000-0003-2746-3278
http://crossmark.crossref.org/dialog/?doi=10.1007/s11277-024-11479-4&domain=pdf&date_stamp=2024-8-3


A. Choudhary et al.

more other different subject areas. Formally, it is defined as the platform for end users where 
the Internet should be the active connection and provide the user requirements in terms of 
resources both hardware and software. It is an extension of conventional systems such as 
distributed, grid, and parallel computing [1] and it works on the principle [2] “Pay and Use 
the Resource”.According to NIST [3], the definition of cloud computing is “Cloud Com-
puting is a model for enabling convenient, on-demand network access to a shared pool of 
configurable computing resources that can be rapidly provisioned and released with the min-
imum management effort or service provider interaction”. Cloud computing is equivalent 
to distributed computing over a network and can execute multiple programs or applications 
concurrently. Two major focuses [4] of the cloud computing platform are Virtualization and 
Abstraction. Two major classifieds of cloud computing models are deployment models and 
service models [5] as shown in Fig. 1. Software as a Service (SaaS), Platform as a Service 
(PaaS), and Infrastructure as a Service (IaaS) belong to the service model category. Simi-
larly, public, private, community, and hybrid clouds are belongs to the deployment models 
categories. This computing is prominent technology but there are several issues/challenges 
[6] that have to be concerned. Some of them are performance, bandwidth cost, portability 
and interoperability, availability and reliability, scalability and elasticity, what to migrate, 
virtualization, security and privacy, service delivery and billing, etc.

Fig. 1 Cloud computing categorization [7]
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Cloud Computing can be categorized into three characteristics [9]: first is cloud com-
puting works based on the virtualization technology to access services and to realize fast 
deployment of resources, second is user can get cloud computing facilities framed services 
that are designed to the huge amount of information and get accessed via the internet, and 
the third is cloud computing resources can be dynamically extended and customize accord-
ing to the needs of users and charged based on what they have used only. An important fact 
is that users don’t need to control and manage them individually, which can decrease the 
burden of the end user’s dependence on IT expertise and processing.

General framework of cloud computing shown in Fig. 2 which is consisting five lay-
ers such as User Infrastructure Layer, Cloud Application Layer, Platform Layer, Unified 
Resource Layer, and Infrastructure Layer. These layers are fundamental for designing the 
cloud domain [8] and the details of these layers are as follows:

 ● User Infrastructure Layer: This layer represents the front end of cloud users. And it 
contains the tablet, PC, mobile devices and servers, etc., and is used by end users/cloud 
users to access the services of the cloud computing system. Here Internet plays a vital 
role because cloud users get connected via the internet to the cloud.

 ● Cloud Application Layer: This layer is related to application software or resources are 
available to the cloud users in a direct way. CSP (Cloud Server Provider) collect these 
resources and deploy them based on an ‘on-demand access or ‘pay as you go, model. 
Here applications like customer relationship management (CRM) e–services and e-re-
search [8] can be deployed by cloud users.

 ● Platform Layer: This layer provides the platform level services and delivers develop-
ment, hosting, deployment and managing. All these services at the user level. Major 
services are resource management, load balancing, scheduling and service discovery.

 ● Unified Resource Layer: This layer contains pods, virtual machines, and logical storage, 
Physical resource layer is abstracted by this layer.

 ● Infrastructure Layer: This layer comprises physical resources that contain huge number 
of servers/ host machines and physical storage devices. All these depend on the size of 
the cloud data center.

Several challenges require to be solved such as [6] privacy, legal, vendor lock-in, open stan-
dards, security, IT Governance, consumer and storage, performance interference and noisy 
neighbors, load balancing, etc.

2 Load Balancing in Cloud Computing

Cloud computing is trending and its users are growing at rapid speed which is also increas-
ing the load on the resources such as virtual machine and some others etc. The term load 
balancing is associated with load on the resources which provides a way to balance the load 
among the machine which are overloaded, idle, or underloaded.

It is the consistent distribution of load among available machines where the load can 
be defined as the complete or total allotment of the task to the virtual machine. A notewor-
thy load balancing approach not only boosts the overall performance but also enhances 
the performance, matrices also called quality of services (QoS) i.e. makespan, response 
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time, resource utilization, throughput, etc. Load balancing leads to better user satisfaction 
and ensures that cloud resources are highly utilized. It is also provides a massive improve-
ment in performance and maintains system stability in adverse situations like system failure, 
overwhelming loads of machines, etc.

Fig. 2 Cloud architecture [8]
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Hardware load balancing and software level balancing are two classified of LB. First is 
hardware load balancing and another is software load balancing. Hardware-based load bal-
ancing can be done by a hardware load balancer that is placed in the forepart of the server 
and provides the direction of all requests to the server. This direction of the path is based on 
the performance of the system i.e. utilization of memory, CPU, and VMs. Here is a routing 
manager that directs and distributes server load based on server resources. Whereas soft-
ware based load balancing, the service executes on each machine in a clump or cluster, if 
any one of them goes down or fails, another machine in the clump can take place and alter 
the communicating path among the available machines and involve to engage the extra load, 
here server the server machine helps to remove the single point of failure of a clump/cluster.

The basic architecture and working process of load balancing in the cloud domain as 
shown in Fig. 3 [11].

As shown in the above architecture of LB, all the end users submit the request to the 
virtual machine (VM) for accessing their task on the application window with the help of 
the Internet. After that cloud service provider (CSP) collects all request and pass them to the 
cloud manager. Cloud manager associated with load balancer, here load balancer computes 
all the details regarding the status of unassigned VM by the efficient use of load balanc-
ing algorithms. Based on this information load balancer identifies the idle, overloaded, or 
underloaded status of the VM and then distributes the load among all the available VM 
accordingly.

2.1 Classification of Load Balancing(LB) Approaches

This section discusses the classification [27] of LB which is based on two factors such as 
System Load and System Topology. The details of classification shown in Fig. 4.

Fig. 3 Basic architecture of load balancing
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 ● System Load: This load balancing is classified into centralized, distributed and mixed 
approaches. Details of these approaches as follows:

Centralized Approach: It is the central part of the whole network which is control and 
manages the allocation of resources.
Distributed Approach: Here, each node collects load information from other nodes 
and then creates its load vector independently. These local load vectors are respon-
sible for the local decisions.
Mixed Approach: It is a combination of both centralized and distributed approaches 
and singly provides benefits.

 ● System Topology:This load balancing is also classified into three parts such as static 
approach, dynamic approach and adaptive approach. Details of these approaches as fol-
lows:

Static Approach: Homogeneous and stable environment uses a static algorithm and 
delivers a better result. If during the execution time dynamic changes to the attributes 
occur then this approach does not meet the requirements and flexibility.
Dynamic Approach: During before and during execution time, both conditions are 
desirable for the dynamic approach because it is more flexible and also able to take a 
different kinds of attributes in the system.
Adaptive Approach: In cloud computing, when the system changes are done fre-
quently, the adaptive approach provides better performance.

This kind of approach does the satisfactory distribution of system load by converting.
their parameters dynamically and also their algorithms.

2.2 Challenges of Load Balancing

There are two important parties in the cloud computing environment which are cloud ser-
vice providers (CSP) and end-user who are using cloud resources. Various challenges [28] 
are shown in Fig. 5 faced by these parties during using cloud services. The brief details of 
these challenges are in Table 1.

Fig. 4 Classifications of load balancing approaches
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3 Quality of Service(QoS) Parameters

This section discusses various parameters [12] that affect load balancing in the cloud com-
puting environment. These parameters are used to allocate the tasks onto the virtual machine 
and also help to analyze the performance between the various models in the cloud computing 
environment. There are two major parameters such as makespan and energy consumption. 
Other parameters are reliability, fault tolerance, associated cost, migration time, response 
time, throughput, thrashing, accuracy, scalability, and predictability. These parameters are 
also known as Quality of Services (QoS) parameters which can be expressed as follows:

I. Turnaround Time (TT) [13]: It is defined as the execution of the tasks of the given 
workflow on the cloud platform and the duration of time between submission time and 
finishing time. It is formulated as.

 TT = Max{AFT i,j}  (1)

II. Actual Finishing Time(AFT) [13]: AFT of task Ci on virtual machine Vj is computed 
as the earliest start time (EST) of Ci and EFTi, jand formulated as.

 
AFTi,j = EST +

Clength
i

V cap
j

 (2)

Where EST is the estimated start time of task Ci.
Ci

lengthis the length of task Ci.
Vj

capis the capacity of the virtual machine Vj.

III. Average Response Time (RTavg) [13]: The difference between the earliest start time 
(ESTi) and arrival time(ATi) provide response time and RTavg of all task can be calcu-
lated as.

Fig. 5 Load balancing challenges
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 RTi = ESTi − ATi  (3)

 
RTavg =

(
∑

n
i=1RTi)

n
 (4)

IV. Average Utilization (Uavg) [13]: Utilization of each VM can be defined as the utilization 
of the system. Resource utilization is one of the major factor for associated Cost (Ca). It 
can be computed as:

 
Uj =

MATj

TT
 (5)

S. 
No.

Challenges Brief Explanations

1 Higher 
Execution 
Time

• Due to the geographical distribution [5] of 
cloud nodes, they performed efficiently in 
cloud areas if it is for closely located nodes.
• As their location of them is increased, there 
are some factors like communication delays, 
and network bandwidth in network topolo-
gies are effected the execution time and take 
it to a higher position.

2 Slower 
Response 
Time

• This issue is associated with the previous 
one.
• The geographical distribution of large 
distances between nodes leads to higher 
execution time, and it is responsible for the 
slow response.

3 Selection of 
Load balanc-
ing Model

• In cloud computing technology selecting a 
suitable load-balancing model is a very tough 
task.
• whereas several models are available 
like BRS, VD, CAB, CARTON, ACCLB, 
MmLB, etc. [7].

4 Virtual 
Machine 
Migration

• The physical machine becomes overloaded 
due to migrating different VM structures [11].
• Because one physical machine supports 
multiple virtual machines.

5 Priority of 
the task

• Due to execution time, users have different 
requirements for the task.
• If the user wants to perform the priority-
based task so there should be a heteroge-
neous scheduler that can define the priority 
of the task.

6 Single Point 
of Failure

• All the tasks are assigned by the central 
node to the other nodes.
• if the central node gets fails then the entire 
system will fail [11].

7 Availability • Availability ensures that clients get services 
in 24 × 7 time.

8 Stability • System stability is a necessary part of the 
load balancer.
• It should be stable when the system load 
increased suddenly.

Table 1 Details of challenges in 
load balancing
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Where MATj refers last computed machine available time of Vj and TT is turnaround 
time.

The average utilization can be calculated as:

 
Uavg =

(
∑ m

j=1Uj)

m
 (6)

V. Migration Cost (MIGcost) [14]: It is time elapses for the migration of various resources 
from one host to another host. This migration can be either task or a VM among the host 
machines. Maximum Mt will degrade the load balancing and makespan. It is one of the 
major factors is the VM crashing during the execution of the task. The migration cost of 
task Ci is computed as the task transfer from one virtual machine to another and denoted 
as.

 
MIGcost =

Csize
i

BWk

 (7)

Where Ci
size  is the size of task Ci and BWkis the bandwidth of kth virtual machines.

VI. Estimated Computation Time(EC) [15, 16–18]: It is the scheduling attributes used for 
allotments of task Ci onto a virtual machine and computed as follows.

 

ECT ij =




ECT 11 ECT 12 · · · ECT 1n

ECT 21 ECT 22 . . . . ECT 2n

ECTm1 ECTm2 ECTmn



 (8)

Where ECTijisthe time of job/task Ci on virtual machineVj.

VII. Average ECT (ECTavg) [13, 15]: Average ECT of task Cican be calculated as the ratio 
of the summation of ECT of all machines and the total number of machines. i.e.

 
ECTavg =

∑
TotalM
j=1 ECTi,j

Mtotal

 (9)

VIII. Critical Path(CP) [15, 19, 20]: Critical path of the Ci
entryto Cj

exitis computed as.

 
CP = max

path∈ Ci

{length (path)}  (10)

 where length (path) =
∑

Ci∈ CECTavg (Ci) +
∑

e∈ EDT (Ci, Cj) (11)
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IX. Earliest Start Time (EST) [15, 21]: It is defined as follows:

 
EST (Ci, Vj) =

{
0 ifCi ∈ Centry

max
Ci∈ pred(Ci)

{EFT (Cj, Vj) +MET (Ci) +DT (Ci, Cj)} otherwise

}

 (12)

X. Minimum Execution Time (MET) [15, 21] It is calculated as follows:

 MET (Ci) = min. {ECT (Ci, Vm)}  (13)

XI. Earliest Finished Time (EFT) [15, 22]: It is computed as follows:

 EFT (Ci, Vj) = ECTij +EST (Ci, Vj) (14)

XII. Load Balance Level [13]: The load balancing level can be defined as the variation of 
utilization time on an available virtual machine from average utilization and calculated 
as.

 
LBl =

√
∑

m
j=1

(Uj − Uavg)
2

m
 (15)

XIII. Other Cost-related Parameters [14]: Total gain represents an economic aspect 
of the core concern for the cloud users of the system and cloud service provider and is 
related to cost calculated as:

 TG =
∑

n
i=1Profiti −

∑
n
i=1Lossi  (16)

 TL =
∑

n
i=1Lossi −

∑
n
i=1Profitisi  (17)

Where TG is Total Gain and TL is Total Loss 

 Profiti = (Deadline of Ci −AFTi,j ) ∗ Cost of Vj  (18)

 Lossi = (AFTi,j −Deadline of Ci) ∗ Cost of Vj  (19)

XIV. Makespan(Ms) [17, 20]: It is defined as the total time taken by a job for its com-
pletion from start to end state. It should be a minimum. All tasks execution finish on 
available VM and computed as:

 Ms = Min. {EFT (Cexit, M )}  (20)

XV. Waiting Time(Wt) [12]: Waiting time is refers to the total amount of time the ready 
task waits for the CPU to be assigned.
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 Wt = TAT − BT  (21)

Where TAT stands for turnaround time and is calculated as the difference between 
completion time and arrival time.
BT refers to burst time and is calculated as the net amount of time taken by the CPU 
to execute the whole task,

XVI. Response Time(Rp) [24]: Efficient makespan depends on response time. Simply 
acknowledged for a task by the system when the task is submitted to the system. Inte-
gration of transmission time (Tt), service time (St), and waiting time(Wt) of task(t) in 
the system. i.e.

 Rp (t) = Tt + St +Wt  (22)

XVII. Reliability (Re) [12]: Major factor of reliability is system configuration. It can be 
improved by the availability of other resources in case of failure of any system during 
the execution of the job. The stability of any system also depends on the reliability 
metric.

XVIII. Throughput(Tp) [26]: Number of tasks executed per unit time by resource i.e. 
VM. System performance is measured in terms of throughput and it should be maxi-
mized. It is calculated as:

 
T pα

1

M
 (23)

XIX. Thrashing(Ts) [12]: It is related to system resources such as memory i.e. paging 
system. In respect of cloud computing, VMs are taking more time in migration rather 
than executing the task. It disturbed the proper scheduling of the tasks on VM.

XX. Accuracy(Acc) [12]: Corrective result of execution of the task.The important factor for 
today’s technology world. It minor decreases the makespan.

XXI. Predictability(Pb) [12]: It is an important factor for load balancing and makespan. 
It decides how to the allocation of tasks, execution of the task, and completion of the 
task on available virtual machines.

XXII. Scalability(Sc) [12]: It is an important feature of any computer system. Define the 
capacity of the system in case of overload due to the size of the task or the increased 
number of tasks in the system.

XXIII. Energy Consumption (Ec) [29]: It is also an important metric for cloud comput-
ing. The primary objective is to minimize energy consumption. Major resources for 
energy consumption are personal terminals, networking nodes, and local servers.

XXIV. Fault Tolerance(Ft) [12]: Ft is one factor for system capability and mechanism to 
provide regular services in case of one or more system elements are failed. It is a little 
bit costly.

XXV. Speedup(Sspeed ) [23, 24, 25]: It is calculated as the total value of minimum ECT 
of all the task Ci and the scheduling length of a given DAG on a Vj.
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Sspeed =

Min[
∑ m

j=1ECTi,j]

scheduling length
 (24)

4 Critical Study and Analysis of Load Balancing Methods

This section is the study of load balancing methods it is divided into four subsections such 
as the brief explanation of LB methods, based on the simulator and tools used, based on 
environments, and based on evaluative parameters. There are twenty load-balancing meth-
ods are taken for this study.

4.1 Load Balancing Methods

This section included twenty load balancing methods including the name of the article, it 
designated all algorithms by load balancing method (LBM) i.e. LBM1,LBM2….LBM20, and 
it also includes a brief explanation of all twenty algorithms as given in Table 2.

4.2 Simulator Tools & Techniques

Simulator tools are the core solution in the process of deployment. The Performance of the 
application can be determined by the simulator. By using these tools users and service pro-
viders can get performance reports of the relevant application and can get this service at no 
cost. Some most popular simulators are discussed here:

a. Cloudsim: University of Melbourne, Australia bringsforthacloudsimsimulator [10]. 
This simulator can be accessed as an open source and can work with Unix/Linux and 
windows. In 2009, the first version of cloudsim has been launched, and another version 
came into the market with an advanced version.

b. Cloud Analyst: It is an extended version of the cloudsim simulator. It provides a high 
level of flexibility and configuration in simulation [49]. Simulation can also be saved in 
different file formats [50]. Changes in parameters can be done easily without focusing 
on coding and executing repetitively for the same parameter or altered manner.

c. Grid Sim: It is another simulator tool for simulation. It is based on SimJava2 [51] and it 
is a general-purpose discrete event simulation package that is carried out in java. It uses 
a message-passing operation elucidated by SimJava to communicate with each other 
among components.

d. Matlab: It is a high-level programming language used by scientists, researchers, and 
engineers to perform the calculation of array mathematics and matrix directly. Matlab 
can be used to run from a simple program to a complex one. The desired simulator can 
be created with the use of Matlab because of its large availability of functions and tools. 
This kind of simulator provides better user requirements to execute their codes and 
find appropriate results. Nazi TabatabaeiYazdi et al. used Matlab to create a multicloud 
simulator to implement their experiment [52].

e. Mininet: Mininet is an emulator that is used to test how software is interconnected 
while underlying hardware or hardware and software are together. Minimet [53, 54] is 
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Name of article Year Desig-
nated 
by

Brief Description

Join-Idle-Queue: a novel 
load balancing algorithm 
for dynamically scalable 
web services [29],

2011 LBM1 • Proposed JIQ (Join Idle Queue), a novel class algorithm 
that use to distribute balance load in a large system.
• It is based on two levels of load balancing approach.
• A data structure called queues communicates with this 
approach.
• The initial level of LB in JIQ works and delivers the best 
possible server for task allotment with consideration of the 
critical path. Further than the allotment of the best possible 
service to the I queue done on the second level of LB.

Task-based system 
load balancing in cloud 
computing using particle 
swarm optimization [30]

2013 LBM 2 • Proposed a TBSLB-PSO algorithm that attains system 
load balancing by transmitting only additional tasks from 
an overloaded state of the VM as an alternative to whole 
overloaded VM migration.
• Design a model of optimization to migrate additional tasks 
to the new host VM with PSO.

Genetic algorithm and 
gravitational emulation-
based hybrid load balanc-
ing strategy in cloud 
computing [31]

2015 LBM 3 • Introduced a novel LB algorithm to search underloaded 
nodes and balanced them as per their load
• Proposed algorithm compared with traditional algorithm.

Load balancing in a cloud 
computing environment 
based on an improved 
particle swarm optimiza-
tion [33]

2015 LBM4 • Proposed an algorithm to attain the optimization of re-
source LB in the cloud environment.
• It takes the attributes of complex networks and set up a 
correlating resource task allocation model.

Proposing a load balanc-
ing method based on 
cuckoo optimization 
algorithm for energy 
management in cloud 
computing infrastructures 
[35]

2015 LBM 5 • Introduced a technique based on the cuckoo search optimi-
zation algorithm.
• Detect overutilized hosts.
• Implement the MMT (minimum migration policy) for the 
migration of VMs.

A multi stage load 
balancing technique for 
cloud environment [36]

2016 LBM 6 • Introduced two levels of load balancing approach by col-
laborating join the idle queue (JIQ) and join shortest queue 
(JSQ) approach.
• Various kinds of parameters like cost, response time, data 
processing time, and throughput are used.

An Optimized Task 
Scheduling Algorithm in 
Cloud Computing [38]

2016 LBM7 • Proposed an optimized task scheduling algorithm that takes 
advantage of different other available algorithms based on 
the situation.
• It also considers features of cloud resources such as distri-
bution and scalability.

Effective Load Balance 
Scheduling Schemes for 
Heterogeneous Distrib-
uted System [39]

2017 LBM 8 • Introduced load balancing algorithm for HeDs (Heteroge-
neous distributed system) focused on the minimization of 
load imbalance Factor (LIF).
• This algorithm used an optimization method and then ap-
plied on FCC (folded cross cube) network.
• Makespan average resource utilization and speedup are 
considered performance metrics.

An Adaptive Firefly 
Algorithm for Load 
Balancing in Cloud Com-
puting [40]

2017 LBM 9 • Perform VM scheduling of data centers
• Compared the result with the ACO algorithm in the context 
of load balancing.

Table 2 Summary of LB algorithm
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Name of article Year Desig-
nated 
by

Brief Description

A PSO-based task sched-
uling algorithm improved 
using a load balancing 
technique for cloud com-
puting environment [41]

2017 LBM 
10

• Proposed static task scheduling technique using PSO.
• Tasks are taken to be non-pre-emptive discipline and 
independent.
• Improved performance of fundamental PSO algorithm.

Load balancing-based 
task scheduling with 
ACO in cloud comput-
ing [42]

2017 LBM 
11

• Offered a meta-heuristic technique of ACO for the solution 
of task scheduling problems.
• Focused on the minimization of makespan or computation 
time and achieving better balancing of load.

Load Balancing in Cloud 
Computing: A Big picture 
[43]

2018 LBM 
12

• Discuss different load balancing strategies in various cloud 
Platform

Improved Effective Load 
Balancing Technique for 
Cloud [44]

2018 LBM 
13

• In this paper proposed algorithm focused on requests with 
higher priorities gets higher importance.
• The SJF algorithm and weighted RR algorithm collaborate 
and propose a new algorithm to handle various user requests.

Energy-Efficient 
Scheduling for Multiple 
Workflows in Cloud 
Environment [45]

2018 LBM 
14

• Proposed scheduling heuristic for numerous tasks which 
are running onto cloud platform in a parallel manner.
• Reduce energy consumption.

An Approach for Load 
Balancing in Cloud 
Computing Using JAYA 
Algorithm [46]

2019 LBM 
15

• Offered an algorithm to minimize response time & service 
requests of data center and also improves the overall system 
performance.
• Provide better-optimized results.

A Comparative Study 
on Load Balancing 
Algorithms in Software 
Defined Networking [32]

2019 LBM 
16

• Introduce various SDN load balancing algorithms and 
analyze them to attain the loading result.
• For making the entire network programmable, SDN 
(software-defined networking) technology introduced that 
separate data plane and control plane.

On the use of the genetic 
programming for bal-
anced load distribution 
in software-defined 
networks [34]

2019 LBM 
17

• Proposed GPLB (Genetic programming based load 
balancing).
• GP deliberate load of integrated path based on the informa-
tion collection from SDN controller.

Efficient load balancing 
techniques for multi-data-
centre cloud milieu [47]

2020 LBM 
18

• Introduced two multi-datacentre two-phase load adjustment 
approaches for apposite task scheduling and load balancing.
• Provide significant improvement in makespan and resource 
utilization.

A Binary bird swarm 
optimization-based load 
balancing algorithm for 
cloud computing environ-
ment [48]

2021 LBM 
19

• Offered an algorithm to increase the overall system perfor-
mance by keeping the whole system in a balanced mode and 
reducing response time.
• Reduce makespan and enhanced resource utilization.

A genetic load balancing 
algorithm to improve the 
QoS metrics for software 
defined networking for 
multimedia applications 
[37]

2022 LBM 
20

• This paper considers the effect of the use of SDN services 
in different multimedia applications.
• A GLBA algorithm is proposed and provide significant 
result based on different parameter like response time, 
throughput etc.

Table 2 (continued) 
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a network emulator that runs a cluster of switches, end hosts, links, and, routers on a 
single Linux kernel. It allows various profiling tools including iperf and perf [54].

f. Java: Various categories of users used and learned java other than languages. As com-
pared to C + + java have no limitation as the language for simulation. The most impor-
tant characteristic of java is that it is lack a pointer and this allows more optimization 
possible for parallel and sequential codes both [54, 55]. C language also can be used for 
the coding of blocks while simulation because it is known as a mother of all program-
ming languages and also suitable for traditional algorithm (See Table 3).

4.3 Simulation Environment

The computing environment gives information about the computer system, host (server), 
or workstation and the type of operating system, application, and peripherals they used. In 
cloud computing the computing environment would be either homogeneous or heteroge-
neous and are as follows:

a. Homogeneous Environment: This environment [56] refers to the H/W of the processor 
or software module (operating system, compiler) that uses the same storage representa-
tion and the same result for various operations performed on floating point numbers 
when the floating point number communicates with the processor. So the communica-
tion layer assures the exact transmission of the floating point value. It is a low-power 
consumption platform.

Table 3 Critical analysis based on simulator used
Algorithm Cloud Sim Cloud Analyst Grid Sim MATLAB Mininet Java 7 C language
LBM1 ✓ х х х х х х
LBM 2 ✓ х х х х х х
LBM 3 х ✓ х х х х х
LBM 4 ✓ х х х х х х
LBM5 ✓ х х х х х х
LBM 6 х ✓ х х х х х
LBM 7 ✓ х х х х ✓ х
LBM8 х х х х х х ✓
LBM9 х ✓ х х х х х
LBM10 ✓ х х х х х х
LBM11 ✓ х х х х х х
LBM12 ✓ х х х х х х
LBM 13 ✓ х х х х х х
LBM 14 ✓ х х х х х х
LBM 15 х ✓ х х х х х
LBM 16 х х х х ✓ х х
LBM 17 х х х х ✓ х х
LBM 18 х х х ✓ х х х
LBM 19 ✓ х х х х х х
LBM 20 х х х х ✓ х х
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b. Heterogeneous Environment: In this environment [56], different sets of the architec-
ture of the processor is used, and also used different storage representations. The result 
may differ from one processor to another based on floating point precision. So the com-
munication layer doesn’t assure exact transmission. It is a high-power consumption 
platform.

4.4 Comparison of Load Balancing Methods Based on QoS Parameters

QoS parameters are the attributes of the load balancing method that provide the efficiency of 
algorithms. Here Table 4 depicts the performance matrices based on Table 5.

5 Conclusion

Numerous algorithms have been suggested for the solution to the LB problem. This criti-
cal and comprehensive review provided good scope to researchers for the advancement 
of LB algorithms for the CCE. This paper will be helpful for the identification of research 
problems to further change different QoS parameters. This paper presented various LB tech-
niques in different environments, simulators & tools, and OoS parameters i.e. waiting time, 
response time, throughput, reliability, energy consumption, etc. These parameters are cru-
cial for efficient LB algorithms and play a vital role while selecting and designing new LB 
problem algorithms for further extension in future work.

Algorithm Environment
Homogeneous Heterogeneous

LBM1 х ✓
LBM 2 ✓ х
LBM 3 ✓ х
LBM 4 х ✓
LBM 5 х ✓
LBM6 ✓ х
LBM7 х ✓
LBM8 х ✓
LBM9 ✓ х
LBM10 х ✓
LBM 11 х ✓
LBM 12 х ✓
LBM 13 х ✓
LBM 14 ✓ х
LBM15 х ✓
LBM 16 х ✓
LBM 17 ✓ х
LBM 18 х ✓
LBM 19 ✓ х
LBM 20 ✓ х

Table 4 Critical analysis based 
on environment used
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