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Abstract
Recommender systems are vulnerable to attacks because of their open nature. Counterfeit 
users give biased ratings to the items due to various objectives that may lead to the loss 
of user trust. The attackers use certain attack models with specific features. The existing 
attack detection techniques are typically attack-specific and work only when the attack fea-
tures are known. They are unable to identify an unknown attack with unfamiliar features. 
To diminish this problem, in this paper, we propose a generalized solution that filters any 
attack irrespective of its design and features. We trained the classifiers with the ratings 
of the known authentic users using one-class SVM and PU learning models for detect-
ing attacks, considering their ability to detect anomalies in the dataset caused by unknown 
attacks. The openly available MovieLens dataset has been used to assess our designed 
attack detection method. The experimental results show that all unknown attacks are suc-
cessfully detected with 100% accuracy. The same detection accuracy is achieved for attacks 
with known features.
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1 Introduction

Recommendation systems have become an imperative element of e-commerce. Recom-
mendation systems are designed to help online buyers make better selections from the large 
pool of internet-based products and services. The true beauty of recommendation systems 
is that they can predict and oblige users with the items they might prefer and like. Swayed 
by alluring proposals, even stray browsers ultimately become gratified buyers. A recom-
mendation system’s most basic and important element is the user’s response. Users give 
feedback and ratings for the items they have used or browsed. The top-rated items are rec-
ommended to new users so that they can view the best product without going through the 
whole catalogue, thus enjoying a satisfying buying experience. However, can we truly trust 
these seemingly friendly recommendation systems? Raising this question is legitimate for 
a system that is built upon public input. Is it reasonable to presume that all the users are 
honest and altruistic? The suspect deepens, especially because a large amount of money is 
involved in the highly commercialized implementation of the recommendation system. The 
point is that the product that is suggested to us as the best probable item (based on ratings 
and reviews) is truly so? Unfortunately, the answer is ’no’. In fact, providing a biased rec-
ommendation depending on the user profile is not unfamiliar. For instance, a few years ago, 
the Wall Street Journal stated that Orbitz, a vacation website, was displaying an increased 
price to Mac Book owners for online flight and room booking [1]. Likewise, it is alleged 
that Google recommends lower-paying jobs to women candidates [2]. Just as biased news 
feeds are infamous for promoting and demoting politicians’ credentials by selectively 
focusing only on the candidate’s positive and negative points to manipulate the viewer’s 
opinion.

1.1  The Shilling Attack Problem in Recommendation Systems

This malpractice of manipulating recommendation systems has taken an ugly outlook 
in terms of e-commerce. Fierce competition has caused companies to use unscrupulous 
means to bring their products to the attention of online buyers. They manipulate recom-
mendation systems. We call this manipulation an attack. The attack may also come from 
the users. Due to their open nature, recommendation systems are prone to profile injec-
tion attacks wherein intruders insert false profiles with incorrect ratings into the system 
to bias recommendations. Generally, there might be three purposes of these attacks: (a) to 
bring one’s own products to the top of the recommendation list, (b) to bring down a rival 
company’s products from the top of the recommendation list, and (c) to play with the list to 
disrupt the overall recommendation system.

1.2  Problem Description

Attackers have adopted several attack schemes to manipulate recommendation systems. 
This has resulted in diminishing trust in recommendation systems, leading researchers to 
jump into protecting the purpose of a trustworthy recommendation system. Researchers 
have been able to identify attack models and train systems by means of machine learning 
techniques so that the systems can identify possible attacks and take necessary measures.

The feature-based attack detection model is the most successful approach for miti-
gating attacks if the profile of the attackers is known [3–5]. The performance of such 
methods degrades significantly in the context of unknown attack features. The major 
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drawback of feature-based detection is that every time a new attack is created, the attack 
design must be identified, and its features must be extracted. Detection techniques are 
constantly developing, but so are attack designs. Some attacks might not possess known 
features and hence escape detection. Smart attackers can always launch a new attack 
model with entirely new features. Chad et  al. [6] generated an obfuscation attack and 
demonstrated that a small obfuscation can reduce the ability of these features to detect 
attacks.

The problem is formulated as follows:
Let U, I, R, F

AK
 , AU, and AT be the set of users and items, the user-item rating 

matrix, the set of known attack features, a set of authentic users, and a set of attackers, 
respectively. The feature-based shilling attack detection approaches estimate the func-
tion f(g(U × I → R)) ∈ F

AK
 → H

D
 , which classifies the user’s rating f(g(U, R), H

D
) , for a 

user with high detection accuracy ( H
D
). However, the detection accuracy of the detec-

tion based on features is reduced in the case of unknown attacks, and the approaches 
estimate the function f(g(U, R), L

D
 ), i.e., f(g(U × I → R)) Ɇ F

AK
→ L

D
 , which classifies 

the user’s rating with low detection accuracy ( L
D

 ). L
D
∈ AU → AT and L

D
∈AT → AU, 

which means that low detection accuracy occurs due to classifying some attackers as 
authentic users and some authentic users as attackers.

1.3  Motivation

As the saying goes "devil’s mind always stays a step ahead of those of saints," attack-
ers have developed new attack models with different features whenever they have been 
encountered. This cat and mouse race is never going to end. This situation is shown in 
Fig. 1. To break this cycle, a detection technique is required that detects attackers irre-
spective of the way they have been designed or the features they possess.

Fig. 1  The process of generating an attack, detecting it, and subsequently generating another new attack 
continues
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1.4  Proposed Solution

The main issue of attack detection in recommendation systems is "if the statistical features 
of the attack model are not known beforehand, then the existing classifiers are unable to 
detect the attacks." This paper introduces a solution approach that can detect any attack 
on a recommendation system irrespective of prior knowledge of the attack features. The 
philosophy of our approach is that instead of acquainting with every bad feature, we shall 
edit the recommendation system about the properties of a good user. Anything not match-
ing this knowledge is filtered out as a bad entity. Therefore, instead of training the recom-
mendation system with the attack features, we trained the recommendation system with 
genuine ratings. If a recommendation system encounters any deviation from this genuine 
knowledge, it will be regarded as an attack.

In the proposed approach, whichever attack model the attackers try, our model 
will always detect that attack. The goal of our proposed solution approach is to achieve 
H

D
∈ AT → AT and H

D
∈ AU → AU , i.e., high detection accuracy for identifying all 

the attackers and the authentic users correctly, irrespective of the attack type (known and 
unknown).

However, in this paper, we emphasize unknown attacks because the existing attack 
detection models perform satisfactorily in detecting known attacks but miserably fail to 
detect unknown attacks. Figure 2 shows the comparative performances between the exist-
ing attack detection schemes and our proposed approach. For an unknown attack, the exist-
ing attack detection schemes identify some attackers as authentic users and some authentic 
users and attackers as attackers. In comparison, our method identifies all the attackers cor-
rectly while identifying some authentic users as attackers. This will ensure that the system 
will be attack-free with some compromise.

In the proposed method, we used the concept of most trustworthy users, where instead 
of training the recommendation system for every possible attack, the classifier was labelled 
only by the properties of authentic users (most trustworthy users) from the training data-
set, and from these properties, it could predict which users belong to the authentic group 
in the test dataset. Any user whose behaviour did not comply with an authentic user’s was 
claimed to be a nonauthentic user or attacker. Let UAU

∈ U and R
AU

 be the sets of authentic 
users and their ratings, respectively. Thus, the function of the proposed solution becomes 
f(R, R

AU
 ), which classifies the user’s rating with the high detection accuracy of attackers. 

Fig. 2  Comparison of existing feature-based detection schemes and the proposed solution approach
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When the model was tested with the test sets created by launching four known attacks and 
an unknown attack (obfuscated attack), it detected all of them by identifying the authentic 
users. We employed positive unlabelled (PU) learning and a one-class SVM (OSVM) as 
classifiers to test the proposed method.

1.5  Contributions

Listed below are the paper’s main contributions, while Fig. 3 outlines the key aspects of 
the paper.

• The inability of feature-based detection methods to identify unknown attacks was dem-
onstrated.

• A set of the most trustworthy users was generated by implementing a novel algorithm.
• A comparison of standard attack models and an unknown attack (obfuscated attack) is 

performed based on biasing, shuffling effects, and the hit ratio to determine the attack 
and filler size.

• For attack detection and verification, the following actions were performed:
• Binary classifiers such as support vector machines (SVM), J48, random forest, and 

naïve Bayes are trained using known shilling attacks and then evaluated using unknown 
attacks.

• PU learning using binary classifiers is learned through genuine users and evaluated by 
both known and unknown shilling attacks.

• The OSVM was trained with ratings of trustworthy users and tested with known and 
unknown attacks.

1.6  Paper Organization

The remainder of the paper is structured as follows. Section 2 provides the necessary theo-
retical background that is required to be familiar with this paper, which includes a brief 
description of the attack models, the impact of shilling attacks on recommendations, and 

Fig. 3  A brief outline of this paper
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the model for supervised shilling attack detection. Section  3 discusses related works on 
detecting shilling attacks. The problem description of this paper is discussed in Sect.  4. 
Section 5 presents a novel solution for detecting any attack on recommendation systems. 
Section 6 reports the analysis of the experimental outcomes. Finally, we conclude the paper 
in Sect. 7, stating the scope of further research by adding more value to this work.

2  Theoretical Background

Information retrieval techniques play an important role in recommender systems. Recom-
mendation systems use various filtering approaches to retrieve information from users. Col-
laborative filtering is one of the most popular approaches used in recommendation systems. 
Figure 4 illustrates the conceptual framework of collaborative filtering, which consists of 
three different units: (i) data collection, (ii) missing rating prediction (using similarity met-
ric and prediction approach), and (iii) top-N recommendation.

Data collection considers the user’s rating information on a target item. A list of m users 
and n items is converted into a user-item rating dataset of size m × n , which has a high 
possibility of vacant entry, i.e., a user does not rate the target item. Similarity measures 
and prediction approaches are applied to predict missing ratings. Then, the collaborative 
filtering-based recommendation system generates the top-N list of items to recommend the 
user based on the predicted rating. The complete process is pictorially shown in Fig. 4.

The generated Top-N lists will be insecure in the presence of shilling attackers in the 
dataset that is used in the recommendation. Basic terms related to shilling attacks, the 
impact of shilling attacks on top-N recommendations, and the existing detection schemes 
in the literature are discussed as follows.

2.1  Shilling Attacks

An attack begins with the creation of a large number of false profiles. Depending on the 
purpose, an attack may be a push or a nuk [1]. Each attacker’s profile consists of four com-
ponents, as listed in Table 1 [7]. Various standard attack models have been discussed in the 
literature [8–12]. The basic characteristics of these attack models are shown in Table 2. 
The effect of attacks on collaborative filtering-based recommendation systems varies on 
the attack size and filler size, which are described in Table 3.

Fig. 4  Conceptual framework of collaborative filtering
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2.2  Impact of Shilling Attacks

E-commerce companies use recommendation systems to offer the best service to their cus-
tomers by suggesting products they may like. The top-N list ensures the most appropriate 
items from all items. The attacker’s aim is to modify this top-N list. As shown in Table 4, 
three parameters are typically used to determine the impact of attacks on the target users’ 
top-N recommendations.

Here, R
u
 shows the top-N list. t = {t1 , t2 , …, t

k
 } is the list of target items that have to be 

pushed. U is a list of users. N is the total number of items. T
a
 identifies the top-N list when 

an attack is produced.
The main objective of shilling attack detection is to model a classifier to distinguish 

between authentic users and shilling attackers. Therefore, several studies have used statisti-
cal pattern recognition to mitigate shilling attacks. There are two types of classifiers: (a) 
supervised learning models and (b) unsupervised learning models.

Learning from unlabelled data, i.e., unsupervised learning, is inherently difficult. As a 
result, it suffers from a high number of false positives. However, learning from labelled 

Table 1  Components of an attacker’s profile

Component Description

Target items ( I
T
) Those items that are biased by attackers and have been given excessively high or low 

ratings
Selected items ( I

S
) Those items whose ratings are functionally determined by the different types of attacks

Filler items ( I
F
) These items are selected by attackers randomly and assigned random ratings

Unrated items ( I
N

) Those items whose ratings are not given by attackers

Table 2  Standard attack model

ρ(i) is a function on item i that determines the rating patterns ofIF . N(r, �2 ) represents the Gaussian distri-
bution. �2 and r represent the variance and the mean rating of all items and users, respectively. ri, �i2 show 
the mean and the variance of item i, respectively

Attack Property

Random attack IS = ∅ and ρ(i) = N(r, �2)
Average attack IS = ∅ and ρ(i) = N(ri, �i2)
Bandwagon attack IS includes some popular items with excellent 

ratings and ρ(i) = N(ri, �i2)
Segment attack IS contains items that are identical to the target 

items and ρ(i) = N(ri, �i2)

Table 3  Filler size and attack 
size

Item Description Calculation (%)

Filler size Total number of filler 
items in the dataset

Total number of filler items

Total number of items

*100
Attack size Total number of attack-

ers in the dataset
Total number of attackers

Total number of users

*100



266 P. K. Singh et al.

1 3

Ta
bl

e 
4 

 D
ec

id
in

g 
pa

ra
m

et
er

s o
f t

he
 im

pa
ct

 o
f a

tta
ck

s [
7]

Pa
ra

m
et

er
s

D
es

cr
ip

tio
n

C
om

pu
ta

tio
na

l e
qu

at
io

n
Id

ea
l v

al
ue

A
tta

ck
er

D
et

ec
to

r

H
it 

ra
tio

D
en

ot
es

 m
od

ifi
ca

tio
ns

 in
iti

at
ed

 b
y 

at
ta

ck
er

s t
o 

th
e 

to
p-

N
 re

co
m

m
en

da
-

tio
n

H
r
=
∑

u
∈
U

H
u
,t
i

�U
� , w

he
re

 H
u
,t
i
=
1 i

f t
i
∈
R
u
 a

nd
 H

u
,t
i
=
0
 , o

th
er

w
is

e
1

0

B
ia

si
ng

D
en

ot
es

 c
ha

ng
es

 o
f t

he
 ta

rg
et

 it
em

s i
n 

th
e 

to
p-

N
 re

co
m

m
en

da
tio

n 
by

 
at

ta
ck

er
s

B
=

∑
N i=
1
B
i

N
 , w

he
re

 B
i =

 1
 if

 t i
∈
T
a
 a

nd
 B

i =
 0

, o
th

er
w

is
e

1
0

Sh
uffl

in
g

D
en

ot
es

 th
e 

ch
an

ge
s i

n 
th

e 
po

si
tio

ns
 o

f i
te

m
s i

n 
th

e 
to

p-
N

 li
st 

by
 a

tta
ck

-
er

s
S
=

∑
N i=
1
S
i

N
 , w

he
re

 S
i
=
0
 if

, T
i
=
=
T
a
i a

nd
 S

i
=
1
,
T
i
≠
T
a
i
.

1
0



267Detecting Unknown Shilling Attacks in Recommendation Systems  

1 3

data (supervised learning) results in a very low number of false positives. Table 5 describes 
the classification approaches for detecting shilling attacks.

2.3  Supervised Shilling Attack Detection

Supervised classification is the most prevalent predictive model, so we consider it a base-
line scheme for detecting shilling attacks. The conceptual framework of a collaborative fil-
tering-based recommendation system using a classification-based shilling attack detection 
model is shown in Fig. 5.

2.3.1  Data Collection

The accuracy of the recommendation system is dependent upon the types of data used in 
the recommendation. Like two faces of a coin, there are two types of users in collaborative 
filtering, i.e., authentic users and shilling attackers. The two methods of rating data collec-
tion used in collaborative filtering are explicit and implicit. There is a list of m users, i.e., 
U = {u1, u2,… , u

m
 }, and a list of n items, i.e., I = {i1, i2,… , i

n
 }, in a traditional collabora-

tive filtering-based recommendation system. Each user gives his opinion explicitly about 
the particular item in the form of a rating score. User activities involve implicit methods of 
data collection in collaborative filtering-based recommendation systems. These activities 

Table 5  Existing solution approaches for detecting shilling attacks

Classification approach Advantages Disadvantages References

Supervised Uses less complex 
algorithms with high 
accuracy and is more 
reliable

Finds difficulties on dynamic data, i.e., 
online data

[3, 13–19]

Unsupervised Uses more complex 
algorithms with mod-
erate accuracy and is 
less reliable

Provides comparatively low accuracy on 
static data, i.e., offline data

[20–25]

Fig. 5  Conceptual framework of a collaborative filtering-based recommendation system using a supervised 
shilling attack detection model
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of the user are (a) time spent searching for an item, (b) click behaviour, (c) movement 
of the mouse cursor, etc. The user-item dataset is generated using the abovementioned 
methods.

2.3.2  Feature Extraction

Usually, the attack profiles are based on standard attack models, and as a result, they appear 
to share some similarities. Consequently, attack profiles have statistically varied from those 
of genuine users. In the literature, a number of attributes that are common in user profiles 
have been extracted. In the case of real users and attackers, these attributes appear to dis-
play different trends. They have, therefore, taken an active role in identifying whether a 
profile is that of an attacker or a legitimate user.

Table 6 denotes the notations used in the attributes, and the computational equations of 
the attributes are given in Table 7.

Table 6  Notations used for attributes

Notation Description Notation Description

Nu Total items rated by user u ti The total number of ratings that every user gave 
item i

k The instance of nearest neighbours ru,i The rating of ith item given by user u
lu length of a user’s profile u ri The average rating that item i obtained from 

all users
Pu The profile of a user u l The average length of a user’s profile
Pu,T The user’s target item set |Pu| The number of ratings in the profile u
Pu,F The set of filler items of user u Simu,v The similarity value between user u and v
|Pu,T | The number of target items of user u ∅u,i ∅u,i = 1, if i ∈ Pu,T and ∅u,i = 0, otherwise
|Pu,F| The number of filler items of user u

Table 7  Attributes and their computational equations

RDMA rating deviation from mean agreement, WDMA weighted deviation from mean agreement, WDA 
weighted deviation from agreement, DEGSIM degree of similarity, LENVAR length variance, FMTD filler 
mean target difference, MEANVAR mean–variance, TMF target model focus

Generic attributes Model-specific attributes

RDMA

RDMAu = 

∑Nu
i=0

����
ru,i−ri

ti

����
Nu

FMTD

FMTDu = 

�∑
i∈Pu,T

ru,i

�Pu,T �

�
−

�∑
k∈Pu,F

ru,k

�Pu,F �

�

WDMA

WDMAu = 

∑Nu
i=0

����
ru,i−ri

ti
2

����
Nu

MEANVAR
MeanVarPt,u

=

∑
i∈(Pu−Pu,T ) (ri,u−ri)

�Pu�

WDA WDAu = 
∑Nu

i=0

���
ru,i−ri

ti

���
TMF Fi =

∑
u∈U∅u,i∑

u∈U �Pu,T �

DEGSIM
DegSimu = 

∑k

v=1
Simu,v

k

LENVAR
LenVaru = 

�lu−
−

l�
∑

k∈U (lu−l)
2
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2.3.3  Attacker Detection and Removal

The features explained in the previous subsection differ greatly in terms of their values 
for authentic users and attackers. Hence, these are used to train various classifiers to filter 
the attackers from the system, as shown in Fig. 6. However, the presence of redundant and 
irrelevant features reduces the accuracy of a classifier. The process of determining which 
characteristics are most suitable for classification is referred to as feature selection. It elim-
inates any features that aren’t significant or redundant, which not only lowers the dimen-
sionality of the data but also makes it possible for data mining algorithms to function more 
quickly and efficiently.

Feature selection is performed using attribute evaluators such as information gain, the 
Gini index, uncertainty, and correlation coefficients [3, 26]. MC-Relief has been used to 
extract five features out of the total for feature detection [27]. RDMA and its variants, such 
as WDMA and WDA, have the highest information gains. Different attack features are use-
ful for different filler sizes; hence, no single feature can be considered the best. Length 
variance is an important feature for distinguishing large filler sizes, as genuine users gener-
ally do not rate so many items.

2.3.4  Prediction of Missing Ratings

Missing rating prediction is employed in a recommendation system based on collabora-
tive filtering to adhere to the concept that if the predicted rating is high, there is a strong 
likelihood that a user will find the recommendation favourable. Therefore, the collaborative 
filtering-based recommendation system uses a number of similarity metrics and prediction 
techniques to forecast the target item’s rating for the target user after shilling attackers have 
been eliminated [28]. Table 8 lists the most frequently employed computing equations for 
similarity measures and prediction approaches.

Here, Sim(u, v) represents the similarity of two users u and v, while R
i,uandRi,v show the 

ratings of two users u and v on item i, respectively. R
i
 , R

u
 , and R

v
 show the average ratings 

of item i, user u, and user v, respectively. ||Ru
|| and ||Rv

|| denote the total number of ratings 
given by users u and v, respectively; |Iuv| denotes the total count of ratings given by both 
users’ u and v; k

i,u and k
i,v show the ranks of the two users’ ratings u and v, respectively, 

with respect to item i; and k
u
 and k

v
 denote the average ranks of users u and v, respectively, 

Fig. 6  Feature-based detection of shilling attacks
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based on the ratings. Furthermore, r̂
ui

 identifies the item i’s predicted rating for target user 
u.

2.3.5  Top‑N Recommendation

Based on the generated top-N list, a collaborative filtering-based recommendation system 
recommends items to the user [29–33]. Recommendation using the top-N list will be more 
authentic and more accurate if there are no shilling attackers in the dataset.

3  Related Work

The problem of shilling attacks was first discussed by O’Mahony et al. [34], who summa-
rized various attack-building strategies and evaluated the robustness of memory-based col-
laborative filtering. Lam and Riedl [35] investigated the intent and effect of these attacks 
and introduced the random bot and average bot attack models. In addition, various other 
attack models have been discussed in the literature [36].

In their study, Si and Li [37] critically analyzed existing survey papers on shilling 
attacks, addressing their limitations. They provided a comprehensive overview of various 
types of shilling attacks and their deployment. Additionally, they delved into robust recom-
mendation algorithms, profile injection attack tactics, shilling attack detection designs, and 
briefly explained evaluation measures for the suggested systems.

Several strategies have been developed to detect shilling attacks, most of which are cen-
tred on identifying and extracting the behaviour of attack profiles. Because attack profiles 
show a high degree of correlation, Zhang et  al. [38] deployed spectral clustering to fil-
ter out attackers, while Zhang and Kulkarni [8] used a graph-based detection technique 
to filter out attackers. Bilge et al. [39] presented a novel unsupervised technique for shil-
ling attack detection. Their approach utilizes a bisecting k-means clustering methodology, 

Table 8  Popularly used similarity measures and prediction approaches

Calculation Purpose Method used Corresponding equation

Sim(u,v) Calculating the simi-
larity between users 
u and v

Cosine similarity Ri,u .Ri,v

||Ri,u||2||Ri,v||2

Adjusted cosine similarity ∑
i∈I (Ri,u−Ri)(Ri,v−Ri)

2
√

(
∑

i∈I (Ri,u−Ri)
2 2
√

(
∑

i∈I (Ri,v−Ri)
2

Euclidean distance
2

�∑
i∈Iuv

(Ri,u−Ri,v)
2

�Iuv�

Jaccard similarity |Ru|∩|Rv|
|Ru|∪|Rv|

Pearson correlation ∑
i∈I (Ri,u−Ru)(Ri,v−Rv)

2
√

(
∑

i∈I (Ri,u−Ru)
2 2
√

(
∑

i∈I (Ri,v−Rv)
2

Spearman correlation ∑
i∈I (ki,u−ku)(ki,v−kv)

2
√

(
∑

i∈I (ki,u−ku)
2 2
√

(
∑

i∈I (ki,v−kv)
2

r̂ui Predicting the ratings 
of the target item i

Mean centering
ru +

∑
v∈Ni (u)

sim(u,v)(Ri,v−Rv)
∑

v∈Ni (u)
�sim(u,v)�
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which organizes attack profiles into leaf nodes of a binary decision tree. This method is 
particularly effective in identifying specific known attacks like bandwagon, segment, and 
average attack. In [40], the similarity in the structure of attack profiles was exploited to 
develop a PCA and a PLSA algorithm to segregate attackers from authentic attackers. 
These techniques fail to discern attackers with low correlation.

The behaviour of attackers is expressed in the form of attack features. Several detection 
techniques based on these attack features have been developed. Chirita et al. [41] identified 
a few features, naming them statistical metrics utilized to analyze user ratings, and intro-
duced a new metric called the Rating Deviation From Mean Agreement. A naïve algorithm 
has been proposed to exploit these metrics. Zhuo et al. [4] used two metrics, RDMA and 
degree of similarity, to filter out most of the attackers and then applied their algorithm, 
target item analysis, to the filtered set of users. Williams et al. [42] further identified a few 
more features and studied their classification performance. Zhang et al. [43] introduced a 
new metric called trust and incorporated it with features to analyze its effectiveness. He 
et al. [44] used a rough set theory on these features for detection, but their method suffers 
from a high false-positive rate.

William et al. [45] used kNN, C4.5, and SVM trained on these features to enhance the 
robustness of the recommendation system. In an attempt to find the best possible combina-
tion of classifiers for feature-based classification, Bhebe et  al. [26] proposed a method-
ology that utilizes k-nearest neighbor, support vector machine, and Bayesian network as 
the initial base classifiers. Kumar et al. [5] designed an ensemble model that compares six 
machine learning algorithms and used the best combiner strategy to develop an ensemble 
model for detecting attackers.

Chad et al. [6] deviated from standard attack models and proposed the idea of diverse 
and obfuscation attacks by applying noise injection, target shifting and user shifting. The 
application of these techniques reduces the performance of feature-based classifiers. Zhang 
et al. [46] studied these obfuscation attacks and derived a few features to correctly identify 
these attacks using an ensemble model, even though they are obfuscation attacks.

Lee and Zhu [47] proposed a methodology that employed "filler" ratings to identify a 
group of profiles. They thoroughly investigated various attributes of these profiles, offering 
empirical evidence of the key features of shilling attacks. They then presented a hybrid, 
two-phase approach for shilling attack detection. A multidimensional scaling technique 
was utilized to identify distinctive patterns supporting the detection and security of rec-
ommended activities. After that, clustering-based techniques were applied to differentiate 
among attack users.

4  Proposed Solution for Detecting Unknown Shilling Attacks

The feature extraction and detection of attacks eventually lead to an attack cycle, as dis-
cussed in Sect. 1. A solution that excludes the norm of identifying and extracting features 
is needed to break this cycle.

To implement our solution, the precondition is to identify a group of authentic users 
within the system who can never give biased ratings, termed the most trustworthy users. 
The question that follows is how do we find this set of users?

To find the set of most trustworthy users, we used the publicly available and widely 
used MovieLens dataset to perform our experiments. Since feature-based detection has 
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proven to be successful in detecting standard attacks, we follow the feature-based strat-
egy used in [41] to test the MovieLens dataset for any known standard attacks. The 
modified algorithm used in the filtration of the most trustworthy users is defined in 
Algorithm  1. The proposed solution that identifies all known and unknown attacks is 
shown in Fig. 7.

Algorithm 1  Generation of the most trustworthy users

Input: user-item rating dataset

Output: a set of most trustworthy users

1. A = set of all users in the Movie Lens dataset

2. Low_Features (LF) = {FMD, MEANVAR}

3. High_Features (HF) = {RDMA, WDMA, WDA, DEGSIM, FMTD, LENVAR, FMTD, TMF}

4. All_Features =  LF U HF
5. Suspected_with_HF = { }

6. Suspected_with_LF = { }

7. for Each u in A do

8.       for each f in All_Features do

9.             Compute f(u)

10.     if u has high values in HF then

11. Suspected_with_HF = Suspected_with_HF U {u}

12.     if u has low values in LF then

13. Suspected_with_LF = Suspected_with_LF U {u}

14. Attackers = Suspected_with_HF U Suspected_with_LF
15. Most_trustworthy_users = A - Attackers

Fig. 7  The proposed solution that identifies all known and unknown attacks
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5  Experimental Analysis

This section discusses the experimental details, including the dataset, methodology and 
performance analysis.

5.1  Dataset Description

The MovieLens dataset was collected to obtain a detailed solution that can detect all forms 
of attacks. Due to the lack of any normal attack functionality, the collected dataset is con-
sidered to be attack-free. As a result, it can be inferred that the MovieLens dataset only 
contains authentic user ratings. There are 943 users and1682 movies with 1,00,000 ratings.

5.2  Performance Metrics

The performance of different detection schemes is measured using standard metrics such as 
precision, recall, and F1-score, as shown in Table 9. Here, TP (true positive) shows to the 
count of attack profiles that are accurately identified as attackers. FP (false positive) rep-
resents the count of genuine profiles that are mistakenly identified as attackers. FN (false 
negative) indicates the count of attack profiles that are mistakenly identified as genuine 
users [7]. Furthermore, we calculated the hit ratio values subsequent to the completion of 
the detection process.

The overall performance of machine learning models is usually assessed using accuracy 
metrics. However, accuracy does not indicate various classification anomalies that might 
be present in the model. Assessing these anomalies is a basic requirement for models deal-
ing with data that have an imbalanced cost associated with the various classes. In our prob-
lem, our objective is to defend a sensitive system that will not tolerate any attacker even if 
some of the authentic users are blocked. In this case, analyzing and improving the recall 
value will be the main objective of the analysis. Furthermore, to evaluate the overall per-
formance, we consider the F1-score and accuracy to provide better insight into the perfor-
mance of the proposed detection scheme.

5.3  Determining the Attack and Filler Size

To determine the appropriate attack size, we compared the biasing and shuffling effects and 
considered attack sizes where both values were 1. After that, on the considered attack size, 
a comparison of the hit ratio of several attack models is made to identify the filler size. We 
produced several dimensions of conventional push-type attacks. These varying attack sizes 

Table 9  Performance metrics

Metric Description Ideal value Calculation

Precision Identifies how many attackers are predicted correctly 
from the total number of actual attackers

1 TP

TP+FP

Recall Identifies how many attackers are predicted correctly 
from the total number of users

1 TP

TP+FN

F1-score Is the harmonic mean of the precision and recall 1 2∗Precision∗Recall

Precision+Recall
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alter the top-N suggestion list due to their biasing and shuffling effects. The attack sizes are 
incrementally increased until the threshold  ts is reached, at which point the biasing, shuffle, 
and hit ratio values all become 1.

In Fig. 8, we can see how various attacks on the top-N list affect the bias, shuffling, and 
hit ratio. The biasing values of all attacks reach one at attack sizes of 20% and 25%. The 
shuffling value of all attacks reaches one at attack sizes of 5%, 10%, 15%, and 20%. There-
fore, from the aforementioned observation, we select 25% for attack size because, at this 
attack size, all the attack models obtain biasing and shuffling values of one. Figure 8 shows 
the hit ratio of all attacks at various filler sizes for a 25% attack size. Figure 8 shows that at 
a 30% filler size, all attacks achieve the highest hit ratio. Therefore, for clearer observation 
in the experiments, we consider 25% and 28% attack sizes for known and unknown attacks, 
respectively. Furthermore, various filler sizes, i.e., 15%, 20%, 25%, and 40%, are consid-
ered for the selected attack sizes.

5.4  The Proposed Solution Approach

We used three different classifiers to detect known and unknown shilling attacks. For the 
experiment, we considered various attack sizes of different attack models, as discussed in 
Sect. 5.3. The experimental dataset comprised the ratings given by the set of most trust-
worthy users, divided into a 60% training set and a 40% test set. The attack profiles are 
generated on the test set. The classifiers were trained with the rating dataset given by the 
authentic users, labelled authentic. The testing technique involves the utilization of a test 
set, which consists of ratings provided by both genuine users and attackers.

Fig. 8  a Biasing, b shuffling effects, and c the hit ratio of different attacks across various filler sizes on the 
overall top-N list
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5.4.1  Binary Classifiers: Trained with Known Attacks and Tested with Known 
and Unknown Attacks

The process of classifying the items of a collection into two different groups using a 
class label is known as binary classification. To classify authentic users and attack-
ers using binary classifiers, along with authentic users, classifiers were also trained 
with known attackers, which were labelled as attackers. Table 10 presents the perfor-
mances of different binary classifiers in detecting various attacks. We can observe that 
in the case of known attacks, the authentic users are well classified in this table due to 
their high precision, recall, and F1-score and low hit ratio, but in the case of unknown 
attacks, all of them attain low recall, F1-score, and high hit ratio. A low recall indi-
cates that attackers from the test dataset were not detected very often, while a high 
hit ratio indicates that the top-N recommendation list was affected more significantly. 
Table  10 shows that the detection accuracy of the binary classifiers is significantly 
lower for unknown attacks than for known attacks.

5.4.2  Binary Classifiers with PU Learning: Trained with Ratings of Trustworthy Users 
and Tested with Known and Unknown Attacks

The detection of unknown attackers can be improved by using the PU learning technique 
with binary classifiers. The PU learning technique is used in different classifiers, such as 
SVM, J48, random forest, and naïve Bayes classifiers, to compare the performance [48]. 
The goal of PU learning is to train a binary classifier using a set of positive labelled 
and unlabelled samples. Combined with PU learning, the binary classifiers exhibit high 
recall values and low hit ratios. Table 11 shows that the same results for precision, recall, 
and accuracy across different filler sizes are obtained, indicating that they are independ-
ent of the filler size. Attack detection using PU learning has slightly decreased in the 
case of known attacks, while the detection accuracy of unknown attacks has significantly 
increased. However, the PU learning techniques SVM and J48 have become the most effec-
tive classifiers for known and unknown attacks, respectively, due to their high precision 
and recall compared to those of other classifiers.

5.4.3  One‑class SVM: Trained with Ratings of Trustworthy Users and Tested 
with Known and Unknown Attacks

To further improve the recall, i.e., to detect all the attackers, we used the OSVM [49]. 
Table 12 shows an increased rate of attack detection for both known and unknown attacks, 
where known feature-based detection has failed. High recall values and a hit ratio of 0 
denote the classification of the good number of attackers and the ineffective nature of 
attacks on the top-N list, respectively.
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Fig. 9  Recall comparison of the proposed attack detection scheme with other classifiers in detecting ran-
dom (known) attacks with a 25% attack across various filler sizes

Fig. 10  Recall comparison of the proposed attack detection scheme with other classifiers in detecting aver-
age (known) attacks with a 25% attack across various filler sizes

Fig. 11  Recall comparison of the proposed attack detection scheme with other classifiers in detecting a seg-
ment (known) attack with a 25% attack across various filler sizes
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Fig. 12  Recall comparison of the proposed attack detection scheme with other classifiers in detecting band-
wagon (known) attacks with a 25% attack across various filler sizes

Fig. 13  Performance comparison of various classifiers in detecting obfuscated (unknown) attacks across 
various filler sizes

Fig. 14  F1-scores of different classifiers on obfuscation attacks for various filler sizes
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6  Analysis and Discussion

Figures 9, 10, 11 and 12 compare the proposed shilling attack detection scheme with other 
classifiers commonly used for detecting known shilling attacks in terms of recall values. 
For this comparison, a 25% attack size was considered across various filler sizes (15%, 
20%, 25%, and 40%). From these figures, we notice that all binary classifiers attain a 
slightly higher recall value than PU learning with binary classifiers and OSVM.

Figure 13 shows the comparison of all classifiers based on precision, recall, and hit ratio 
for the detection of an unknown attack. We notice that OSVM attained the highest recall 
value. For all types of attacks, the average recall obtained using the OSVM is 0.9876. This 
confirms that this approach can classify most attackers. Furthermore, for all the attacks, an 
absolute zero hit ratio was achieved, which indicates that there is no effect of the attacks on 
the top-N list, i.e., the top-N list remains unchanged. The combination of PU learning and 
binary classifiers also achieved a hit ratio of 0. However, OSVM provides a slightly lower 
precision than the binary classifiers but a higher precision than does the combination of 
binary classifiers and PU learning. A low precision value suggests that some of the authen-
tic users might be wrongly classified as attackers.

Figure 14 shows a comparison of different classifiers for detecting an unknown attack 
based on the F1-score. At all filler sizes, PU learning with J48 achieves a high F1-score 
compared to other classifiers.

The experimental outcomes prove that the proposed approach is more successful in 
detecting unknown attacks. However, the classification rate for authentic users is not satis-
factory. The aforementioned Tables 10, 11 12 and Figs. 9, 10, 11, 12, 13, and 14 illustrate 
that the proposed solution approach outperforms the feature-based detection scheme in 
terms of the detection accuracy of the unknown attack. We can conclude that the proposed 
solution approach with the OSVM is superior to any other classifier. However, we need to 
increase the detection accuracy of authentic users.

Although our goal was to achieve H
D
∈AT→ AT and H

D
∈AU→AU, our experimen-

tal results showed that we could achieve the first target completely and the second target 
to some extent. Our classifying approach could identify attackers as attackers with 100% 
accuracy, but the accuracy decreased when detecting authentic users correctly. In other 
words, we achieved H

D
∈AT→AT (high detection accuracy for identifying that an attacker 

occurs due to classifying all attackers as attackers) and L
D
∈AU→AT (low detection accu-

racy for identifying that an authentic user occurs due to classifying some authentic uses as 
an attacker).

Although detecting some authentic users as attackers decreases the overall accuracy of 
the system, it ensures that no attacker is passed through disguised as an authentic user. This 
makes the recommendation system completely attack-free.

7  Conclusion and Future Work

The problem of shilling attacks in recommendation systems may ruin their correctness and 
applicability. Feature-based detection has proven to be successful in eliminating standard 
known attacks. Unfortunately, this technique fails when a new attack with undefined fea-
tures arrives. This paper addresses the limitations of recognized feature-based detection 
methods. We have demonstrated the ineffectiveness of established feature-based detection 
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methods in recognizing unfamiliar attacks. To overcome this problem, we propose a gener-
alized solution that involves training a one-class classifier with the ratings of genuine users. 
This technique detects not only standard attacks but also obfuscation attacks. In fact, our 
proposed solution is able to detect any attack irrespective of its design or features. We used 
the MovieLens dataset, which has been proven to be authentic and attack-free, to estab-
lish our claim successfully. It should be noted that in evaluating the performance of our 
solution, we do not emphasize 100% detection of the attack profiles. Instead, detection is 
considered successful if it can reduce the number of attackers to a level where even if some 
attack remains undetected, the overall effect of an attack becomes negligible. Our proposed 
solution does exactly this.

The proposed method works with the precondition that the recommendation system 
should already have some genuine reviews and ratings from authentic users. However, 
one may raise the obvious and legitimate question of how to fulfil this criterion in every 
case. How do we populate the recommendation system, initially, with genuine ratings from 
authentic users? Of course, this is a nontrivial task. However, in today’s digital world, 
abundant information is available everywhere. We have to draw off them judiciously. We 
can perform opinion mining in the web content, including social networks, blogs, and 
news portals, for the views of socially established people on different subjects, including 
products and services. Because of their social status, their opinions might be considered 
relatively bias-free and sincere. If these subjective opinions can be converted and mapped 
into a quantitative rating using statistical means, recommendation systems can be loaded 
with a decent amount of authentic and unadulterated ratings. For example, for a movie 
recommendation system, movie reviews from reputed dailies and magazines are twigged 
and converted into appropriately mapped numeric ratings. However, this is an extensive 
research challenge in itself, and therefore, researchers are encouraged to consider this par-
ticular concern.
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