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Abstract
The ground-breaking paradigm of artificial intelligence (AI) will provide universal access 
to sixth generation (6G) edge computing-based E-healthcare. Internet world, where people 
and their personal gadgets like laptops, wearables, and cell phones, play a major role in 
facilitating the healthcare environment, is home to the cyber physical system (CPS). When 
it comes to availability as well as integrity of CPSs, blackhole, greyhole assaults are among 
the most dangerous. Ineffective protection results from the present detection and mitigation 
techniques’ frequent inability to distinguish between harmful and authorised activity. In 
this research the proposed model is based on 6G wireless communication network in smart 
healthcare system optimization and cyber physical system analysis. The smart health-
care data analysis and optimization is carried out using quantum dirichlet convolutional 
learning coyote foraging optimizer. Then the network CPS analysis is carried out using 
federated honeypot transfer decentralized authentication model. Experimental analysis is 
carried out in terms of mean average precision, training accuracy, F-1 score, convergence 
rate, end-end delay. Proposed technique network security of 96%, mean average precision 
(MAP) 97%, training accuracy of 95%, F-1 score 77%, convergence rate of 88%. Regarding 
the suggested predictive model for a health system, the experimental findings provide posi-
tive findings. As a result of suggested work, CPS employing a suggested model improves 
medical data security with a high accuracy rate.

Keywords 6G network · Wireless communication · Smart healthcare system · Cyber 
physical system · Optimization · Authentication model

1 Introduction

The remarkable and powerful characteristics of 6G communication technology have drawn 
attention of numerous researchers. These attributes are demonstrated by the technology’s 
astounding revolutionary advancement in most fields, and it is anticipated to become obvious 
starting in 2030 [1]. Many nations have already started exciting 6G projects; from 2018 to 
the present, these include Finland, USA, China, South Korea, Japan. Additionally, academics 
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around the world have made major contributions and used a variety of scientific and technical 
approaches when studying 6G. This is all a result of the difficulties and immature platform 
presented by 5G in relation to contemporary lifestyles. These challenges include, for instance, 
business and societal demands that are less receptive to holographic communication at lower 
data rates as well as intelligent patient monitoring and provisioning. Two main factors influ-
encing the equitable distribution of resources in delicate and valuable healthcare scenarios 
are AI and 6G. Sensors, actuators, connectors, and other components, IoT has dramatically 
transformed healthcare industry as well as paved way for CPS [2]. Because of its centralised 
nature, the new internet paradigm is insufficient to cover the majority of application space. 
Because of the profound effects that CPSs have on society, the economy, and the environment, 
CPSs have garnered interest from academics, industry, and government. Interest in CPSs has 
increased recently due to the field’s potential to benefit society, economy, environment, indi-
vidual citizens. More significantly, quick developments in computer, communication, storage 
methods have led to domination as wellas innovation in data transmission methods [3]. The 
next generation of integrated communications, computer, management systems is referred to 
as CPS, however a precise term is lacking. These systems strive to reach strength, efficiency, 
and dependability when it comes to biological data. Simultaneously, research endeavours 
undertaken to accomplish these goals primarily concentrate on attaining security within CPS. 
Any breaches in the security of these networks could have disastrous consequences due to the 
extensive integration of CPS in numerous critical infrastructures [4]. An accident could hap-
pen, for instance, if there is a communication system breakdown between the cars and inac-
curate distance information is transmitted. In fact, arrival of autonomous vehicles has made 
matters substantially worse, since consumers now depend on all available automobile choices 
[5]. Confidentiality of CPSs is a significant issue in addition to security worries. Cyber-phys-
ical systems often span large geographic distances as well as produce massive amounts of 
data that are needed for data analysis and decision-making. By gathering data, system can 
use sophisticated algorithms to make judgement calls. Moreover, data theft can happen in 
any part of the system, including the phases of data gathering, video streaming, processing, 
and backup. Once more, a lot of the CPS design methods used today do not take data secu-
rity into account, endangering the data that is collected. In order to arrive at the optimum 
judgement, cutting-edge methods like AI, machine learning (ML), deep reinforcement learn-
ing (DRL) can be used to do best analysis of the vast data. The aforementioned methods can 
result in best or almost optimal control decisions by taking a long-term goal into account. By 
strengthening learning capacities and consequently automated decision efficiency of the previ-
ously described strategies, the amount of training data may be increased to further improve 
the accuracy and precision of these methods. In addition to traditional intrusion detection sys-
tems (IDS) techniques, CPS security researchers are examining novel approaches to detection 
and mitigation, including deep learning (DL) and AI. But it’s important that detection is not 
enough; suitable mitigation measures also need to be put in place in order to respond to attacks 
that are detected and decrease their impact on CPSs [6].

2  Related Works

The purpose of this section is to provide the general public with a safe solution by cata-
loguing and contrasting various scholarly articles according to their unique focuses and 
traits. In preparation for the impending 6G networks, the authors of [7] outline the con-
cepts and potential of single- and multi-agent DRL frameworks. For IoT applications [8], 
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provides a comprehensive overview of DRL algorithms. For many Internet of Things 
(IoT) applications, such as smart grids, intelligent transportation systems, and industrial 
IoT applications, the pros and cons of using DRL algorithms are investigated. In [9], the 
authors summarise the latest research on the use of DRL in AIoT solutions and provide a 
general paradigm for AIoT systems. A number of recent studies have highlighted machine 
learning algorithms, and more especially reinforcement learning algorithms, as a poten-
tially game-changing strategy for Internet of Things security. To defend Internet of Things 
(IoT) devices from different types of threats, RL is really gaining popularity. The authors 
of [10] summarise several RL-based security approaches that have been proposed in the 
literature for protecting IoT devices while reviewing numerous forms of cyberattacks in IoT 
networks. Authors in [11] adopted the concept of solar energy harvesting in BSN to build 
unique QoS-oriented algorithms, however power management from various angles is not 
main focus. Integrated power as well as energy harvesting technique for equitable resource 
allocation in BSN as well as healthcare was created by researchers in [12], but they did not 
address appropriate power conservation in BSN. Hybrid gearbox control as well as battery 
charge-aware algorithms were created by the authors in [13], CPS driven E-healthcare 
application is not covered in their work. In order to present power management methods for 
green as well as smart healthcare, researchers in [14] summarised their work in develop-
ing duty-cycle management-based charge optimisation in BSN. Researchers in [15] cre-
ated dynamic power control techniques for wireless networks as well as WSNs, including 
a TPC-based strategy for energy optimisation. The authors of [16] did not focus on power 
management techniques in BSNs, but instead looked at and optimised the effects of TPC 
energy as well as lifetime of WSNs and WPT methods. The authors of [17] created wire-
less power transfer networks, TPC-based methods for cognitive radio, resource allocation; 
however, they did not concentrate on power management for intelligent healthcare in their 
work. MAC layer based QoS aware energy efficient strategy was created by the authors 
in [18], however they did not take fair power allocation and management strategies into 
account. Aside from the vocal pathology detection, no other illness prediction mechanism 
is included in this paper. In context of remote healthcare, QoS concerns have been exam-
ined in [19]. The paper addresses the big data system for urban healthcare’s QoS issues. 
Although it discusses issues with physical CPS systems and healthcare, it does not provide 
information on how IoT-sensor data might be intelligently analysed for NCD forecasts. The 
study in [20] does not indicate risk prediction of any specific disease, but the author sug-
gests a CPS that incorporates localization information on the sensing, analysing, and shar-
ing of patient data for continuous health monitoring. The work in [21] demonstrates a CPS 
implementation to monitor body temperature (BT), heart rate (HR), blood pressure (BP), 
and blood glucose (BG) based on embedded and cloud-based technology in the field of 
general healthcare monitoring. This system integrates the CPS’s communication, process-
ing, and control aspects to enable patients to be continuously monitored and, if needed, to 
get therapy remotely. The suggested solution enhances CPS security by preventing hostile 
nodes from interfering with network communication [22] has suggested a lightweight trust-
enabled routing method to lessen effects of Sybil attacks on RPL-based IoT networks. Rec-
ommended technique improves security as well as dependability of IoT networks by effec-
tively identifying and thwarting Sybil attacks. Contribution is a functional IDS solution 
that has been adjusted based on RPL to meet the unique requirements and characteristics of 
IoT networks. Work [23] offer a thorough summary of all the routing attacks and defences 
using RPL control messages.

Everyone will have access to E-healthcare based on 6G edge computing as a result of 
the major paradigm change in AI. The availability and integrity of CPSs are particularly 
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vulnerable to blackhole and greyhole assaults. Inadequate security may occur when exist-
ing mitigation and detection systems cannot distinguish between harmful and permitted 
behaviours. In this research, we use a model based on 6G wireless networks to improve 
smart healthcare systems and perform cyber physical system evaluations. Data from smart 
healthcare systems may be analysed and optimised using the Quantum Dirichlet Convolu-
tional Learning Coyote Foraging Optimizer. The next step is to analyse the network’s CPS 
using the federated honeypot transfer decentralised authentication technique.

3  Smart Healthcare Data Analysis and Optimization Using Quantum 
Dirichlet Convolutional Learning Coyote Foraging Optimizer 
(QDCL‑CFO)

Figure  1 describes the general configuration of the smart healthcare CPS. Because the 
attackers attempt to exploit the integrated environment, CPSs are vulnerable to these kinds 
of attacks. Unauthorised access to a CPS puts the system at risk of hostile actors penetrat-
ing the network and causing performance issues. Similar to this, manipulating data can 
undermine the integrity of the system and fool its decision-making processes. Furthermore, 
ransomware, viruses, and malware interfere with CPSs’ normal operations. As a result, 
these attacks may have disastrous effects, such as bodily injury, monetary losses, and occa-
sionally even fatalities. Attacks on CPSs, particularly blackhole as well as greyhole attacks, 
pose a serious threat to smart healthcare CPSs.

Every characteristic in QDCL can be expressed as a quantum bit (Q − bit(q)), where q 
represents the binary value superposition (0, 1). Resulting formula is utilized to develop 
mathematical model Q-bit(q) by Eq. (1).

where, probability values of 0 and 1 for the Q-bit are represented by the respective symbols 
α and β. The angle of q is indicated by the θ parameter and is increased by tan − 1 (α/β). 
Finding change in value of q is main objective of QDCL, which may be stated as follows 
by Eq. (2).

In Eq. (15), 1θ is rotational angle of  ithQ-bit of  jthQ-solution. QDCL was used to max-
imise capacity to identify best feasible answer while balancing the best possible exploita-
tion and investigation of DMA. Thirty percent and seventy percent of the total data are 
respectively testing as well as training subsets of recently developed FS method, QDCL. 
Next, using the training instances, the fitness value for each population is assessed. Bet-
ter agents are then assigned based on the minimum fitness value. The DCL algorithm’s 
operator adopts the solution during the exploitation phase. Update each person in turn until 
halting condition is met. Testing set dimensionality was then reduced in accordance with 
the superior solution, several metrics were used to evaluate the applied QDCL as FS. First, 
the N agents that represent the population are created. There are D features and Q-bits in 
every solution. As a result, Xi in Eq. (16) is the formula for the solution, as stated below by 
Eq. (3).

(1)q = � + i� = ei� , |�|2 + |�|2

(2)

q(t + 1) =q(t) × R(Δ�) = [�(t)�(t)] × R(Δ�)

R(Δ�) =

[
cos(Δ�) −sin(Δ�)

sin(Δ�) cos(Δ�)

]
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The  Xi represents a set of superpositions of probability for feature that are either 
selected or not. Updating agent till they reach the stopping condition is the main goal of 
this QDCL stage. The binary of each distinct Xi Eq. (4) to produce:

where, β is found using Eq. (5). The number created at random is indicated by rand ∈ [0, 1]. 
In the second stage, the classifiers are trained using the corresponding training feature from 
 BXij, and the fitness values are computed as follows:

The variable |BXi,j | in the preceding equation indicates total number of features 
selected, and γ shows error classification utilizing classifier (applicable feature). The 
factor that equalises the fitness values of the two sections is ρ ∈ (0, 1). Gamma random 
variables can be used to replicate the Dirichlet distribution since 

(3)Xi =
[
qi ∣ qi2

]
⋯ ∣ qiD =

[
�i1 ∣ �i2 … �iD

]
, i = 1, 2,… ,N

(4)BXj =

{
1 if rand < |𝛽|2
0 othenwise

(5)Fiti = � × � + (1 − �) ×

⎛⎜⎜⎝

���BXij
���

D

⎞⎟⎟⎠

Fig. 1  CPS based smart healthcare in 6G network



 H. Thanganadar et al.

1 3

z̃1∶K =
z1∶K∑

izi
∼ Dirichlet

�
𝛼1∶K

�
 . This is significant because there is an effective rejection 

sampler for the gamma distribution by Eq. (6).

However, because some samples are rejected, utilising this proposal function is not 
the same as employing a gamma distribution. Consequently, we require the distribution 
of an approved sample, denoted as ϵ∼s(ϵ), which is acquired through marginalisation 
over the rejection sampler’s uniform variable, u by Eq. (7).

where, z = h(�, �), � ∼ s(�) is the reparameterization of the proposal distribution, M is a 
constant utilised in the rejection sampler, and r is the proposal function for the rejection 
sampler. This allows for the ELBO to be rewritten as Eq. (8).

After that, the gradient can be divided into three parts by Eq. (9).

where, the values of grep and  gcor for a Monte Carlo estimator for a single sample are as 
follows by Eq. (10).

Hence, an analytical calculation of the entropy is possible. The gradient is repre-
sented by  grep, which assumes that the proposal is accurate and always accepted, and 
 gcor, which represents a correction component of the gradient that takes into considera-
tion proposals that are not exact.

As seen in Fig.  2, we suggested a comprehensive smart healthcare paradigm that 
included every element. Using smart sensor nodes positioned within or on top of the 
patient’s body, data is first gathered. These sensor nodes are additionally linked to 
mobile devices, gateways, and access points. Patients and medical personnel can com-
municate from anywhere, including the office or home, using mobile devices. These 
mobile communications can be handled by the complete cellular network. Significant 
security issues have been encountered in this activity due to the emergence of open net-
works. We suggest utilising a safe Android application to gather data and transfer it to 
the dependable cloud-based model. From this model, information is gathered, ML tech-
niques are used to extract features, and a dynamic and accurate predictive model related 
to cardiovascular disease is presented. The three modules of the competing smart 
healthcare paradigm are depicted in Fig. 2.

(6)z = hΓ(�, �) ∶=
�
� −

1

3

��
1 +

�√
9� − 3

�3

, � ∼ N(0, 1)

(7)�(�;�) = ∫ �(�, u;�)du = s(�)
q(h(�, �))

M�r(h(�, �))

(8)
�q(z∣xi)

[
−logq

(
z ∣ xi

)]
+ �q(z∣xi)

[
logp

(
xi, z

)]
= �q(z∣xi)

[
−logq

(
z ∣ xi

)]
+ ��(�;�)

[
logp

(
xi, h(�, �)

)]

(9)∇�L(�) = grep + gcor + ∇��q(z|xi)
[
− log q

(
z|xi

)]
,

(10)
grep =∇zlogp

(
xi, z

)
∇�h(�, �)

gcor =logp
(
xi, z

)
∇�log

q(h(�, �))

r(h(�, �))
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Convolution process is utilized to extract sentiment features from N-grams that filters 
convolved themselves with by running across entire input matrix. Here, g is a non-linear 
function; it’s hyperbolic tangent. This is how a feature ci is created by Eq. (11).

Filtering process generates a feature with a size of n−h + 1 for each input sentence. Fea-
ture maps are created by a set of filters; to extract most sensitive responses across 0.0fea-
tures, a pooling procedure is required. In this study, we extract features from various sen-
tence perspectives by applying filters of varied sizes. Pooling: After that, the feature maps 
are sent to the layer responsible for pooling operations so that the best answers are com-
bined while retaining the feature’s sequential information. Using max-overtime pooling 
approach, we determine highest feature value  (cmax) on map C by Eq. (12).

In order to accomplish population development, the bacterial foraging algorithm 
made advantage of its unique behaviours, such as chemotaxis, reproduction, and elim-
ination-dispersal, to constantly update the locations of individual bacteria and locate 
optimal spots for groups of bacteria. Here we will go over the main steps of the algo-
rithm that optimises bacterial foraging. Step 1 (initialization of parameters).  Nre is the 
number of reproduction stages, Ned is number of elimination-dispersal events. Number 
of chemotaxis stages is Nc. Fundamental probability of elimination-dispersal is called 
Ped. Scale of bacteria is SS. Maximum number of chemotactic steps is denoted by Ns. 
Step 2: Determine the starting fitness values of the bacteria and initialise their locations. 
Step 3: Complete the circle of elimination and dissemination. Reproduction loop k = 1: 
Nre, chemotaxis loop j = 1: Nc, and l = 1: Ned. Step 4: Execute the chemotaxis loop of 
bacteria. Use Xi(j, k, l) to express the bacteria’s space location vector, where j denotes 

(11)ci = g
(
F ∗ wi∶i+h−1 + b

)

(12)cmax = max{C} = max
{
c1,⋯ , cn−h+1

}

Fig. 2  smart healthcare model using machine learning technique
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chemotaxis loop’s jth generation, k the reproduction loop’s kth generation, and l the 
elimination-dispersal loop’s lth generation. (1) Tumble. Update the locations of micro-
organisms by Eq. (13).

where, C(i) is the bacteria i’s chemotaxis step length. When falling in the jth loop, Bacte-
riophage I’s normalised random direction vector is represented by ϕ(i, j). Each member of 
the randomly produced random direction vector Δ(i, j) is a random number on the interval 
[− 1, 1]. (2) Proceed. It won’t start to tumble if the tumbling fitness value rises until it 
either reaches the maximum number of steps, Ns, or it stops increasing. Step 5: Reproduc-
tion loop. Once chemotaxis loop is over, add together all of the fitness values that each bac-
teria has experienced throughout its life cycle to get an energy value. The bacteria should 
be sorted based on their energy values, and the half that cannot receive enough energy 
should be removed. Reproduce 50% of the bacteria that have a high capacity for energy 
absorption. The sixth step is the dispersal and elimination loop. Proceed with bacterium 
elimination-dispersal and random initialization in the solution space’s defined domain if 
the produced probability is less than Ped. Step 7: Find the loop’s end condition. If it is met, 
stop loop and output results. One kind of Canis latrans is coyote. COA method balances 
the interaction between exploration and exploitation while solving optimisation challenges. 
Coyote packs hunt their prey. Every pack is led by an alpha male, crucial part of hunt-
ing strategy is infiltration. COA method defines population size as product of number of 
coyotes (Nc) in each pack and the number of packs (NP). These figures show potential 
fixes for the optimisation problem. First, the COA algorithm is used to randomly assign the 
coyotes to the packs. For the issue U =  (U1,  U2,…,  UD), where D is issue dimension, each 
coyote represents a single solution. At beginning of procedure, each coyote has a random 
location solution, as shown in the Eq. (14) below:

where, j ∈ (1, 2,….D) and  lbj and  ubj denote the search space’s lower and upper limits, 
respectively. A random number inside the interval [0, 1] is the  rj. The following describes 
the coyote’s ability to adapt to its surroundings and its fitness function by Eq. (15).

The alpha coyote of each pack, if the problem is one of minimization, is currently 
defined as follows by Eq. (16).

Next, the following is an update to the coyote’s new social status. 
U

p,t

c,j
= Up,t

c
+ r1 ⋅ �1 + r2�2 , where δ1 is separation between alpha male and any random 

coyote in pack and δ2 is separation between a single coyote from the group and average 
position of all the coyotes in the pack. Within the range [0, 1], the values  r1 and  r2 are 
randomly selected. Next, utilise the following equation to assess the new solution’s fit-
ness function and determine its capabilities by Eq. (17).

(13)

Xi(j + 1, k, l) =Xi(j, k, l) + C(i) × �(i, j)

�(i, j) =
Δ(i, j)√

ΔT (i, j)Δ(i, j)

(14)U
p,t

c,j
= lbj + rj ⋅

(
ubj − lbj

)

(15)fitp,t
c

= f
(
Up,t

c

)

(16)alphap,t =
{
Up,t

c
∣ argc={1,2,…,Nc}minf

(
Up,t

c

)}
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The coyote makes the following decision regarding whether to maintain the new social 
condition or the old one by Eq. (19).

Moreover, the COA algorithm takes into account a coyote’s birth and death.

4  CPS Analysis Using Federated Honeypot Transfer Decentralized 
Authentication Model

Minimising the total loss in relation to the local participant dataset is the aim of FL. Fur-
thermore, the loss function at end device n for each local dataset Qn is specified as Eq. (19).

where, g(·) is a regularizer function, sometimes written as g(·), and w ∈ R d denotes the 
local model’s parameters. This describes the local model in the FL context. The follow-
ing global loss function minimization issue is then minimised by the learning model by 
Eq. (20).

The first step for a dynamic honeypot server is to gather data, either actively or pas-
sively, on the hosts that are accessible on the networks. Depending on the network design, 
the administrator can decide which method of data collection is preferable to utilise. In 
order to avoid creating probing packets on the shared medium, administrator would run 
the dynamic honeypot server in passive mode if network is made up of machines con-
nected through a hub where packet sniffing is possible. Passive fingerprinting would not 
be as trustworthy as active probing if network is a switched network with hosts connected 
to layer two switches. After getting a full image of the network, including the operating 
systems and services of the hosts, the dynamic honeypot server decides on the identities 
and features of the fake computers to be deployed. After that, it gives honeyd the proper 
setup parameters so that systems can be installed on network. This will allow both authen-
tic as well as fraudulent methods to coexist on the network. The connections established 
to the fictitious systems—which are not operational methods as well as are not intended 
to receive network traffic—can be used to identify an intrusive party. It evaluates the rela-
tionship on the basis of consistency and resemblance. The difference or relative entropy 
in data or data related by 2 distributions during data transmission is measured using Kull-
back–Leibler (KL) divergence. The uniform distribution or probability of the data is evalu-
ated using the KL divergence. The two most popular transfer learning methods in DL are 
deep feature extraction and fine-tuning. Pre-trained network receives input data and uses 
activation values of various layers to store and extract features throughout the deep fea-
ture extraction process. In the process of fine-tuning, a deep neural network is trained on a 
comparable problem where labelling is comparatively simpler. The latter layers of method 

(17)newfit p,t
c

= f
(
new p,t

c

)

(18)U
p,t+1

c,j
=

{
new

p,t
c , newfit

U
p,t

c,j
, otherwise

fit p,t
c
,

(19)Fn(�) ∶=
1

Qn

∑
i∈Qn

fi(�) + �g(�)

(20)min
�∈ℝdF(�) ∶=

∑N

n=1

Qn

Q
Fn(�)



 H. Thanganadar et al.

1 3

is fine-tuned to learn characteristics of new dataset, while initial layers of pre-trained net-
work is fixed. Pre-trained method is retrained using fresh tiny dataset, its weight values are 
modified in accordance with the demands of the fresh task. Back-propagation with labels 
is used in the network to fine-tune the system. Because all parameters of a new NN are not 
estimated from scratch, learning to transmit is frequently faster than training a new neural 
network. More universal features, such colour blobs and Gabor filters, are present in the 
lower levels of the network and can be applied to different tasks. Higher layers, however, 
have additional task-specific properties. Deep learning systems perform well on a variety 
of tasks, but their training takes a very long time and a vast amount of data. Reusing these 
previously trained methods for related tasks is beneficial in this situation. Here are 15 lay-
ers in this CNN method. Image input layer is initial layer. One hundred by one hundred 
pixel images are supplied as input. The CNN method first resizes the leaf pictures that have 
varying widths and heights. Our network consists of three convolution layers. Primary lay-
ers of a CNN are called convolution layers. Filters to learn various feature types are present 
in these layers. Convolution is applied after each filter is slid over input images. Output 
is transferred to computed results of convolution processes. ReLu layers and batch nor-
malisation layers come after a convolution layer. Activation values calculated by preceding 
layers are adjusted and normalised using batch normalisation layers. ReLu layers apply a 
threshold operation to input to remove influence of areas that are noisy and dark. Reducing 
the input dimensions is the responsibility of max-pooling layers in order to minimise com-
putational complexity. Filter-corresponding values are subjected to a mathematical MAX 
operation in order to accomplish this process. The last levels in a CNN model are the com-
pletely connected layers. These layers are analogous to the layers found in CNN. These 
layers compute the class values for a given input. Each of these layers’ activation values 
corresponds to a distinct abstraction layer. The top layers are the classification and softmax 
layers. The classification layer chooses the label with the highest likelihood as its output 
after the softmax layer applies the softmax algorithm.

5  Results and Discussion

Version 3.1 of the programme was utilized to test individual monitoring scenarios. Three 
open-source broker software tools were deployed and used on virtual computers. Oracle 
Virtual Box (Oracle, 2018) housed three virtual machines (VMs) on a Windows 10 PC to 
implement broker software. Each virtual system had a 15GB hard drive, 8GB of RAM, 
and one CPU set up. Utilising 13-class and binary classification, we evaluated our sug-
gested model in order to comprehend the detection and tractable predictability of various 
threats and cyberattack models. To assess detection accuracy, however, we took privacy, 
data availability, and heterogeneity into account using a centralised multi-source transfer 
learning model. Rich data made available through centralised learning increases the likeli-
hood of detecting unknown large-scale threats.

For a certain patient, each record in table is referred to as a ring. With a straight-
forward user interface, patient can generate an infinite number of static, unique rings 
for various files. Using index value, a patient can concurrently create a dynamic ring 
to accept valid file access requests from remote site. Patient establishes a unique index 
value for every file type based on pertinent data. The recommended matches requester’s 
index value with ring’s required index value to grant remote actors secure read-only 
access. For dynamic file access control, every hospital calculates values of local actors 
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index. The system stops uninvited actors from accessing files. While dynamic rings are 
helpful in managing requests for remote locations, static rings are utilised for access 
control services at hospital level.

Dataset description: We offer an analysis of the suggested architecture’s perfor-
mance. To assess the effectiveness of the suggested work, two widely available standard 
datasets with a range of feature characteristics, including continuous and categorical, 
are chosen for inclusion in the experimental research: the Power System dataset and the 
industrial UNSW-NB15, ISCX dataset. 37 scenarios with multiclass categories—nor-
mal activities (8), meddling actions (28) no actions (1)—are included in Power System 
dataset. Both current normal and attack records are included in industrial-based UNSW-
NB15 dataset. This dataset comprises ten distinct classes—one class indicates normal, 
other nine distinct classes specify security events, moves between various network hops 
at a speed of between five and ten megabits per second in order to accurately replicate 
real-world network environments.

Because it was primarily used for 2014 UTHealth de-identification competition, i2b2 
dataset serves as the baseline. Conversely, computer-assisted de-identification was applied 
to either Nursing Note or MIMIC-III. There were raw EHRs in the Nursing Note collec-
tion as well. We generated the labelled dataset by mapping both the raw and de-identified 
EHRs. Sadly, there were no raw EHRs in the MIMIC-III dataset that might have been uti-
lised to build a dataset in a manner akin to what we accomplished for the Nursing Note. 
The dataset was developed by us by manually identifying and labelling the pseudo-PHI 
cases that were previously available in the MIMIC-III dataset. There might be certain edge 
instances in this approach where the size of the corpus prevents us from manually interven-
ing. Nevertheless, we validated our results over a broader corpus using the Nursing Note 
dataset. These datasets are divided into three parts: train, test, and valid set.

Datalink for Clinical Practice Research (CPRD) General practitioners (GPs) are the pri-
mary point of contact for healthcare in the UK National Health Service, and over 98% of 
population is registered with one. Deidentified longitudinal primary care data is supplied 
to the CPRD service by a network of UK general practitioners. This data is then linked to 
administrative databases for area-based health care, secondary care, and other services. A 
few examples of these interconnected databases include Public Health England, the Index 
of Multiple Deprivation, Hospital Episode Statistics, and the Office of National Statis-
tics. Approximately 10% of GP units provide CPRD with data. CPRD is one of the largest 
primary care EHR databases in the world, and it now enrols patients from 674 GP units, 
accounting for 10 million of the 35 million patient lives that have been covered.

The original DARPA dataset, which reported on around 5 million suspicious activity 
evaluations within seven weeks of network traffic, is where KDD CUP (Knowledge Dis-
covery and Data Mining) dataset began. This dataset represents an upgraded version of 
the IDS assessment, which is spearheaded by Massachusetts Institute of Technology’s Lin-
coln Laboratory, to differentiate between legitimate as well as malevolent attack networks 
(MIT). There are forty-one basic, transit, and content feature classes in all. Additionally, 
attacks are classified according to their R2L (Remote to Local), U2R (User to Root), DoS 
(Denial of Service), and probing capabilities. For past 20 years, it is widely utilized dataset 
to assess IDS methods as well as most effective errors. Dataset’s drawbacks include its 
age, the unpredictability of the test and training sets, the maximum number of twisted tar-
gets, inadequate features, and redundant patterns. To address shortcomings of KDD data-
set, NSLKDD datasets were created. This dataset was improved, redundant-free, and more 
stable than KDD. The records are logical, precise, and organised as percentages. How-
ever, the lack of low footprint assault detection means that this dataset is still constrained. 
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Simulation results based on true positive rate and false positive rate are shown in Fig. 3. 
Based on TP and TN, we divided the IoT data into various kinds.

The comparison for several smart healthcare datasets is shown in Table 1. With respect 
to network security, MAP, training accuracy, F-1 score, and convergence rate, the datasets 
examined here include i2b2, UNSW-NB15, ISCX, CPRD, and KDD CUP.

Cloud services were accessible as needed. Three common statistics were computed 
in order to evaluate the prediction models. The system made use of the lambda architec-
ture, which is built on top of the Apache Kafka and Spark simulation tools; the hyper-
parameters were set manually, but the model parameters were automatically evaluated 
based on the internal structure and validated based on the data. Prioritising commu-
nication latency is the first step in assessing a system’s effectiveness. Efficacy, com-
puter effectiveness, and half-total error rates of the suggested prediction models were 

Fig. 3  Simulation results based 
on execution time and cache hit 
rate

Table 1  Comparative for various smart healthcare dataset

Dataset Techniques Training 
Accuracy

Mean average 
Precision (MAP)

Conver-
gence rate

Network 
security

F-1 score

UNSW-NB15 SVM 78 89 79 69 71
RF-CNN 85 94 84 75 73
QDCL-CFO 88 96 89 89 75

KDD CUP SVM 92 88 88 90 84
RF-CNN 94 93 92 95 86
QDCL-CFO 96 97 95 98 88

i2b2 SVM 81 73 88 71 75
RF-CNN 88 75 94 75 78
QDCL-CFO 89 77 98 77 81

CPRD SVM 92 81 90 79 79
RF-CNN 94 85 96 80 81
QDCL-CFO 95 88 99 81 85

ISCX SVM 88 92 89 86 89
RF-CNN 92 94 92 88 92
QDCL-CFO 94 96 93 90 94
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evaluated. The proposed technique obtained network security of 98%, as shown in 
Fig.  4, network security of 93% as shown in Fig.  5, for i2b2 dataset, proposed tech-
nique training accuracy of 98%, MAP 96%, convergence rate of 89%, network secu-
rity of 89%; existing SVM training accuracy of 88%, MAP 89%, convergence rate of 
79%, network security of 69%; CNN training accuracy of 94%, MAP 94%, convergence 
rate 84%, network security 75%. Figure 5 displays comparison analysis for CPRD data-
set. Based on data presented in Fig. 6, proposed technique 99% training accuracy, 97% 
MAP, 95% convergence rate, 98% network security. In contrast, existing SVM 90% 
training accuracy, 88% MAP, 98% convergence rate, 90% network security. CNN 96% 

Fig. 4  Comparison of Network Security

Fig. 5  Comparison of MAP



 H. Thanganadar et al.

1 3

training accuracy, 93% MAP, 92% convergence rate, 95% network security. Here, the 
suggested method achieved MAP of 89%, convergence rate of 93%, and network secu-
rity of 85%. For the DARPA 98 dataset, existing CNN achieved mean average preci-
sion of 85%, convergence rate of 88%, network security 81%, while LSTM MAP of 
88%, convergence rate 91%, network security 83%. Proposed technique achieved 90% 
MAP, 94% convergence rate, 88% network security for the KDD99 dataset. In contrast, 
existing CNN achieved 86% MAP, 89% convergence rate, 82% network security, while 
LSTM achieved 88% MAP, 92% convergence rate, 86% network security. The proposed 
method achieved 92% mean average precision, 95% convergence rate, 89% network 
security. For the UNSW-NB15 dataset, existing CNN achieved 87% MAP, 91% conver-
gence rate, 85% network security, while LSTM, 89% MAP, 93% convergence rate, and 
88% network security. The proposed technique MAP of 94%, convergence rate of 96%, 
and network security of 93% for ISCX dataset shown in Fig. 7. In contrast, the existing 
CNN achieved MAP of 88%, convergence rate of 92%, network security 89%, while 
LSTM achieved MAP of 92%, convergence rate 94%, network security 92%.

This is indicated by the values of accuracy, precision, and recall. It should be applied 
and then modified for use in more intricate and real-world systems that gather a greater 
amount of data, generating a greater number of periods, and varying parameters like the 
number of steps, the interval between steps, number of iterations, anything else that can 
enhance method in accordance with method it interfaces. Applying suggested method 
requires researching and modelling the infrastructure that it will be used on. Feed-
back from more impressive infrastructures, most importantly, from a practical method 
is needed for the data gathered in this effort. It should be examined how requests in 
bytes are categorised into ranges based on kinds of resources available in method. Since 
model would now contain categorised values rather than the requests’ normalised val-
ues, this could help it learn even more quickly. It is also possible to change the model’s 
implemented solutions, which include the number of hidden layers, features, hidden 
units, steps, time intervals, iterations, epochs, batch size, loss function, optimizer, and 
so on (Fig. 8).

Fig. 6  Comparison of training accuracy
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6  Conclusion

The proposed model in this study is based on a 6G wireless communication network for 
cyberphysical system analysis and smart healthcare system optimisation. Quantum Dir-
ichlet Convolutional Learning Coyote Foraging Optimizer is used for the study and optimi-
sation of smart healthcare data. Then, federated honeypot transfer decentralised authentica-
tion model is used to perform the network CPS analysis. This proposed model primarily 
takes into account the centralised mode when assessing different machine learning-based 

Fig. 7  Comparison of F-1 score

Fig. 8  Comparison of convergence rate
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intrusion detection systems. The classifier development time with training data drops dra-
matically to 0.01 s since properly refined training data is used. Furthermore, the accuracy 
comparison with other previous research shows that the suggested framework outperforms 
the others for the majority of the classification algorithms taken into consideration. With-
out utilising the cloud, the suggested traditional teaching model successfully lowers latency 
decisions. Additionally, it was demonstrated that 3 bio-modalities evaluated in this article 
may provide a high degree of computation complexity and precision. Our intention is to 
explore use of compact DNN for fast performance in bio-modality fictitious classification 
tasks, where our model will be used. But at moment, data size is restricted to a specific 
length. Numerous security issues are exposed when contrasting the suggested system with 
the existing ones. Good accuracy is provided by the recommended system, indicating a 
positive assessment of performance component. Results are preserved by means of block-
chain technology, which carries over properties like immutability, transparency, crypto 
hash-based connectivity.
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