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Abstract

The advancements in the domain of video coding technologies are tremendously fluctuat-
ing in recent years. As the public got acquainted with the creation and availability of videos
through internet boom and video acquisition devices including mobile phones, camera etc.,
the necessity of video compression become crucial. The resolution variance (4 K, 2 K etc.),
framerate, display is some of the features that glorifies the importance of compression.
Improving compression ratio with better efficiency and quality was the focus and it has
many stumbling blocks to achieve it. The era of artificial intelligence, neural network, and
especially deep learning provided light in the path of video processing area, particularly
in compression. The paper mainly focuses on a precise, organized, meticulous review of
the impact of deep learning on video compression. The content adaptivity quality of deep
learning marks its importance in video compression to traditional signal processing. The
development of intelligent and self-trained steps in video compression with deep learning
is reviewed in detail. The relevant and noteworthy work that arose in each step of com-
pression is inculcated in this paper. A detailed survey in the development of intra- predic-
tion, inter-prediction, in-loop filtering, quantization, and entropy coding in hand with deep
learning techniques are pointed along with envisages ideas in each field. The future scope
of enhancement in various stages of compression and relevant research scope to explore
with Deep Learning is emphasized.
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Abbreviations

vvC Versatile video coding
HEVC High efficiency video coding
CNN Convolutional neural network
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SRCNN Super-resolution convolutional neural network

GOB Group of blocks

DCT Discreet cosine transform

AVC Advanced video coding

UHD Ultra-high-definition

DST Discrete sine transform

DWT Discrete wavelet transform

HT Hilbert transform

CABAC Context-adaptive binary arithmetic coding

NN Neural network

DL Deep learning

CTU Coding tree unit

FRCNN Faster region based convolutional neural network, fractional-pixel reference
generation CNN

SVM Support vector machine

CNNMCR Convolutional neural network-based motion compensation refinement
VECNN Virtual reference frame enhancement CNN

VRF Virtual reference frame

DVRF Direct virtual reference frame

FCNN Fully convolutional neural network

RHCNN Residual highway convolutional neural network
RDO Rate distortion optimization

SAO Sample adaptive offset

MIF Multi frame in loop filter

DNN Deep neural network

SSIM Structural similarity index

VMAF Video multimethod assessment fusion

1 Introduction

Video coding can be defined as the procedure of compressing and decompressing sequence
of raw video frames. Video compression is in its fast-growing stage expect more accuracy,
with less bitrate. The era of compression is currently researching on VVC (Versatile Video
Coding), advancement of existing HEVC (High Efficiency Video Coding) with much more
to focus to develop is also area of research. Various compression methods became so prom-
inent when the transfer of data at a low bit rate became a need, but the quality of the image
was also a concern. So, video compression and its variance became an eminent one in the
research area. Digging back to the history of video compression [1, 2] the traditional meth-
ods started from basic coding like Huffman coding followed by frequency transformation
to recent techniques like hybrid video processing techniques, HEVC [3, 4], video compres-
sion with deep learning [5, 6]. Based on the need of the user and various other features
there are various compression techniques [7, 8], Its divided as in Fig. 1. Incorporating deep
learning in various steps of the codec process can result in better efficiency and low bit rate
results. The research focuses on the improvisation of video codec by adding the features of
the deep learning process into it to get the best out of it.

Video is a set of moving images played in a particular rapid motion. Video can be
analyzed or characterized by its various features such as the number of frames per
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compression techniques

Video compression

Fig. 1 Recapitulation of video
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second/frame rate, the scanning procedure that is interlaced or progressive, aspect ratio,
color depth, video quality, and video compression methods, bit rate, video resolution
etc. the knowledge about features are a matter of interest for exploring compression.
Each of these characteristics is important for the analysis of video and the processing
of it. Deep learning can be defined as a subset of machine learning based on neural
network that extract more features and train the machine to perform a process. A deep
network is designed to extract multiple data in input and convert it into different data
representations in output. Deep network learns enormous data, it’s convenient for mas-
sive unstructured data that adds the advantage to video coding [9-12]. CNN (Convo-
lutional neural network) with deep layers could acquire great success in video coding,
that started from 8-layer CNN [9], GAN (Generative adversarial networks) [13] SRCNN
(Super-Resolution Convolutional Neural Network) and to many applications such as
image classification, object detection, super resolution denoising compression artefact
removal etc.

Video compression arose by considering features and making changes in it. Com-
pression helps to avoid high bit rate and spatial and temporal redundancy. This helps
to contribute a skeleton to various characteristics of the video. The recent era is focus-
ing on intelligent or smart compression techniques that invites neural network into the
working system of video compression. Much research is going on to improvise the
existing video compression methods with existing neural network algorithms and some
researches are focusing on new algorithms [10] for smart video coding. Considering
both set the prominence by using the existing set of algorithms for video compression
as the new algorithms totally depend on trial and error and need standardization too as
theoretical values cannot be checked as early as the former. Both the kinds of algorithms
are discussed in the paper, but mostly focused on the former to align with the research
interest and implementation check. Initially the networks were shallow and as the
advancement in calculation speed increased, the existence of more layers or deep learn-
ing become prominent. It gained it’s speed in video coding too as it can extract more
features compared to shallow network. Learning about deep learning-based approach
not only add advantage in existing video compression standards till HEVC, but also
helps in advancement of the recent compression techniques VVC.

The body of the paper is divided into 2 sections to give a detailed view about video
compression. In Sect. 2 the various video compression standards, its evolution, and the
steps in compression, that can be further used with deep learning. Section 3 focuses on
the review of development in video compression techniques in hand with deep learning
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in each stage of encoding and its advancement [10, 11]. The subsections explain the
various advancement happened in each stage of compression in corporation with neural
network, deep learning, its features, and future scope of development. The paper pro-
vides the future scope in development of video compression with deep learning tech-
niques that finally culminate this work.

2 Motivation for Survey in Video Compression
2.1 Brief Idea on Video Compression and Deep Learning

Various compression methods became so prominent when the transfer of data at a low bit
rate became a need, but the quality of the image was also a concern. Video compression
had its way from Huffman coding followed by frequency transformation to recent tech-
niques like hybrid video processing techniques, HEVC, VVC etc. Based on the need of
the user and various other features there are various compression its divides as in Fig. 1.
Video compression focuses on the reduction of spatial and temporal redundancy. Most
of the video compression techniques [12] follows the same working principles, but the
way of doing each step changes and become complex as compression technique devel-
ops. The universal standard organization has come up with various standards from H.261
to H.266. H.261 that can support only two video frames at a times is the start of video
compression and transfer. H.263 the successor, failed to satisfy sending interlaced video.
H263+ was developed for low bit rate that used, GOB (Group of Blocks) (176 x48), Mac-
roblocks(16x 16). The inter and intra MB implies temporal prediction in P and I frame,
followed by H.264 mostly called as AVC (Advanced video coding), its block segmentation
based, motion compensated with DCT (Discrete Cosine Transform) technique. The aim
behind AVC (Advanced Video Coding) was to transfer video in low bit rate with better
efficiency for UHD (Ultra-high-definition) videos.

HEVC was the successor of AVC came with a view to have 25-50% of efficiency
improvement than AVC maintaining same bit rate. It uses similar techniques in AVC with
improvised comparison of patterns, difference in coding from 16X 16 to a level of 64 to
64. Versatile video coding is future video compression technique or new generation video
coding that expects 30 ~50% betterment than previous, focusing on 4-16 K and 360-degree
video compression in an effective manner for both lossless and lossy compression. But the
complexity of the system is expected to be high compared to HEVC.

Video compression mainly have some steps that can be generalized into picture parti-
tioning, Codec set it into micro, macro, and many sub partitions of coding tree. In HEVC
it is followed in 64 x 64, 16X 16 and 4 x4 tiles [14]. Prediction based on frames in video
compression such as intra prediction and inter-prediction focuses on compression within
the frame or between the frames. Intra-prediction will send the motion vectors and the
residual information as inter-prediction send prediction direction and the residual. Tempo-
ral redundancy is alleviated by interframe prediction and are widely accepted from H262
till VVC as the correlation is high between the neighboring frames.

In transform usually it follows DCT, DST (discrete sine transforms), DWT (discrete
wavelet transforms), HT (Hilbert transform) which converts the blocks of pixels into
frequencies and create a transform matrix that compress about 67% each prefers differ-
ent transform, H.26 X prefers DCT. In quantization, the lossy part of compression will
happen and encoding uses various algorithms aiming to attain reduced bit rate. CABAC
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Fig. 2 Basic steps in video compression techniques
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Fig.3 Simple illustration of Video compression steps. Research gaps and future scopes are evaluated on
each of these steps

(Context-adaptive binary arithmetic coding) is one of it. The encoded that is packed and
send in various bit stream format. Loop filtering are prominent in AVC [15], HEVC, VVC
etc. with deblocking filter and SAO (sample adaptive offset), compression artefact is an
issue here to be alleviated.

In each of the compression steps in the Fig. 2, that illustrate compression, the advance-
ment is still as scope, the introduction of neural network in this field started so. Recently
deep CNN (convolutional neural network) achieved great success in video compression
[11] as the feature extraction from massive video data and its transformation was conveni-
ent. It started with shallow network to deep CNN layers, the paper focus to review the
recent advancement in NN (neural network) and DL (deep learning) based video compres-
sion (Fig. 3).

2.2 Motivation and Contribution

Research in video compression, especially compression with machine learning, neural net-
work, deep learning is important area of research are important area of research. The focus
is to know video compressions development from scratch till recent areas with the research
gaps and scope of advancement in each area, this enhance the researchers to learn more
and work on the needed flaws with proper understanding about overall system flow. The
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whole video compression is split and analyzed under four main division for easy under-
standing, each provide an overview of the development happened in that area its research
gap, open challenges and future scope of development. This motivates researches to work
more focused as the information’s are unified.

3 Recent Video Compression Techniques with Deep Learning

The computational model of deep learning was suitable for video coding because of its
dense layer. From 1990’s research on neural network-based compression in both video
and image was existing [12] but it was not able to prove itself good by providing a better
compression efficiency as its network were not too deep. As years went the computational
power improved and it could handle and train huge database with deep or more layers.
With this note of information an overview of NN/DL [10] based compression techniques
and its scope is a worth topic to research. Some of the research scheme is focusing on the
implementation of deep learning in traditional coding techniques, i.e., by applying the deep
learning techniques in the existing steps of video coding to improve its coding efficiency
[16].

A few new schemes were also evolved with deep learning but could not achieve much
impact as the compression efficiency was not impressive and calculations were more theo-
retical and hardware implementations were tough. The recent video coding VVC, i.e., con-
sidered as the follower of HEVC, also aims to have deep learning-based video coding. So,
the need to discuss on deep learning-based compression is relevant in research [17], that
can help in improving existing coding and to develop new compression technique. This
paper discusses the effect of deep learning various compression steps like intra prediction,
inter prediction, motion estimation, quantization, entropy, loop filtering etc., its scheme
proposed, advantages, current status of each steps are analyzed and future research scope.

3.1 Deep Learning Based Intra Prediction

Intra prediction is “the process in which the next part of an image frame is predicted using
the previously encoded part of the same frame” [18]. The HEVC aims to make the bitrate
by half by keeping the picture quality same compared to AVC and it is achieved mainly
through intra /inter prediction. The techniques used in intraprediction varies from SVM
(support vector machine), logistic regression, Decision tree, Bayesian classification, Ran-
dom forest, Convolutional Neural Network and deep learning algorithms. Developmental
stages in intra prediction, CTU (Coding tree unit) splitting algorithms and its pros and cons
are discussed.

The training of chroma and luma components separately can improvise the efficiency
of total system [19]. The computational complexity of the system is seen to be more as
the number of computations are more, it’s good to train the network to a smaller model
to decrease complexity. Deep leaning method can give a better result if incorporated with
existing methods [18]. Li et al. [20] is using correlation property of chroma and luma com-
ponents to predict the successive ones. A neural network extracts the features of the current
input and recovers the chroma samples simultaneously by extracting the features of the
input (Figs. 4 and 5). The complexity of the network is more as the features are more.

All hybrid video encoding system usually perform an intra-frame prediction that uses
the blocks of samples [21, 22] to predict from previously decoded frame of the same video.
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Fig.5 Deep learning based Intra-frame coding for HEVC [28]

A group of angular prediction patterns is used by HEVC to exploit directional sample cor-
relations [23]. New intra-picture prediction modes construction has the following steps,
initially frame pattern as the prediction input. As for each block-shape, several intra pre-
diction modes are proposed, a specific signalling scheme is also proposed, and it provides
significant decoded samples. Then these features that are extracted to select a predefined
coding gains compared to state-of-the-art video coding technologies. Block based analy-
sis of luma and chroma components are done here, considering its separate and combined
approaches the computational complexity was one of the main problems encountered, that
need to be rectified. Multiple modes for, predicting blocks are also introduced based on
correlation methods, if feature extraction is used here with deep network the prediction
become more efficient. Further research possibilities are there to reduce the complexity of
the network structure by maintaining same prediction efficiency.

In [24], a revolutionary dual-network framework was proposed, that improved the
performance of CNN-based super-resolution for compressed HD videos, particularly at
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a low bit rate. An enhancement network is delegated prior to the SR network to lessen
the effect of compression or to completely decrease the compression artifact effect.
These two, i.e. the SR network and enhancement network, gradually optimize for dif-
ferent super-resolution and compression artifact reduction tasks. An enhanced geomet-
ric self-ensemble technique is adopted for further enhancement of the SR efficiency.
In comparison with HEVC, it could achieve about 31.5% bit-rate savings (Table 1),
especially for 4 K video compression, when needed to work with the proposed process,
particularly in a super-resolution-based video coding operation, which demonstrates
performance. The inter-frame similarities in both super-resolution networks and the
enhancement network can be explored by work [25].

In [20], a learning-based approach to super resolution imaging using CNN-CR (con-
volutional neural network) was introduced. The goal was to mutually minimize the loss
of restoration and the loss of regularization. CNN-CR preparation can be performed
independently or jointly using CNN for super-resolution image resolution [27]. The net-
work structure and training strategies are intended for this purpose. The objective or
subjective assessment of the quality of the CR images is a matter of concern that must
be checked in the future. The method can me tried to improvise intra prediction frame
SR.

A new down-sampling based video coding scheme was proposed by Minmin Shen et al.
in [26] where it encodes the intra-frames at their real resolution and down-samples them in
the inter-frames before executing the compression technique. A new example-based SR is
used on the decoder side to restore the resolution of down-sampled frames. Philipp Helle
et al. [27] trained a neural network to perform the intra-image prediction method for block
base video encoding. It requires several modes of prediction that cooperate to mitigate the
impact of a loss feature during training. A sigmoid-function and 11-norm applied to the
prediction residue in the DCT(discreet cosine transform) domain induce the loss function
to represent the properties of the coding stages and residual quantization of the pruning of
the resulting predictors in the hybrid video coding architecture, which helps to minimize
the number of multiplications and make it less computational.

In [30], Cross-component Adaptation states that it is useful to train separately intra-
prediction networks for the chroma channels, which can benefit from the luma component
knowledge of the respective block and thus performing a trained cross-component predic-
tion. This increases the benefit in luma BD-rate. With a higher prediction accuracy, the
network will perform than expected. It is possible to lower the computational complexity.
The wise use of reference frame will better reduce the efficiency of prediction, it can help
to train the network to choose less artifact frame during training.

In [31], Zhang et al. concentrated on enhancing the compression effectiveness of HEVC
intra-frame coding, for which they suggested a deep learning-based architecture. Using a
new deep learning model in image super-resolution (SR), the idea brings out to train the
CNN (convolutional neural network) model to particularly predict each CTU’s residual
information (coding tree unit) in a HEVC encoder [32-35]. Due to this, it is possible to
achieve better CTU estimation and better reconstruction for the compression of CTUs.
By skipping the non-linear mapping layer, computational complexity is reduced here, and
the residual learning is incorporated to achieve better residue prediction for CTU encod-
ing. The novel approach achieves 3.2% bitrate reduction with only 37% increase in encod-
ing complexity in the mean of Bjgntegaard delta bit rate i.e., BD-BR. In CNN-based Up
sampling for HEVC, block-based up/down sampling for video coding is performed by
designing using in a better wat when sampling. This will assist in improving performance
(Figs. 6,7,8,9).
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Fig.7 CNN based arithmetic
coding [29]
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3.2 Deep Learning Based Inter Prediction and Motion Compensation

Intra prediction defines the prediction of new frame using the previously encoded frame.
It uses frame differencing concept to reduce Bit rate reduction with less computational
complexity. Various methods used are sorted as CNN based motion compensation
reduction, FRCNN (Faster Region based Convolutional Neural Network), FRMCNN,
SVM (support-vector networks), ResNet based etc. and the recent techniques focus on
better coding gain system. The overview of various methods is discussed here.

A system was proposed on CNN based motion compensation refinement that focus
on refining motion compensation prediction by incorporating it with neighbouring
reconstructed region, integrating this CNNMCR (Convolutional Neural Network-Based
Motion Compensation Refinement) in high efficiency video coding is done and it advan-
tages in its bit reduction. Research can be done to refine Chroma components using
same technique in future. It can be applied in multi directional inter prediction under
low delay and random-access configuration. In [37], Shuai Huo et al. proposed a motion
compensation refinement model using CNN in video coding. Simple CNNMCR and
CNNMCR, are the two schemes that is taken in consideration here, in that, CNNMCR
uses spatial correlation for the betterment of the prediction accuracy. The two systems
considered here are basic CNNMCR and CNNMCR, in that CNNMCR uses spatial cor-
relation. To increase the precision of prediction. The simple CNNMCR method achieves
an average 1.8% reduction in the BD rate, followed by HEVC when the results are tested
after experimentation with the data provided. On the other hand, an average 2.3% BD-
rate reduction is accomplished by the CNNMCR system. A 5.2% BD-rate reduction was
achieved by integrating both with the OBMC technique. The CNN-based method for
refining bi-directional interaction prediction under random-access configurations and
low-delay B will operate on this principle.

FRCNN, i.e., a CNN-based approach for fractional-pixel MC to aggravate the effi-
ciency of video coding i.e., in inter prediction step [33]. Instead of interpolation the
novel approach introduces the fractional-pixel MC as a regression problem between
frames. A CNN was proposed to solve the problem, regression. The proposed method
introduces a CNN models to generate a relationship between integer-pixel values and
fractional references, each model in that accounts for a proper and fractional MV. For
bi-directional MC, the CNN has been trained properly. There are several problems to
be further studied, such as how to build a fair network structure to achieve better com-
pression efficiency and minimize complexity, and the mutual optimization of CNN for
compression artifact reduction in FRCNN, which also reduces compression noise. Fur-
thermore, the principle can be generalized to the simple idea of formulating fractional-
pixel MC as an inter-picture regression problem in the case of integer pixel MC or even
general MC without involving MV (Table 2).

The FRMCNN predicts the pixel value of the current frame to be coded from the
integer pixel value of reference pixel. Fractional pixel reference regeneration convolu-
tional neural network can be implemented for bi-directional and unidirectional motion
compensation in video coding. The virtual reference frame that is created with the deep
neural network, does not send the motion data directly but explicitly signalled for inter
prediction method.

Apart from the available methods, such as the generation of interactive reference
frames, Zhao et al. [35] uses the reconstructed bi-directional frames to provide a more
efficient prediction of the to-be-coded frame. A CNN called VECNN (Virtual Reference
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Frame Enhancement CNN) is designed to improve the consistency of VRF (Virtual Ref-
erence Frame), concentrate on alleviating the compression artefacts and improve the
accuracy of VRF predictions. The development of the CTU level coding mode DVRF
(Direct Virtual Reference Frame), which eliminates the extra ME procedure on VRF,
would help to achieve a better trade-off between difficulty and coding efficiency. A fast
CU algorithm based on Online SVM [36] to minimize HEVC complexity by training it
online with a deep CNN, was designed to predict HEVC CU partitioning. The goal of
this approach was to reduce the complexity of the HEVC inter-mode and to reduce the
complexity of the estimation and the time of execution as per results. SVM- achieve
time saving of 52.28% with 1.928% of bitrate reduction. Encoding time is reduced by
53.99%. It can be improved without affecting BR. To note as a point to develop is the
degradation in bitrate and that can be reduced in future.

A CNNVPN (Convolutional Neural Network video prediction network) to generate
[37] VRF (virtual reference frame) which is synthesized using previously coded frame to
improve coding efficiency. Main VPN uses two sub-VPN architecture in cascade that pre-
dict the current video frame in same time instance, it is incorporated in HEVC and that
helps to predict PV through rate distortion optimization (RDO) only. Modification is done
in the network to predict advanced motion vector prediction and merge mode adaptively. It
shows improved random access and low delay value when compared to HEVC reference
software HM 1.6.6 version [38]. The research option here can be pointed as, extensively
experimenting on the developed system can be done to improve system efficiency.

A three stage DL algorithm that is applied for prediction of CU size. The developed
fast learning method reduce computational complexity [40]. Deep learning framework of
tensor flow was built and embedded into the HM simulation to form a runtime strategy for
performance improvement. In future artifact reduction of HEVC encoders, deep learning
technology can be incorporated in deblocking and sample adaptive offset, to improve the
objective quality and to achieve bit rate saving.

In [41], it states that a framework is created to identify I frames and other types of P
frames with two types of information maps, CU size map (CSM) and CU preliminary map
(CPM). A ResNet with two streams is attention based is proposed to capture CSM and
CPM. Then LSTM will capture the relocated I frames temporal dynamics. Feature to b
noted Bi prediction to identify I frames in a video using B frame. More fine info like TU
transforms unit), PU (prediction unit) can be considered particularly for research.

Non block based inter prediction with switchable motion prediction option helped to
increase the frame prediction but the challenge is the difficulty in switching between the
different motion [40] models. Interpolation of a new DL based reference frame to reduce
the prediction error was another advancement in this field. This could improve the coding
performance and bit reduction of 4.5%from normal HEVC [39]. The next evolution was to
send only differential data of motion vector [35] and recovering it by special residual cod-
ing network. This shows an advancement in coding performance. The new era of develop-
ment is open with DL, CNN, RNN etc.

3.3 Deep Learning-Based Quantization and Entropy Coding for Video Coding
Quantization is rounding up into whole number and this is the lossy part of compression

and its coded to save the bitrate. Context-adaptive binary arithmetic coding (CABAC)
is used by HEVC, research is done on this by using FCNN (fully convolutional neural
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network), CNN based CABAC, multilevel ABZ algorithm and some state of art methods
are the recent development in this area, as discussed follows.

A strategy for HEVC i.e fast convolutional-neural-network based quantization. It
explains FCNN based quantization for HEVC encoding. In this local artifact removal will
be done. It is done by using a network trained on data i.e., extracted from an improved
contrast gain control model. Local artifact visibility was predicted through convolutional
neural network trained on data obtained from an improved contrast gain control model. The
model is trained with natural images. Computational time analysis in real-time for predict-
ing distortion visibility is the future work focused on this.

HEVC uses context-adaptive binary arithmetic coding (CABAC) for entropy coding
[46] method. CABAC depends on manually designed binarization process and handcrafted
context models, that can affect or restrict its compression efficiency [42]. A CNN based
arithmetic code [29] is introduced to work on HEVC. Instead of binarization a probability
distribution of 35 intra prediction model is videos estimated with adoption of multilevel
arithmetic codec (Table 3). The future the work can be extended to other syntax of HEVC
like quantization coefficient, motion vector etc. The convolutional neural network is used
to execute the process of probability distribution than using handcrafted context models.
The Fig. 7 shows CNN based arithmetic learning scheme. Simulation results prove the
proposed arithmetic coding leads to as high as 9.9% bits saving compared with CABAC.
Simon Wiedemann et al. [43] developed Deep CABAC for compressing neural network,
the aim was to (a) Quantize each weight parameter by minimizing [45] a weighted rate
distortion function. (b) It an increase compression rate by 7.4% on average. (c) Boost com-
pression gain to presparsified deep NN. In future, to benchmark deep CABAC on non-
scarified network and to apply distributed learning scenario where memory complexity is
critical.

A new multi-stage ABZ detection algorithm was proposed by Haibing Yin et [44]. for
RDOQ blocks with a strong trade-off between complexity and precision. If there are sev-
eral stages, the procedure is as follows.

Stage 1- G-ABZ is split using the adaptive classification threshold based on HDQ.
Stage 2- The adaptive threshold model is built for PABZ detection based on QP.

Final stage-ML is used from TU level, coefficient level to context syntax element level,
for the classification model utilizing higher level functionality.

A CNN based nonlinear intra-coding [48] was introduced with 2 main focus (1) to
reduce the directionality in the residue of intra-prediction signal, (2) to improve efficiency
by introducing a novel loss function. The method worked well for natural videos. A recent
study [50] shows that intra-prediction with entropy coding shows better results than con-
volutional autoencoders and this method uses the border information of entropy coding in
the tensor that showed better results than autoencoders. The convolutional autoencoders
showed poor results in small image blocks because of not utilizing spatial redundancy in
better way.

3.4 Deep Learning-Based Loop Filtering

Loop filters focus to alleviate the error between original video and decoded with the help
of adaptive filtering techniques. Various novel methods like NN based loop filtering,
RHCNN (Residual Highway Convolutional Neural Network) [47], content based loop
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filtering, Dense net based multi frame in loop filtering, CResNet (compressed representa-
tion-ResNet), MACNN were in research.

RHCNN was introduced [55], that constitutes of two units, residual highway unit and
convolutional layer [52, 53]. Residual highway is designed with some path that allow some
free flow of data through some layers. There exists an identity skip connection from begin-
ning till end by using CNN, this will not affect the deblocking filter and the SAO (sample
adaptive filter). RHCNN is a high dimensional filter following DF and SAO to enhance
resolution frames. The entire QP is divided into various bands or levels to have better per-
formance.to lower the QP value early tracing and their weights are used in progressive
manner. “Compression Artifacts Reduction by a Deep Convolutional Network™ states that
lossy compression introduces ringing and blocking artifacts and blurring formulates net-
work to activate the different compression artefact. It uses a shallow network with feature
training with “easy to hard” ideas followed.

In [49] CNN and image/video processing blend together and give tremendously good
results and acquire more success in image/video processing. The purpose is content aware
CNN based loop filtering for HEVC. Here in the proposed model the quantitative analysis
in multiple dimensions will be done to make more efficient and worth for content aware
CNN based loop filtering.

The CTU is considered as a separate region here, the Fig. 10 explains the working. Here
the CNN model analyses the resolution of different region with different CNN model using
a discriminative network. This is the working process of content aware multimodal filtering
mechanism. The deep learning model helps to adaptively select the content-based region
based on discriminative neural network. RDO (rate distortion optimisation) i.e., rate dis-
tortion optimisation is the key for analysing CTU level control. CNN based loop filter is
implemented after the SAO(sample adaptive offset) in HEVC (Table 4). The performance
of the total system increases by the content aware system.

Multi frame in loop filter (MIF) is proposed by Tianyi Li et al. [57] that enhanced vis-
ual quality of each frame by leveraging multiple adjacent frame [58]. MIF network uses
the large database (HIF database) with encoding frames and its corresponding transform
REEF, reference frame selector is designed to identify frame the pool, MIF is developed or
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Fig. 10 A CNN based in-loop filtering within the hybrid coding framework of HEVC. Neural Network-
Based Arithmetic Coding of Intraprediction Modes in HEVC [51]
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DenseNet that uses the spatial info in encoded frame and the temporal info in the neighbor-
ing high-quality frame. High computational efficiency is high here. Block adaptive con-
volution layer is added to MIF Net for managing artifact removal because of CTU. Future
scope of research noted are as follows, various details related to compression artifacts like
residual frame, motion vector, prediction unit partitioning skip modes can be utilized to
improve the performance of loop filter. Next is to speed up MIF by accelerating DNN
(deep neural network) with some existing technology.

EDNN is proposed by Zhaoqing Pan et al. [59] to reduce the artifact in HEVC encoded
video by loop filtering. It has a weighted normalization method, an efficient feature infor-
mation fusion block and a precise loss function. This reduces loss function and provides a
High-quality video. To reduce the limitation of current loop filter Dhanalakshmi et al. pro-
posed a SHVC ie scalable extension of HEVC and CResNet (combined residual network)
in loop filtering, CResNet [60] central layer info from spatial temporal domain to avoid
visual artifact like blocking, ringing etc., the blocks are correctly collocated using deep
CNN [61].

MACNN is introduced by Peng-Ren Lai et al. in [62], to replace in loop-filtering, it has
3 stage design fashion and different artifacts are removed in different stages and all build-
ing blocks can focus on artifact. Result shows its better than HEVC in loop filtering by
6.5% BD rate reduction. In future deeper the network can be created and can leverage the
self-attention mechanism by simultaneously keeping a best tradeoff between performance
gain and computational cost. Scope to research is noted as follows. Each network is trained
separating according to different configuration with various QP and coding approach
(Figs. 11, 12, 13).

Temporal convolution
network + ReLU

Enhancement
/ Layer

Spatial convolution

Video Co»ﬂ)c‘awd ~
sequence block

-~
Current =
I block P Base Layer
-

Spatial
convolution Residue Learning

Fig. 11 The CResNet architecture [60]
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A 3 stage YUV post loop filtering was introduced for compression of YUV frames
[54] with improved luminance and chrominance channel. This showed better results
in recent video codecs. A CNN based loop filtering was introduced with two streams
i.e., appearance-based filtering and coding distortion-based filtering [56]. This both are
fused and pipelined with existing network that helped in its better performance.
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4 Open Research Scope and Future Trends

Considering the evolution of deep learning based intra prediction, the advancements
evolved can be noted as content based intra prediction, fully connected network CNN based
chroma intra prediction, unique chroma and luma training for channel block level predic-
tion etc. The scope of development in intra-prediction lies in the following ideas, training
separate models for chroma and luma to boost the performance of intra-prediction, devel-
oping smaller models with DL to reduce complexity and to improved accuracy, prediction
accuracy enhancement by training in DL based IP etc. The usage of reference frame with
coding artifact can improve the quality of prediction. Design of fast algorithm for sampling
rate decision and usage of reference frame for up sample are areas having future scope to
work on. The area open for research for,

Complexity reduction of intra prediction.

Training network intelligently to attain better prediction efficiency

Splitting and modeling simple network to get simplified network.

A novel network design for intra prediction with optimal sampling rate analysis with a
reference frame.

Intra prediction and motion compensation process have developed its way long with NN
techniques from normal correlation related motion compensation to three stage DL based
algorithms with ResNet. To improve the performance and accelerate training, CNN based
fractional pixel MC ( improve efficiency), CTU prediction with virtual reference frame( for
high efficiency coding)deep FRCU based VRF etc. were introduced. Multiple areas still
need advancement in inter-prediction and motion compensation are, network complexity,
reference frame generation in both direction, artifact removal, bitrate degradation, coding
gain and compression efficiency values. Improvisation in interpretation is proposed for,

Simplification of network by maintaining coding efficiency
An extended version of VRCNN for HEVC and for VCC.
CNN based joint optimization for compressing artifact reduction in CNN based FRMC
and to achieve better compression efficiency
To improve coding gain in FRCU and to alleviate complexity.
The degradation of bitrate in fast CU based prediction approach is open topic to
research.
e An LSTM based network for intra prediction.

As a future scope, different class algorithm can be checked and accessed in quantiza-
tion and entropy coding. There is development in the step of quantization and entropy
coding with CNN, as fast CNN based quantization in HEVC predicted local visibility by
network trained on data that are from improved vision of contrast gain control model, fol-
lowed by CNN based arithmetic coding [45-50] and variable length coding that is CNN
based to predict the probability distribution from quantized efficient block. Quantization
and entropy need refinement by,

e Computation time analysis for predicting distribution in real time video

e (NN based arithmetic coding for other parameter like quantization coefficient and
motion vector.
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e To improve coding gain by quantizing the transform coefficient in video coding
e Deep learning-based classification algorithms can be tried to generate smart ABZ
detection with n.

The area of exploration in DL based loop filtering focus on a very deep RHCNN
loop filtering in HEVC with cascaded highway and CNN layers, followed by content
aware CNN based loop filtering [46] for HEVC in multi dimension and CNN for differ-
ent compression artifacts [63] etc. The scope of improvisation in loop filtering can be
noted as.

Focus on improving the training to get better to avoid compression distortion.
Coding performance and bitrate reduction can be improved in content aware CNN
based loop filtering
Larger filter size in SRCNN can improve performance.
Extra features related to compression artifact can be used to train the DenseNet to
improve loop filter performance.

e For better performance, each network can be trained separately with different con-
figurations with QP.

e Artifact removal is a main issue in loop filtering stage that can be done with content
aware deep CNNS.

Here a model is proposed for smart video compression. The steps in video compres-
sion is upgraded with the advancement in deep learning. The predictions line intra
prediction and inter prediction, encoding, quantization and loop filtering are enhanced
by replacing the traditional model by various deep learning techniques based on the
performance of each steps. Various research methods are proposed in this paper for
each of these steps separately. The best out of it can be chosen and can design this
smart video compression model. It has been observed that CNN/RNN perform better
for inter prediction whereas LSTM and deep learning techniques which holds the pre-
vious memory and compare previous features can perform good in inter prediction as
it depends on other frames for its prediction process. For encoding and loop filtering
CNN, ResNet etc. can be used to enhance the performance of traditional techniques.
The total model will be designed with deep learning techniques and combined to per-
form as a system. The system will perform smart than the traditional techniques.

4.1 Quality Enhancement

The video quality analysis can be categorized as subjective and objective analysis.
Though objective analysis focus on quality measurement, in lossy operations like quan-
tization (eg: RD cost optimization in HEVC), subjective analysis looks into the visual
quality of the video. BD PSNR, SSIM (structural similarity index), VMAF (Video
Multimethod Assessment Fusion), Bitrate, encoding time etc. are some of the objective
analysis. The quality analysis with combined subjective and objective method should
be a focus in the future deep learning-based video coding techniques that helps to give
a better perspective of quality analysis.
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4.2 Computational Complexity

HEVC has its advantage of saving bitrate of 50% compared to it predecessor, as it has replaced
the macroblock with CTU of different sizes, but the computational complexity is high. Various
algorithms were introduced to reduce the complexity in calculation, some are heuristic and
some are ML/DL based. Scope to improve the algorithm are still open for research to reduce
the time for encoding by reducing the number of calculations by novel methods.

4.3 Scalability

Video coding is a compression technique that is upgrading its features as per various needs.
The update incorporating scalability add advantage in many areas for cost reduction. The
device scalability and scalability of updated application to other video coding techniques
are areas to improve. Scalability can be focused as an area of research as it provides an
advancement without hardware replacement.

4.4 Application Agnostic

Video codec, when used in various applications, the parameters used and needs changes
based on application, platform used etc. Some application demands quality rather than time
while other demands in reduction of bitrate or lowering streaming time etc. The demand of
each application will be different. The models developed can focus on flexibility to adapt to
the application by syncing with the needs of that platform. This challenges in that can be
considered as a scope to research to avoid environmental dependencies in various platforms.

5 Conclusion

In this paper, the advancement in video compression with artificial intelligence, especially
with deep learning, neural network etc. are emphasized for each stage of video compres-
sion, along with the scope of enhancement. The impact of deep learning network and CNN
in video compression is a detailed thing to discuss in current era because the advancement
and efficiency improvement acquired and going to acquire from that is expected as tre-
mendous. So, its significant study is needed in current situation as research are booming
in the same. Some recompences of involving the technique of neural network for video
processing points on content adaptivity i.e., present neural network compared to traditional
methods. CNN and deep learning model can use both near and far pixel details instead tra-
ditional signal processing can utilize only neighboring pixel. Content analysis is an advan-
tage in CNN. The video compression stage in each step has a scope to develop and its
noted and scrutinized in order. Intra prediction mainly needs focus on chroma, luma com-
ponent, block-based approaches that needs refinement in reducing computational complex-
ity, bit rate saving, enhancing various deep learning algorithms for better block prediction
etc. whereas in inter prediction and motion compensation the scope can be briefed in devel-
oping a simple network structure with reduced artifacts with VRF in bi-direction. Quan-
tization and entropy coding the research scope is to create a DL based quantizer which
handle multiple levels and a smart coder. A content aware DL based in loop filter with less
complexity is the main area research. Deep learning can combine multiple features and
texture for analysis, that is not available in traditional models. While combined with video
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processing it shoes an excellent improvement by high efficiency prediction, compact repre-
sentation, and improved coding gain. In future an end-to-end deep learning-based system is
expected for video compression that can make a change in compression world.
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