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Abstract
In the healthcare region, Internet of Things (IoT) plays a major role in various fields and is 
developed as a common technique. An enormous amount of data is collected from various 
sensing equipment owing to the increasing demand for IoT. There occur a few challenges 
in the designing and developing of analyzing the huge amount of data resource limitations, 
absence of suitable training data, centralized architecture, privacy, and security. These 
issues are resolved by incorporating blockchain technology, they provide a decentralized 
mechanism and also ensure safe transmission of data. Blockchain technology majorly 
assists the caretaker to reveal the encrypted genetic codes by ensuring the security level 
for secure data transfer and enabling the secure transmission of patient electronic health 
records. The smart doctor has the accessibility to decrypt the data which is in encrypted 
form and after verifying the condition of the patient, the report is securely transmitted to 
the hospital cloud with the same encryption process. Only the relevant features are selected 
and are delivered to the optimized neural network with the consensus activation function. 
The neural network classifier performance is enhanced by the utilization of smart echolo-
cation optimization in the developed method. The consensus activation function majorly 
helps to capture only the significant features for further training the model and which 
improves the classification accuracy. The trained model is compared with the test data to 
predict the disease affected the patient in the n number of hospitals.
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1  Introduction

IoT has developed as a critical technology in today’s society, and the usage of IoT in var-
ious applications had led to the uncontrollable network traffic [1]. The sensing layer, is 
concerned with sensors, the Network layer, is concerned with communications within 
gateways and IoT devices, Application layer, is concerned with processing the data and 
interaction between users and service providers [2, 3]. Blockchain is the emerging technol-
ogy that might be applied to IoT healthcare systems to improve privacy and security [4, 5]. 
Many developers have been inspired by blockchain architecture to create privacy-preserv-
ing e-Health modules [6]. Because of blockchain’s immutability, e-health data is protected 
to ensure data integrity and privacy [7–11]. Because of its decentralized structure, block-
chain could be utilized to establish a certain level of security without the need for a third 
party [5, 12]. To a large extent, blockchain technologies meet the security requirements of 
the Internet of Things. The important properties of blockchain include integrity, decentrali-
zation, and anonymity, which boost the integrity of IoT applications while correspondingly 
improving IoT protection [13, 14]. In addition, blockchain technology is being employed to 
provide various cryptographic functions at the network’s edge [15]. To protect the Cloud-
IoT environment, decentralized scheme is being developed.

Authentication, encryption, and data retrieval are all important aspects of the DeBlock-
Sec method [16]. The potentiality relies in encrypting the data before storing at the cloud 
servers such that when the security mechanism fails, the attackers can only perceive the 
data in its encrypted form. Moreover, for maintaining the data security, the encrypted data 
is managed at the source and decryption for the authorized users is based on the secret keys 
[1]. Encryption is another strong data security method since it ensures data secrecy and 
integrity. Sensitive data might be vulnerable to numerous types of attacks if there isn’t an 
appropriate security mechanism in place. To accomplish protected communication in an 
IoT network, data privacy and access controls are required [17–19]. EHR data sources can 
be stored in a decentralized and safe manner at local blockchain nodes. Data confidential-
ity can be obtained using encryption methods, data integrity can be achieved by block-
chain hash values, and data availability can be achieved more easily than in current health-
caremethods [5, 20]. In addition, to attain security, a better efficient hash value encrypted 
approach is required. As a result, a novel DL-based safe blockchain method for IoT-based 
healthcare diagnosing systems is urgently needed [6].

Several cryptographic primitives have been widely used to offer data security, including 
Elliptic Curve Cryptography (ECC), Advanced Encryption Standard (AES), Rivest Shamir 
Adleman (RSA), and so on [21]. To ensure data security, symmetric encryption such as 
AES (Advanced Encryption Standard) is utilized. For decryption and encryption, symmet-
ric encryption algorithms may utilize a single key.For decryption reasons, the encrypted 
key must be provided to the miner or validator [3]. Access control techniques and Attrib-
ute-based encryption have also received a lot of exposure [22]. The attribute-based algo-
rithms generate signatures, access policies, and ciphertext based on the qualities of numer-
ous users. Location, passwords, User ID, and other attributes are examples of available 
attributes.A brief signature scheme and hash algorithms are used to verify data integrity 
[16, 23, 24]. Identity-Based Encryption (IBE) is a lightweight encryption system that ena-
bles a large number of users, simple key management, and adaptable key applications. For 
electronic contracts, it provides privacy protection, digital signatures, and identity identifi-
cation [25]. Homomorphic encryption [26], which permits calculations on encrypted data, 
is a capable field. Homomorphic encryption, on the other hand, is still in its early stages of 
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development. IBE has been shown to reduce the difficulty in computation when compared 
with different Asymmetric encryptiontechniques [3].

In this research, the major contributions to developing the smart healthcare and improv-
ing the medical quality of service are as follows,

•	 The constancy and reliability essential level for the distributed healthcare monitoring 
system is achieved by designing the optimized neural network for ensuring accurate 
and quality medical services to the patients.

•	 By the utilization of the consensus activation function-based optimized neural network, 
the performance of classification is greatly improved. The consensus-based activation 
function eliminates the sensitivity related to identifying the contradictory examples 
with minor concerns and also the unwanted input signals are also completely reduced 
for an individual sample.

•	 The smart echolocation optimization-based CAF enabled neural network identifies the 
hyperparameters of the classifier and only the relevant features are selected from the 
provided dataset to attain better performance.

The structure of the paper from Sect. 2 is organized as follows. The review of the vari-
ous research-based on smart healthcare is exposed in Sect. 2 with their merits, demerits, 
and the evolved challenges. Section 3 showed the system model of distributed Healthcare 
system, Sect.  4 reveals the patient monitoring system using Artificial Intelligence. Sec-
tion 5 reveals the result and discussion of the CAF-NN-based Smart healthcare using BIoT. 
Consequently, Sect. 6 concludes the section with the achievements.

2 � Motivation

Smart healthcare using IoT and Blockchain in various research are reviewed in this section 
with the evolved challenges in addition to the merits and demerits of the existing dominant 
methods.

2.1 � Literature Review

Ray et al. [5] presented a Blockchain-IoT health record for ensuring the safe transmission 
of data and the developed method provides an encryption/decryption technique with the 
dual-layer structure of blockchain. This developed systemimproves the Electronic Health 
Records facility with the absence of the minor party and achieves privacy, flexibility, secu-
rity, and transparency. The developed system does not apply to large-scale systems and is 
only suited for small-scalesystems.

Veeramakali et al. [6] developed an effective Optimal deep learning-basedsecure block-
chain (ODLSB) with the three major steps safe transmission, hash value encryption, and 
medical analysis. The Hash value Encryption-Neighborhood Indexing Sequence reveals 
the best compression method for the blockchain hash values that also saves the spacing 
and file size. When the size of data increases then there is a probability of occurrence of a 
collision.

Pavithran et al. [3] introduced an IoT-enabled blockchain system for ensuring the pri-
vacy of health records transmission by the utilization of Hierarchical Identity-based 
Encryption. The developed encryption technique need not share the generated secret keys 



1552	 I. Benkhaddra et al.

1 3

to various nodes for ensuring privacy. The consolidated management of data is the major 
difficult task in the presented method.

Agyekum et al. [1] presented a secure identity-dependent proxy re-encryption data shar-
ing scheme that ensures flexible authorization on the provided encrypted data and also fol-
lows the decentralization method for data sharing. In the semi-trusted disseminated envi-
ronment, providing security is a risky factor in case of a collision attack.

Vishwakarmaand and Das [14] offered a secureauthentication and communication sys-
tem for IoT applications with the hybridized technique of the Elliptical Curve Signature 
Algorithm and the Advanced Encryption Standard method. This technique improves the 
security of IoT-dependent applications and reduces the occurrence of numerous attacks 
with a lesser amount of storage overhead and calculation although not suited for an open 
environment.

Saurabh Shukla et  al. [15] developed an intelligent Fog C-based blockchain model 
which increases the facilities of the cloud network and also reduces the challenge of veri-
fication, authentication, and identification. The detection rate of the developed method is 
highly improved for identifying the malicious attacker node in the presence of credibility 
however there is a limitation in scalability.

Narayanan et al. [16] presented a Decentralized Blockchain dependent Authentication 
protocol for providing authentication ina distributed environment. The accessing of devices 
and unlicensed usage are prevented with numerous identifications for a high-security level. 
The newly developed Decentralized Blockchain-based Authentication protocol reduces the 
searching time although a certain attack is not identified.

Liu et  al. [19] established a Blockchain-dependent distributed access control sys-
tem integrated with the mixed linear and non-linear spatiotemporal chaotic methods for 
encrypting the IoT information and then uploaded to the cloud. The fine-grained access 
control and the dynamic method are utilized to solve the issue of access control but there 
occurs a low rate of confirmation and throughput.

2.2 � Challenges

Several challenges that arise during the research of smart healthcare and securing the stor-
age of protection are provided as follows:

•	 To ensure the security and safety of the IoT-based systems, various systems and tech-
nologies are combined. The gathered data is ever the target of attackers since they play 
an integral role in various systems. Thus, the protection of unauthorized changes and 
access is an even bigger challenge [3].

•	 Authentication and further basic security are considered in most recent research ona 
unified party or server. In general, there is the possibility to break all the hypersensitive 
information and increase security susceptibility by cooperating as a single server. Thus, 
there is a lack of security [16].

•	 The centralized server that is the integration of IoT and blockchain with the cloud 
server meets numerous challenges, like the occurrence of errors in packets, the behav-
ior of a malicious node, smart contracts weaker codes, and unlicensed IoT information. 
In the prevalent mechanism, the reliability of securing the IoT-based medical data is the 
major anxiety feature [15].

•	 The information is transferred through the cloud computing technique for various gadg-
ets and users in cloud-based IoT settings. Under this situation, the various number of 
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users are supported and the cloud should be accessible. Inappropriately, the most prev-
alent research mostly concentrates on a specific number of users [16].

•	 The performance might be slow and the consumption of energy is high due to the 
encryption as well as the processing of enormous data in the IoT devices. For that pur-
pose, the modeled algorithms should be rapid and lightweight to combine into the IoT 
background [16].

3 � System Model of Distributed Healthcare System

Patients are increasingly receiving care from various health care locations and providers 
as well as it becoming more complicated in addition systematized. The medical service 
quality is improved by the monitoring units and the distributed electronic health organiza-
tion even in inaccessible areas [27]. The new developing patient-centered model creates the 
medical care from clinics and hospitals to the patient’s location concerning the improve-
ment of the healthcare facility method. The constancy and reliability essential level for the 
distributed healthcare monitoring system is achieved by designing the optimized neural 
network for ensuring accurate and quality medical services to the patients.

Let us assume the IoT sensor nodes as

where m be the total number of sensor nodes embedded in a patient, j denotes the patient 
present in the provided data, and the sensors embedded in the j th patient are represented 
as Ij . The data collection is assisted by the IoT-WBAN sensors in the IoT sensor layer in 
Fig. 1.

In the sensor layer, the IoT WBAN sensors like EEG sensors, ECG sensors, Blood 
pressure sensors, and Motion sensors collect patient information. The EEG sensors col-
lect information about the patient’s abnormal or normal brain activity as waves by placing 
the sensors in the head region. The ECG sensors are generally wet sensors clipped to the 
region of the limb and chest of the patient that detect the electrical signals related to the 
heartbeat. The blood pressure sensor records the blood pressure of the patient and the pres-
sure of the blood is measured in terms of systolic, main arterial pressure, and diastolic. 
Consequently, the motion sensors are utilized to capture the movement of the patient.

The recorded data is communicated between the devices and stored in the hospital 
server which is fed forwarded to the Cloud computing layer for data filtering and device-to-
device data communication. In the process of data filtering, the unnecessary, irrelevant, and 
even sensitive data are eliminated to highlight the information required for the user. The 
device-to-device data communication can share the recorded information in the absence of 
network organization like the Base station and the many other access points. For device-to-
device communication, the data is communicated and stored in the hospital cloud server 
through the energy-efficient communication path selected for data communication. The 
communication path selection depends on the network parameters, such as energy, network 
lifetime, and communication distance. Before the storage of collected data, the data should 
be initially encrypted.

The ‘n’ number of hospital patient health records is classified by the optimized Neural 
Network classifier with the utilization of a Decision support system. The accurate deci-
sion is made by the process of DSS including Arrhythmia classification, Diabetes monitor-
ing, BP Estimation, Heart rate monitoring, and other disease identification. This classified 

(1)Ij =
{
I1j, I2j,… Iij,… , Imj

}
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information is collected by the automated patient support, which assists decide the patient’s 
health condition by making discussions with various medical-related support systems. If 
they identified any critical issue about the verified cases, then they generate alert signals 
to the attendee present in the consumer layer. The attendee may be the doctor, specialist, 

Fig. 1   The architecture of IoT-based Smart healthcare system
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lab supporter, Nurse, ambulance, and so on for taking care of the disease-affected patient. 
In the end, the decision support system is incorporated in the prediction layer, where the 
disease prediction is done, which s intimated to the entities in the consumer layer based on 
the risk of the disease.

The cloud system offers several advantages although there exist certain drawbacks in 
place of security issues such as data loss, User Account Hijacking, Changing Service pro-
viders, Lack of skill, Denial of Service attack, Interference of hackers, and Insecure APIs. 
The data loss in other words the data leakage problem is faced in various cloud-based sys-
tems due to the lack of reliable guidance. Then when the account with sensitive informa-
tion is hijacked by the attacker, they have the entire permission for the illegal activities. The 
Denial of service type attack is the most emerging issue when the system is encountered 
with severe traffic. These issues are resolved by using the newly emerging blockchain tech-
nology to enhance the security and privacy of the stored information in addition to the 
decentralized structure, which applies only to legitimate users.

4 � Proposed Patient Monitoring System Using Artificial Intelligence

The smart healthcare using IoT and Blockchain is demonstrated in Fig. 2. Numerous patient 
health records in ‘n’ several hospitals are securely transmitted to the smart doctor using 
the blockchain network. These medical health records are collected from the Pima Indians 
Diabetes dataset [28] and then the details are completely secured through the encryption 
process. In the encryption of medical records, the data they contain is changed to a code 
that can only be decrypted with a decryption key. Once the data is encrypted using the 
Advanced Encryption Standard, it is unreadable to anyone who doesn’t have the decryption 
key. These encrypted data are fed forward to the blockchain network for enhancing secu-
rity, thus in healthcare, Blockchain has a wide range of applications and functions.

Blockchain technology majorly assists the caretaker to reveal the encrypted genetic codes 
by ensuring the security level for secure data transfer and enabling the secure transmission 
of patient electronic health records. The smart doctor has the accessibility to decrypt the 
data which is in encrypted form and after verifying the condition of the patient, the report is 
securely transmitted to the hospital cloud with the same encryption process. The decrypted 
format of the report is further provided as input to the feature extraction process and then 
the extracted features are delivered to the optimized neural network (Fig. 3) with the con-
sensus activation function. The neural network classifier performance is enhanced by the 
utilization of smart echolocation optimization in the developed method. The consensus acti-
vation function majorly helps to capture only the significant features for further training the 
model and which improves the classification accuracy. The trained model is compared with 
the test data to predict the disease affected the patient in the n number of hospitals.

4.1 � Secured Data Occurs in the Blockchain Storage

Blockchain technology is appropriate to the process of security sharing in addition to the 
secure storage of the patient medical health records. Blockchain is the most successful 
emerging technology, thus various research institutes mainly concentrate on blockchain 
technology and the applications of blockchain storage are greatly improved. Thus, the 
blockchain majorly assists to make the decentralized mechanism and the issue of reduced 
work efficiency is resolved.



1556	 I. Benkhaddra et al.

1 3

4.1.1 � Data Collection

From the Pima Indians Diabetes dataset [28], the data is collected to improve the quality of 
medical services, the data is collected using the Sensor attached to the patient like the ECG 
sensor, EEG sensor, Blood Pressure sensor, and motion sensor from the IoT sensor layer. 
The recorded data is communicated between the devices and stored in the hospital server 
which is fed forwarded to the Cloud computing layer for data filtering and device-to-device 
data communication. In the process of data filtering, the unnecessary, irrelevant, and even 
sensitive data are eliminated to highlight the information required for the user.

4.1.2 � Data Communication

The main aim of data communication is to transfer the significant data from one point 
(sender) to another point (receiver) over a complex network. The device-to-device data 
communication can share the recorded information in the absence of network organization 

Fig. 2   Consensus activation function-NN based Smart healthcare using IoT and Blockchain
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like the Base station and the many other access points. For device-to-device communica-
tion, the data is communicated and stored in the hospital cloud server through the energy-
efficient communication path selected for data communication. The communication path 
selection depends on the network parameters, such as energy, network lifetime, and com-
munication distance. Before the storage of collected data, the data should be initially 
encrypted.

4.1.3 � Storage in Blockchain‑Provides Occurs Only to Legitimate Users

The most recent developing techniques are blockchain and cloud computing due to pro-
viding unreachable facilities to various organizations. Owing to the emerging cutting-edge 
method and the assuring techniques, Blockchain has become a developing technology in 
the different fields that ensure improved privacy and security. It reduces the probability of 
every single operation which protects the system from fraud transactions and also provides 
accessible exposure for various needs. Blockchain keeps data in an assured database with a 
well-encrypted technique such as hashes and encryption. However, cloud computing stores 
the data via the internet and they are easily accessible by other users.

Here, the standard encryption technique is preferred to protect the uploaded documents 
in the cloud server. Then the smart doctor has the accessibility to decrypt the data which 
is in encrypted form and after verifying the condition of the patient, the report is securely 
transmitted to the hospital cloud with the same encryption process.

4.2 � Decision Support System Using Optimized Neural Network in the Prediction 
Layer

To improve the accuracy of the optimized neural network classifier, the relevant features 
are selected from the input Pima Indian Diabetes Dataset. In the provided dataset, 8 dif-
ferent features are involved and only the required four features are selected. The selected 
features for the classification are the blood pressure readings of the patient, motion sensor 
attached patient details, EEG signals, and the ECG signals of the patient.

Fig. 3   The architecture of Neural Network
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By the utilization of the consensus activation function-based optimized neural net-
work, the performance of classification is greatly improved. The consensus-based 
activation function eliminates the sensitivity related to identifying the contradictory 
examples with minor concerns and also the unwanted input signals are also completely 
reduced for an individual sample. The optimized neural network with the activation 
function [29] is represented as,

The neural network can adapt to the varying provided input and they produce optimal 
output which is most accurate to the input. The weights in the neural network are tuned 
by the smart echolocation optimization enabled with a consensus activation function. The 
developed CAF-NN-based smart healthcare using Blockchain-enabled IoT achieves better 
performance in both the encryption as well as the classification with an improved accuracy.

The parameters involved in the developed optimized neural network classifier are identi-
fied by the smart echolocation optimization by generating various solutions and analyzing 
the optimal fitness value for tuning the classifier is revealed in the following section.

4.3 � Proposed smart Echolocation Optimization

The smart echolocation optimization involves the characteristic behavior of Bonelli’s 
Eagle [30] and the flying foxes [31]. Bonelli’s eagle is intelligent and expert in the hunt-
ing mechanism, they initially search around the search space flying in a swirling shaped 
manner, once the prey gets targeted then they move forward towards the prey by bending 
downwards vertically. Similarly, the classifier parameters are identified by initializing the 
process of solution generation and then the fitness of the generated solutions is estimated to 
optimally tune the parameters relating to obtaining the better performance. The alone per-
formance of the Bonelli’s Eagle is enhanced by integrating the additional behavior of echo-
location of the flying foxes that must improve the convergence rate at the very initial stage. 
Thus, the behavior of the flying fox is updated to the modernizing phase of the developed 
smart echolocation optimization to attain optimal performance.

4.3.1 � Inspiration

The Bonelli’s eagle is the most famous bird for capturing the prey in the area of the north-
ern hemisphere and this species is easily spread towards the sphere due to the interest-
ing facts.Bonelli’s eagle is usually light golden brown or dark brown with white marks on 
its wings. Bonelli’s eagle prefers to fly at high speed over the sky in an encircling man-
ner while discovering the prey and they utilize their strapping feet as well as the honed 
fingernails to get hold of the prey which survive on the ground. The most preferred prey 
for Bonelli’s eagle are marmots, rabbits, deeps, squirrels, hares, and so on. Bonelli’s eagle 
found their nests on large mountains and they mostly prefer at the top position of the hills. 
The terrains can be as high as 200 km2 for the Bonelli’s eagle and the female Bonelli’s 
eagle produce up to 4 eggs and the incubation period is generally 6  weeks. The male 
Bonelli’s eagle has a more dominant character than the female one during the solo-hunting 
and they easily shift back to the normal situation quickly as well as cleverly.

(2)Output = f
(∑

(weight ∗ input) + bias
)
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4.3.2 � Mathematical Model of Smart Echolocation Optimization

Each stage of attacking the prey involves the behavior of Bonelli’s eagle with the four dif-
ferent optimistic methods as Solution Generation, Extended discovery, Limited discovery, 
extended manipulation, and Limited manipulation.

4.3.2.1  Solution Generation  The initial step of optimization depends on the generation of 
solutions for the developed populations which are expressed in Eq. (3) which is initialized 
based on the upper and lower bound. In each iteration, the obtained best solution is consid-
ered the optimal solution.

where the present candidate solutions are represented as S and the random generation of 
these solutions are utilizing Eq. (4) as follows,

where the decision values are denoted as Sl of the lth solution, the total population of the 
generated solutions is denoted as P , and the problem dimension size is represented as D . 
The lower bound of n is represented as Kn , the upper bound of n is denoted as Jn , and the 
random number is denoted as rand.

The extended steps involved in the developed smart echolocation optimization are trans-
ferred to limited steps responsible for various activities and depend on the condition of 
t and T . If T ≤

(
2

3

)
∗ t , then the extended stage will be executed or else, the limited stage 

is exciting.

4.3.2.2  Extended Discovery 
(
S
1

)
  In this stage, the area of the prey is identified as 

(
S1
)
 and 

chooses the optimal attacking area by the high shoot up with a vertical bend down towards 
the ground. The Bonelli’s eagle flies high to identify the location of the discovery space to 
capture the prey, which is technically expressed as follows,

where the subsequent iteration Tth solution is denoted as S1(T + 1) that is produced by the 
initial extended discovery method S1 . Up until T th iteration, the optimal solution is repre-
sented as Sbest(T) , this identifies the suitable location of the prey. The extended search of 
the Bonelli’s eagle is controlled by the 

(
1−T

t

)
 over the various number of repetitions. At the 

end of T th iterations, the mean value of the location for the present solutions is calculated 
using Eq. (6) and is expressed as Sv(T) . The random value is denoted as rand and the value 
is between 0 and 1.The present, as well as the maximum number of iterations, are denoted 
as T and t individually.

(3)S =

⎡
⎢⎢⎢⎢⎢⎢⎣

s1,1 … s1,n s1,D−1 s1,D
s2,1 … s2,n … s2,D
… … sl,n … …

… ⋮ ⋮ ⋮ ⋮

sP−1,1 … sP−1,n … sP−1,D
sP,1 … sP,n sP,D−1 sP,D

⎤⎥⎥⎥⎥⎥⎥⎦

(4)Sln = rand ×
(
Jn − Kn

)
+ Kn, l = 1, 2, ..., P n = 1, 2,… ,D

(5)S1(T + 1) = Sbest(T) ×
(
1 −

T

t

)
+
(
SV (T) − Sbest(T) ∗ rand

)
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where the problem size is denoted as E based on the dimension and where the size of the 
population is described as P.

4.3.2.3  Limited Discovery  In the second stage of limited discovery 
(
S2
)
 , after the identifi-

cation of the location of the prey the Bonelli’s eagle encircles in the air to attack the target 
prey, make the area, and then get hold of the target prey. This behavior is similar to contour 
flight to some extent and begins to glide to attack the prey on the ground. During the prepa-
ration for attacking the prey, the Bonelli’s eagle discovers the target prey in a limited area. 
This way of behaving is mathematically expressed as,

where the solution created for the following iteration T for the second limited discovery 
stage 

(
S2
)
 is denoted as S2(T + 1) . The levy flying behavior of Bonelli’s eagle is repre-

sented as Levy(E) based on the space of dimension E and which is estimated using the 
Eq. (6). The random solution within the range of [1 P] at the iteration of l . The distribution 
function of levy flight is also estimated using Eq. (8) as follows.

where the constant values are denoted as b which are fixed to different random numbers as 
0.01, q, and � in the range of 0 and 1 . Whereas, the value of � is estimated using the Eq. (9) 
are as follows.

where the constant value is represented as � which is constant at the value of 1.5 . Using 
Eq. (7), the generated swirling shape in the discovery phase is utilizing the value of u and v

where,

The total number of discovering phase cycles is fixed by assuming the value of c1 is in 
the range of 1 and 20, the small value of W  is fixed to 0.00565, and the integer number 

(6)SV (T) =
1

P

P∑
l=1

Sl(T), ∀n = 1, 2,… ,D

(7)S2(T + 1) = Sbest(T) × Levy(E) + SG(T) + (v − u)∗rand

(8)Levy(E) = b ×
q × �

|�| 1

�

(9)� =

⎛
⎜⎜⎜⎝

Γ(1 + �) × sine
(��)

2

Γ

�
1+�

2

�
× � × 2

(�−1)

2

⎞⎟⎟⎟⎠

(10)v = c × cos (�)

(11)u = c × sin (�)

(12)c = c1 +W × E1

(13)� = −� × E1 + �1

(14)�1 =
3 × �

2
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is denoted as E1 towards the discovering phase which ranges from 1 to the length of the 
discovering space.The small value � is assumed in the range of 0.005.

4.3.2.4  Extended Manipulation  After the identification of the particular location of the 
prey in the extended manipulation phase S3 , the Bonelli’s eagle is ready for the landing 
stage and gets hold of the prey. In the process of preliminary attack, the Bonelli’s eagle 
moves forward vertically to identify the location of prey. This flow of attack is generally 
referred to as the slow descent attack and tries to get close to the target prey known as 
low flight. This flow of behavior is described in Eq. (15) as follows,

The solution of the third iteration of T is represented as S3(T + 1) which is produced 
by the third extended manipulation method S3 . Up until the third iteration, the optimal 
solution is described as Sbest(T) . Then the average value of the present solution at Tth 
iteration is estimated using the Eq. (6). The random number is in the range of 0 and 1 
which is denoted as rand.

4.3.2.5  Limited Manipulation  In the fourth limited exploitation 
(
S4
)
 phase, the Bonelli’s 

eagle moves nearer to the prey, then the attacking is done depending on the stochastic 
movements of the Bonelli’s eagle toward the land which is defined as walking and taking 
hold of prey. Consequently, the Bonelli’s eagle attack the prey at the final stage of the 
extended and the limited discovery as well as the manipulation stage which is mathemati-
cally expressed in Eq. (16) as follows.

where the solution of the fourth iteration of T is represented as S4(T + 1) which is pro-
duced by the third extended manipulation method S4 . Equation (17) is used to calculate the 
quality function M to determine the equilibrium of the discovering strategies. The different 
movements of the Bonelli’s eagle which is utilized to attack the prey are denoted as Q1 dur-
ing the escaping stage. The flight slope of Bonelli’s eagle is represented by Q2 ranges from 
2 to 0 during the escaping strategy of prey from the initial location to the final location 
using the Eq. (19) and where the Tth iteration present solution is denoted as S(T).

where at the Tth iteration, the value of the quality function is denoted as M(T) , the random 
value is denoted as rand in the range of 0 and 1, and the maximum number of iterations, as 
well as the present iteration, are represented as t and T.

4.3.2.6  Modernizing Phase  In this modernizing phase, the convergence rate of Bonelli’s 
eagle is improved by integrating the flying behavior in terms of the high frequency and 

(15)S3(T + 1) =
(
Sbest(T) − SV (T)

)
× � − rand + ((J − K) × rand + K) × �

(16)S4(T + 1) = M × Sbest(T) −
(
Q1 × S(T) × rand

)
− Q2 × Levy(E) + rand × Q1

(17)M(T) = T
2×rand−1

(1−t)2

(18)Q1 = 2 × rand − 1

(19)Q2 = 2 ×

(
1 −

T

t

)
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velocity of the flying foxes in the extended discovery, Limited discovery, and limited 
manipulation phase. Thus, the updated flying fox equation is formulated in Eq. (20),

where the frequency of the flying foxes is denoted as g and the velocity is represented as h 
in the renovated stage. Integration of both the flying fox character and the Bonelli’s eagle 
character improves the convergence rate of the developed optimization, then the equation 
is expressed as,

Thus, the Eq. (5) in the extended discovery phase is substituted in Eq. (21) as follows,

where Sl� represents the current new solution in the flying fox behavior, thus the Sl� can be 
written as Sbest(�) . Then the Eq. (22) becomes as,

Similarly, Eq. (7) in the limited discovery phase becomes,

When integrating the flying fox behavior in Eq.  (16) in the limited manipulation 
phase becomes as,

where the Eqs. (24), (26), and (28) are the modernized phase of the developed smart echo-
location optimization in which the convergence rate is quickly improved.

The pseudocode ofthe developed Smart echolocation optimization is described in 
algorithm 1 as follows,

(20)Sl, flying fox(� + 1) = Sl�
[
1 + gl

]
+ hl� − glS

∗

(21)Sl(T + 1) =
1

2

[
Sl, flying fox(� + 1) + S1,Bonelli�s eagle(T + 1)

]

(22)
Sl(T + 1) =

1

2

[(
Sl�

[
1 + gl

]
+ hl� − glS

∗
)
+

(
Sbest(T) ×

(
1 −

T

t

)
+
(
SV (T) − Sbest(T) ∗ rand

))]

(23)
Sl(T + 1) =

1

2

[(
Sbest�

[
1 + gl

]
+ hl� − glS

∗
)
+

(
Sbest(T) ×

(
1 −

T

t

)
+
(
SV (T) − Sbest(T) ∗ rand

))]

(24)

Sl(T + 1) =
1

2

[(
Sbest�

(
gl
)
+ �

(
Sbest + hl

)
− glS

∗
)
+ Sbest(T)

[
1 −

T

t
− rand

]
+ Sv(T)

]

(25)
Sl(T + 1) =

1

2

[(
Sbest�

[
1 + gl

]
+ hl� − glS

∗
)
+
(
Sbest(T) × Levy(E) + SG(T) + (v − u)∗rand

)]

(26)
Sl(T + 1) =

1

2

[(
Sbestgl + �

(
Sbest + hl

)
− glS

∗
)
+
(
Sbest(T) × Levy(E) + SG(T) + (v − u)∗rand

)]

(27)
Sl(T + 1) =

1

2

[(
Sbest�

[
1 + gl

]
+ hl� − glS

∗
)
+
(
M × Sbest(T)

−
(
Q

1
× S(T) × rand

)
− Q

2
× Levy(E) + rand × Q

1

)]

(28)
Sl(T + 1) =

1

2

[(
Sbestgl + �

(
Sbest + hl

)
− glS

∗
)

+
(
M × Sbest(T) − Q

2
× Levy(E) + rand × Q

1
(1 − S(T))

)]
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5 � Results and Discussion

The Consensus Activation Function (CAF) enabled Neural Network (NN)-based Smart 
Healthcare (SH) Using Blockchain IOT with the better performance is verified in this sec-
tion. The performance of the developed method is verified by considering the performance 
measures as Accuracy, Sensitivity, and Specificity. In this section, the developed method 
reveals better performance when associated with other existing dominant methods.

S. 
No

Algorithm 1. Smart echolocation optimization-based pseudocode

1. Input: ( )1 2' ' , ,...S S S S SΡ= ;
2. Output: ( )1lS Τ+ ;  
3. Solution generation
4. Population Ρ initialization of the Bonelli’s eagle 
5. Parameter initialization of the Bonelli’s eagle ( ). ., , ,i e and soonγ δ
6. Estimate fitness value
7. ( )bestS Τ =Determine according to fitness value
8. For 1,2,..l = Ρ
9.  Renovate ( )vS Τ
10.

if 2
3

t Τ ≤ ∗  
11. Extended discovery
12. Renovate the solution using 

( ) ( ) ( ) ( )( )1 1 1best V bestS S S S rand
t
Τ Τ+ = Τ × − + Τ − Τ ∗  

13. else if 
14. Limited discovery
15. if 0.5rand ≤
16. Extended manipulation
17. Renovate the solution using 

( ) ( ) ( )( ) ( )( )3 1 best VS S S rand J rand δγΤ+ = Τ − Τ × − + −Κ × +Κ ×
18. else if
19. Limited manipulation
20. Modernizing phase
21. Modernizing the extended discovery phase 
22.

  ( ) ( ) ( )( ) ( ) ( )1 11
2l best l best l l best vS S g S h g S S rand S

t
τ τ ∗  Τ Τ+ = + + − + Τ − − + Τ     

23. Modernizing the Limited discovery phase
24.

( ) ( )( ) ( ) ( ) ( ) ( )( )11
2l best l best l l best GS S g S h g S S Levy S v u randτ ∗∗ Τ+ = + + − + Τ × Ε + Τ + −  

25. Modernizing the Limited manipulation phase
26. ( ) ( )( ) ( ) ( ) ( )( )( )12

1 11
2l best l best l l bestS S g S h g S S Q Levy rand Q Sτ ∗ Τ+ = + + − + Μ× Τ − × Ε + × − Τ 

27. End while
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5.1 � Preliminary Setup

The CAF-NN-based SH using BIoT is executed in the Windows 10 operating system 
with the MATLAB tool in 8  GB RAM to depict the effectiveness of the developed 
method for enhancing the quality of medical service.

5.2 � Performance Measures

The performance of the established model is recognized by considering the performance 
measures are as follows,

5.2.1 � Accuracy

The developed CAF-NN-based SH using BIoT classifier accuracy is detected by the 
ratio of true prediction of positive values and true prediction of negative values with the 
entiresamples.

5.2.2 � Sensitivity

The developed CAF-NN-based SH using BIoT classifier accuracy is detected by the 
ratio of correct prediction of values to the fraction of the sum of correct and wrong 
predictions.

5.2.3 � Specificity

The developed CAF-NN-based SH using BIoT classifier accuracy is detected by the ratio 
of accurate prediction of real false values to the fraction of predicting the addition of real 
false and wrong positive.

5.3 � Dataset

The Pima Indian Diabetes dataset source is collected from the UCI machine learning repos-
itory with 8 attributes, one binary class, and 768 instances. In the dataset, the diastolic 
blood pressure rate in mm Hg, Diabetes pedigree function, Number of times pregnant,Body 

(29)Acc =
True prediction of positive values and negative values

Entire samples

(30)Sen =
Correct prediction of values

Sum of correct and wrong predictions

(31)Speci =
Accurate prediction of real false values

Addition of real false and wrong positive predictions
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mass index Kgm-2,Plasma glucose concentration,2-Hour serum insulin (mu U/ml), Age in 
years, and Triceps skinfold thickness (mm).

5.4 � Comparative Methods

The Consensus Activation Function-Neural Network-based Smart Healthcare using Block-
chain Internet of Things (CAF-NN based SH using BIoT) classifier is evaluated with the 
various existing methods such as Internet of Things enabled Blockchain Smart Healthcare 
using K-Nearest Neighbors (IoT Enabled Blockchain SH using KNN) [32], Internet of 
Things-enabled Blockchain Smart Healthcare using Support Vector Machine (IoT Enabled 
Blockchain SH using SVM) [33], Blockchain Internet of Things Health Records (BIoTHR) 
[5], Fog cloud computing-based blockchain (Fog C-based blockchain) [15], Secure Com-
munication and Authentication Blockchain-enabled Internet of Things (SCAB-IoTA) [14], 
Neural Network-based Smart Healthcare using Blockchain Internet of Things (NN based 
SH using BIoT) [34], Bat optimization-Neural Network-based Smart Healthcare using 
Blockchain Internet of Things (BO-NN based SH using BIoT) [31], Aquila optimization-
Neural Network-based Smart Healthcare using Blockchain Internet of Things (AO-NN 
based SH using BIoT) [30].

5.4.1 � Comparative Analysis

The CAF-NN-based SH using BIoT classifier is compared to the various existing meth-
ods for the secure transmission and storage of medical health records. Whereas the data 
collected from the Pima Indian Diabetes Dataset and the performance of the optimized 
method are analyzed by the training percentage. The efficiency of the developed method 
depends on the various performance measures such as accuracy, sensitivity, and specificity 
depending on the various nodes as 50, 100, and 200.

5.4.1.1  Comparison Based on  50 Nodes  The accuracy of the developed method and the 
compared existing methods are exposed in Fig.  4a). The developed CAF-NN-based SH 
using BIoT classifier achieves an 8.854% accuracy improvement in the training percentage 
50 than the NN-based SH using BIoT classifier in predicting the disease of the patient and 
also the quality of service. Thus, the developed method has a 91.962% accuracy at the train-
ing percentage of 80 in the analysis of considering 50 nodes.

The sensitivity of the developed method and the compared existing methods are 
exposed in Fig. 4b). The developed CAF-NN-based SH using BIoT classifier achieves a 
4.458% sensitivity improvement in the training percentage 60 than the BO-NN-based SH 
using BIoTclassifier in predicting the disease of the patient and also the quality of service. 
Thus, the developed method has a 95.398% sensitivity at the training percentage of 80 in 
the analysis of considering 50 nodes.

The specificity of the developed method and the compared existing methods are exposed 
in Fig. 4c). The developed CAF-NN-based SH using BIoT classifier achieves 1.772% spec-
ificity improvement in the training percentage 70 than the AO-NN-based SH using BIoT 
classifier in predicting the disease of the patient and also the quality of service. Thus, the 
developed method has a 90.246% specificity at the training percentage of 80 in the analysis 
of considering 50 nodes.
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Fig. 4   Comparability analysis based on training percentage with a accuracy b sensitivity, and c specificity
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Fig. 5   Comparison of model achievements (training percentage vs. metrics) with 100 nodes, a accuracy, b 
sensitivity, and c specificity
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Fig. 6   Comparison of model achievements (training percentage vs. metrics) with 200 nodes, a accuracy, b 
sensitivity, and c specificity
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5.4.1.2  Network with  100 Nodes and  Performance Evaluation  The analysis of methods 
when network is simulated with 100 nodes is shown in Fig. 5. The developed CAF-NN-
based SH achieves 8.666% accuracy improvement at 50% training comparative with NN- 
SH in predicting the disease of the patient (Fig. 5a). Thus, the developed model attained 
91.962% accuracy at 80% training with 100 nodes in the simulation area.

The sensitivity analysis is presented in Fig.  5b). The CAF-NN-based SH achieves a 
3.141% sensitivity improvement at the training percentage 60 than the BO-NN- SH using 
BIoT classifier in predicting the disease of the patient and also the quality of service. Thus, 
the developed method acquires 95.410% sensitivity at the training percentage of 80 with 
100 nodes.

The specificity of the developed method and the compared existing methods are exposed 
in Fig.  5c). The developed CAF-NN-based SH using BIoT classifier achieves a 1.152% 
specificity improvement in the training percentage 70 than the AO-NN-based SH using 
BIoT classifier in predicting the disease of the patient and also the quality of service. Thus, 
the developed method has an 88.674% specificity at the training percentage of 80 in the 
analysis of considering 100 nodes.

5.4.1.3  Network with 200 Nodes and Achievements of  the Classification Model  The per-
formance with the network of 200 nodes is demonstrated in Fig. 6a). The developed CAF-
NN-based SH using BIoT classifier achieves a 7.144% accuracy improvement in the training 
percentage 50 than the NN-based SH using BIoT classifier in predicting the disease of the 
patient and also the quality of service. Thus, the developed method attains 93.535% accu-
racy at the training percentage of 80 with 200 nodes.

The sensitivity of the developed method and the compared existing methods are exposed 
in Fig. 6b). The CAF-NN-based SH in BIoT shows 3.042% improvement comparing with 
BO-NN-based SH at 60% training. Thus, the developed method attained 96.615% sensitiv-
ity at 80% with 200 nodes in network.

The specificity of the methods is shown in Fig. 6c). The developed CAF-NN-based SH 
using BIoT classifier achieves a 1.773% specificity improvement in the training percentage 
70 than the AO-NN-based SH using BIoT classifier in predicting the disease of the patient 
and also the quality of service. Thus, the developed method attained 91.143% specificity at 
80% of training with 200 nodes in the network.

5.5 � Comparative Discussion

The CAF-NN model achieves better performance in securing the data in secure transmis-
sion as well as the quality of service when compared to the previously developed methods 
related to blockchain and IoT. The improved performance of the CAF-NN model in disease 
identification in the BIoT applications is demonstrated in the Table 1.
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6 � Conclusion

In this research, the CAF-NN based SH using BIoT enhance the quality of medical services 
and the secure transmission of data in the network system. Initially, the health details of 
the patient are gathered from the various affixed IoT senor layers, then the collected data 
proceeded to the device-to-device data communication. The communication path selection 
depends on the network parameters, such as energy, network lifetime, and communication 
distance. Before the storage of collected data, the data should be initially encrypted. Block-
chain has become a developing technology in the different fields that ensure improved pri-
vacy and security. It reduces the probability of every single operation which protects the 
system from fraud transactions and also provides accessible exposure for various needs. 
Blockchain keeps data in an assured database with a well-encrypted technique such as 
hashes and encryption. The consensus-based activation function eliminates the sensitiv-
ity related to identifying the contradictory examples with minor concerns and also the 
unwanted input signals are also completely reduced for an individual sample. The parame-
ters of the developed optimized neural network classifier are identified by the smart echolo-
cation optimization by generating various solutions and analyzing the optimal fitness value 
for tuning the classifier.
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