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Abstract
Internet of Things (IoT) is a concept that aims to make the real world more intelligent but 
susceptible to various attacks. In this paper, we focus on wireless sensor networks (WSNs), 
as a founding block in the IoT presenting the vulnerability of routing attacks against Rout-
ing Protocol for Low power and Lossy Network (RPL). Besides, we discuss some exist-
ing research proposals to detect intrusions, and we develop a technique for detecting three 
types of attacks against RPL. We simulate using Contiki-Cooja four network scenarios one 
normal and three malicious presenting different attacks, to be able to generate the training 
and the test sets that are used in the machine learning phase, in which we used WEKA, 
to decide according to the database whether the behavior is normal or malicious. For this 
phase, we use different classification algorithms, which enable us to obtain a high precision 
value that is superior to 96% in all cases.

Keywords WSN · RPL · Attacks · Machine learning · Classification

1 Introduction

The Internet of Things (IoT) is a concept that aims to make the real world more intelli-
gent, by connecting objects without human intervention, and which is implicated in almost 
all the fields; Energy management, transportation systems, homes and buildings, industry 
and even healthcare. So it will be a world blanketed with billions of sensors that are tak-
ing information from real physical objects and uploading it to the Internet. This entails 
the exploitation of wireless sensor networks (WSNs), radio identification systems (RFID)... 
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based on various protocols that enable the communication of these devices (e.g., Wi-Fi, 
Bluetooth, ZigBee,etc.).

In this paper we address the challenge to WSN as the founding block of IoT, which is 
an ad-hoc network with a large number of low-cost and battery-powered sensor nodes. The 
role of these sensors is to detect physical or environmental conditions such as heat, humid-
ity, pressure, movement, etc. These networks generally include sink nodes, sensor nodes, 
and clients. Sensor nodes, which are randomly deployed, collect data and send it to the 
base station in this network which is the sink node. Over the transmission process, data 
may be handled by multiple nodes to get to the sink node after multi-hop routing, lastly 
attain the end user through the internet or satellite. According to specifications provided 
by IEEE 802.15.4 [1] WSN uses 6lowpan (IPv6 over Low- Power Wireless Personal Area 
Networks) and RPL (Routing Protocol for Low power and Lossy Network) on the network 
layer and CoAP (Constrained Application Protocol) or MQTT (Message Queuing Telem-
etry Transport) on the application layer.

RPL is a novel distance vector routing protocol standardized for constrained 6LoWPAN 
networks enabling nodes to communicate in a mesh topology [2].However, it is susceptible 
to diverse security issues and has some important privacy concerns, so appropriate mecha-
nisms to secure communications will be fundamental. In this paper, we propose an anom-
aly based detection method to discover specific RPL attacks in a WSN network, relying 
on classification algorithms. Thereby we use WEKA as machine learning tool, to decide 
whether a behavior is normal or malicious according to datasets that are obtained by moni-
toring different network scenarios simulated using Contiki-Cooja.

Our proposed solution has the benefit of detecting three types of attacks using three 
different classification algorithms and ensemble learning. Besides unlike previous work it 
puts minimum charge on the wireless sensor network and enhances power consumption.We 
also ensure a lightweight detection by selecting only meaningful features to reveal matches.

The rest of the paper is organized as follows. In Section II we discuss the routing attacks 
against RPL. In Section III, we present the related work. The implementation of the pro-
posed system is explained in Section IV and results are depicted in section V. Finally, we 
conclude the paper in section VI.

2  Routing Attacks Against RPL

In this section, we address the RPL protocol, its topology and its well-known attacks.

2.1  Routing Protocol for Low power and Lossy Network:RPL

Routing protocols are the basic building block for communication in any network. Since 
wireless sensor networks have strong resource limitations (energy, memory, computing 
power), the routing protocols for typical wired networks (OSPF, IS -IS) and for ad-hoc 
networks (AODV, OSLR) are not suitable for the characteristics of this type of network. 
That’s why the IETF Routing over Low power and Lossy networks working group (ROLL) 
standardized a new routing protocol called IPv6 Routing Protocol for LLNs (RPL) [3].

RPL is developed specifically for the 6LoWPAN network, the main idea of this pro-
tocol is having instant knowledge of the state of the network due to DODAG (Destina-
tion Oriented Dynamic Acyclic) graphs. DODAG is a graph which organizes nodes into a 
hierarchical structure of a single destination that is the root node of the network, children 
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and further descendants. This graph is created using an objective function that helps to 
optimize the metric used in the choice of routes. An RPL DODAG is created by the use of 
the following ICMPv6 control messages, as depicted in Fig. 1, DODAG Information Solic-
itation (DIS), DODAG Information Object (DIO) and Destination Advertisement Object 
(DAO).

A node can access a network by broadcasting DIS messages to request DIO messages 
from its neighbors. A DIO message is the most important message type in RPL, it is broad-
casted initially by the root node, and it contains information needed by the other nodes to 
discover an RPL instance, so by receiving the DIO packets the nodes create their routing 
tables. These messages are broadcasted periodically with a rate that is set on by the trickle 
algorithm . If a new node joins the topology, all nodes send DIO packet again to reform 
DODAG and essentially, the more stable a DODAG is, the fewer DIO transmissions there 
are. DAO packets are sent to the parent node, asking permission for connection, the parent 
node therefore send back a DIO-ACK packet to accept this connection.

2.2  Attacks Against RPL

The taxonomy of RPL attacks as presented in [4], shows three categories of security attacks 
against RPL.

2.2.1  Attacks Against resources

This category covers attacks against resources, which leads to resource exhaustion by push-
ing the nodes to consume all their resources (energy, memory, and processor) in unneces-
sary actions.

• HELLO flooding : Flooding causes a congestion of the communication chan-
nels through retransmitting useless messages and high traffic. HELLO messages are 
exchanged between neighboring nodes in the network to declare their presence and 
availability. An attacker, using a powerful machine, sends a huge number of HELLO 
packets to different nodes, so that they will treat it as their neighbor, and they will trans-

Fig. 1  Control messages of 
DODAG
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mit their data to this machine, thus besides the congestion of the communication chan-
nel, there is the loss of these packets. In RPL protocol a malicious node sends HELLO 
messages by DIS packets.

• Version number modification attack : The version number is an important field of each 
DIO message and it is incremented only by the root node. In this attack, the malicious 
node increases the version number, which causes an unnecessary graph rebuilding, so 
a DIO packet with invalid version number leads the root to update and reset its trickle 
timer to resend a new DIO.

2.2.2  Attacks Against topology

This category contains attacks targeting the topology of the network. The aim of these 
attacks is to disrupt the normal operation of the network, which could then cause the isola-
tion of one or more legitimate nodes.

• Wormhole attack : These attacks can undercut or disable wireless sensor networks. In 
a wormhole attack, two malicious nodes establish a direct low-latency link between 
them, so they receive packets at one point in the network, sends them through the 
wormhole link and replays them at the other point [5].

• Black hole attack in a network would signify that one or more malevolent nodes would 
fully or partially drop data packets being routed through it, which leads to disruptions in 
the normal data flow in the network [1]. A malicious node falsifies the routing informa-
tion, advertises itself as the best route towards the control node (called sink node), to 
force the passage of data by itself. Its only mission is then to transfer nothing, creating 
a kind of well or black hole in the network. The rise in the number of DIO messages 
exchanged between the nodes is a clear sign of this attack due to the rank change effec-
tuated by the malicious node.

2.2.3  Attacks Against Network Traffic

This category presents attacks against network traffic. These attacks lead to information 
leakage by impersonating legitimate nodes or eavesdropping the traffic.

• Sybil attack: In this attack, the adversary may manipulate false identities on the same 
physical node to bother the performance of the network. By broadcasting messages 
with multiple identifications, a Sybil node can take control over large parts of a net-
work.

• Spoofing : Spoofing is the identity attack, where the purpose of the hacker is to damage 
the data routing in the network that are controlled through the identity of nodes. With a 
legitimate ID, the attacker can take part in exchanging routing data by altering this data 
or distributing false information.

3  Related Work

In a network or a system, any type of illegitimate or unauthorized activity is an intru-
sion. The concept of intrusion detection was primary proposed by Anderson in 1980 [6] 
and is introduced to network system by Heberlein in the year of 1990 [7]. The intrusion 
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detection system (IDS) is an active process that analyzes network activity and system by 
the gathering of tools, methods, and resources to identify and detect intruders or malevo-
lent activities, and then declare an alarm to report that a malicious activity has occurred or 
is in progress. These systems (IDSs) afford specific information of the intruder that help in 
the detection such as identification of the attacker, location, time, intrusion type and layer 
where the intrusion occurs (physical, data link, network).

In [8], Gupta et  al. suggested an architecture which uses computational intelligence 
algorithms to construct the normal behavior profile of each different device in the network. 
However, for this proposed system the authors did not consider networks with low capacity 
devices.

In [9], Kavitha et  al. suggested a technique based on hierarchical cluster that detects 
anomalies in wireless networks. Authors assure that the proposed method is faster thanks 
to clustering algorithm when compared to other data mining methods. But the inconven-
ience of this method is that it is not adapted to larger dataset.

In [10], Yavuz et al. proposed a deep-learning-based machine learning method to detect 
some RPL routing attacks. The authors built deep neural network models trained with the 
IRAD datasets. They attained a high performance (over 99%), however, they didn’t study 
the impact of the attacks on energy consumption.

In [11], the authors proposed a hyper grid KNN based anomaly detection in wireless 
sensor networks to detect cyber-attack. The detection region of conventional KNN is rede-
fined as Hypercube and the parameters are estimated in a dynamic and adaptive way. The 
major benefit of this technique is that it is not required to adjust the parameters manually. 
But the authors assume that the training data do not contain any anomalous data although it 
is not always feasible to collect pure data from any WSN environment.

In [12], Napiah et  al. proposed a Compression Header Analyzer Intrusion Detection 
System (CHA-IDS) to detectWormhole, Sinkhole, and HELLO flood attacks. That IDS 
analyzes 6LoWPAN compression header data to extract important features that are used 
for detecting combined and individual routing attacks. CHA-IDS uses best first and greedy 
stepwise with correlation-based feature selection to define only significant features needed 
for the detection, then those features are classified as normal and malicious traffic using dif-
ferent machine learning algorithms; Logistic Regression, Random Forest, Decision Trees, 
Naive Bayes, Support Vector Machine and Multilayer Perceptron. The major limitation of 
CHA-IDS is that it is not able to identify the attacker, besides it includes high energy and 
memory consumption.

[13] a signature-based IDS is proposed to detect version number and DIS attacks. In this 
IDS the detection and monitoring modules are placed on nodes, therefore the authors con-
sider two types of additional nodes. The first are IDS routers, and the second are IDS detec-
tors which monitor and send malicious traffic information to the IDS router that decides if 
the packet source is malicious or not, relying on the calculation of different metrics like; 
Received Signal Strength Indicator (RSSI), packet sending rate and packet drop rate. The 
major limitation of this technique is that it is not validated.

In [14] Shafique et al. proposed a specification based IDS to detect rank attacks in RPL 
networks. The proposed Sinkbased Intrusion Detection System (SBIDS) utilizes infor-
mation in the DAO message such as node’s previous rank (NPVR), node’s current rank 
(NCR), node’s parent rank (NPR), and parent switching threshold (PST) to distinguish 
normal and malicious nodes. This IDS reaches 100% accuracy in a static network, but it 
decreases when adding mobile nodes in the network, the other limitation is the high power 
consumption average of nodes.
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In [15] the authors suggested a signature-based Network IDS to detect routing attacks in 
RPL-based IoT networks; Local Repair, Hello Flooding, SinkHole, Selective Forwarding, 
Sybil, BlackHole and Clone ID, this IDS called ELNIDS is based on combining different 
types of ML classifiers : Subspace Discriminant, Bagged Trees, Boosted Trees, and RUS-
Boosted Tree. Each classifier is evaluated individually, then ensemble learning is applied to 
enhance the accuracy. Experimental results show that the best accuracy attained is 94.5% 
for the ensemble of Boosted Tree, and 77.8% for the Subspace Discriminant model.

In [16] Kumar et  al. presented a unified intrusion detection system for IoT networks 
(UIDS) to detect DoS, exploit, generic and probe. The authors used the decision tree clas-
sifier on UNSW-NB15 dataset. Experimental results show that this signature-based IDS 
reaches better accuracy when compared with existing models: ENADS and DENDRON. 
However the UNSW-NB15 dataset is not specific to IoT , and the system is not able to 
detect unknown attacks.

In [17] Parra et  al. proposed a cloud-based approach for IoT environment using deep 
learning to detect distributed attacks: Botnets, phishing and DDoS. The system includes 
two security models: a cloud-based temporal Long-Short Term Memory (LSTM) and a 
Distributed Convolutional Neural Network (DCNN) model. Experiments show that the 
best performance is attained when detecting Botnet attacks with an accuracy of 94.80%. 
For this approach more training time is needed.

In [18] Ulla et al. suggested an anomaly-based IDS for IoT networks to detect attacks 
such as DoS, DDoS, flooding attacks, OS Scan, Port Scan, Mirai, etc. the authors used a 
convolutional neural network model in 1D, 2D, and 3D to implement binary and multi-
class classification. The proposed approach achieved high accuracy, but the deep learning 
approaches require more training time and computational costs.

In [19] the authors presented a supervised machine learning-based support vector 
machine (SVM) IDS, that detects attempts to inject unnecessary data into IoT networks. 
For this approach, Jan et al. used The CICID2017 dataset, where the rate of packet arrival 
was the only attribute considered to classify the packets as benign or intrusive.

Although these recent proposed approaches were able to attain high performance, there 
are many limitations that are needed to be addressed. Features in the dataset need to be 
more analyzed to examine the correlations between selected features. As we focus on WSN 
nodes, it is very important to minimize processing and communication costs. So, feature 
analysis needs to be optimized to reach this goal that was a priority in our approach in 
which we applied preprocessing and feature selection to our dataset to improve efficiency 
and reduce time and computational costs.

The proposed system overcomes the above limitations, as it puts minimum charge on 
the wireless sensor network as it needs only the packet traces of the network to detect and 
predict attacks which can be collected by specially designated nodes or network record-
ing equipment, also our technique Enhances power consumption by notifying the network 
administrator at an early phase about a certain attack.

4  Proposed System

The large amount of network and sensing data generated by sensors in WSN makes 
machine learning methods very effective in detecting intruders. In this paper, we detected 
3 types of routing attacks; blackhole, hello flooding and version number modification, 
using machine learning algorithms, where the main idea is defining a normal profile and 
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comparing it the an observed one. To build our system we started with simulating four 
network scenarios using Contiki simulator which is a flexible and light operating system 
for sensor networks, it is open source, written in C and can be used in both commercial 
and noncommercial systems, Contiki has one of the major tools called cooja which is a 
software simulator designed for wireless sensor networks. The first scenario is called nor-
mal network, because it is free from any malicious activity. It includes 1 sink node and 24 
sender nodes, these nodes were randomly placed on a grid of 200x200 meters, communi-
cating using the protocol 6LoWPAN and the RPL as routing protocol. The other scenarios 
represent the malicious networks, in which one of the sender nodes is randomly selected 
from the 24 nodes to behave in a malicious way. After the simulation we moved to the pre-
processing and feature selection to build our dataset.

4.1  Preprocessing and Feature Selection

In this section we describe the choice of the appropriate attributes to build the datasets 
needed for the machine learning phase.

4.1.1  Data Extraction

The data features we use in our machine learning models have a big influence on the 
results. Choosing appropriate attributes is a real fundamental challenge for good detection. 
To obtain data in relation with detecting the malicious nodes we continuously captured the 
network traffic considering observation windows of duration t, , in our case t = 5 seconds. 
Messages (such as DIS, DIO, and DAO) are observed using the “Radio messages” tool 
of COOJA, which enables us to generate PCAP files that are analyzed using Wireshark. 
By understanding the principal of the different attacks we took into account the following 
metrics:

• Number of DIS messages: The number of DIS messages exchanged between the nodes 
is calculated within a window size of 5 seconds.

• Number of DIO messages: The number of DIO messages exchanged between the nodes 
is calculated within a window size of 5 seconds.

• Number of DAO messages: The number of DAO messages exchanged between the 
nodes is calculated within a window size of 5 seconds.

• Version number modification: The version number describes the version of a DODAG 
graph, it is a field of DIO packet which is supposed to remain unchanged by the other 
nodes and only incremented by the root node. For our approach, to detect the version 
number modification attack we set the attribute version_modification = 0 if the version 
number is stable and version_modification = 1 if there is a modification.

• Rank value average: The rank of a node is a field of DIO packet which indicates 
the node’s position within a DODAG with respect to the root. This value could be 
decreased by the malicious node to declare a better rank than neighbors, causing the 
modification of the DODAG, which is the principle of some attacks such as blackhole 
attack. In our approach we calculated the rank average in DIO message using window 
size of 5 seconds.
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• Power consumption: In order to evaluate the impact of the different attacks on energy 
consumption, we considered the power consumption average of all the motes which is 
offered by the Power Tracker tool of COOJA.

A sample of the data captured from the simulation while monitoring the normal and the 
malicious behaviors (blackhole, Hello flooding, version modification) is presented respec-
tively in the Tables 1, 2, 3 and 4.

It is obvious that due to malicious activity introduced by node11 in all the malicious 
networks, there is instability in the network topology. For the network containing a black-
hole attack, there is a clear increase in the number of DIO messages during every t= 5 

Table 1  Trace of the normal 
scenario

DIS_nbr DIO_nbr DAO_nbr POWER_
CONSP %

Rank_avg Ver-
sion_
modif

517 30 0 1.82 128 0
0 242 1769 4.29 461.12 0
39 839 2375 6.99 765.51 0
0 1738 651 7.97 824.36 0
0 579 656 7.22 965.27 0
0 1129 1311 6.94 902.31 0
0 712 386 7.8 1142.89 0

Table 2  Trace of Blackhole 
attack scenario

DIS_nbr DIO_nbr DAO_nbr POWER_
CONSP %

Rank_avg Ver-
sion_
modif

517 103 0 1.72 128 0
0 1253 2343 3.78 402.31 0
39 1633 2576 7.63 632.15 0
0 1508 2269 8.15 745.54 0
0 877 1173 10.42 702.35 0
0 1356 1730 11.45 845.12 0
0 1926 1203 11.4 933.27 0

Table 3  Trace of HELLO 
Flooding attack scenario

DIS_nbr DIO_nbr DAO_nbr POWER_
CONSP %

Rank_avg Ver-
sion_
modif

1278 30 0 8.19 128 0
952 137 973 9.82 423.12 0
948 193 1146 11.25 794.64 0
691 821 936 11.89 789.84 0
866 898 1240 11.79 951.23 0
550 439 2435 12.19 917.45 0
521 892 320 12.11 1003.62 0
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seconds, when compared to normal network scenario, we note also that there is a decrease 
in the rank average which explains the impact of the attack. As explained in the previous 
section, a node performing hello flooding attack broadcasts a huge number of DIS packets 
which is evident in the dataset. In the last dataset, showing the results of the version num-
ber modification attack, the attribute version_modification = 1, which means that there is 
modification in the version number.

For the power transmission consumption average, it is clear that the malicious activity 
increased the energy consumption during the whole time of the simulation in all attack sce-
narios. This effect is depicted by the Fig. below( 2, 3, 4 and 5), where the power consump-
tion of each node on the active mode (ON) in the transmission radio (Tx) and the reception 
radio (Rx) is presented in the different scenarios.

Table 4  Trace of Version 
modofication attack scenario

DIS_nbr DIO_nbr DAO_nbr POWER_
CONSP %

Rank_avg Ver-
sion_
modif

517 30 0 1.78 128 0
0 1146 1008 3.64 485.98 0
39 2094 2513 8.01 754.24 0
0 2690 966 9.08 893.82 0
0 1021 1203 8.61 962.17 1
0 810 854 9.1 973.12 1
0 760 872 9.78 1174.48 1

Fig. 2  Power tracking per mote 
in the normal scenario

Fig. 3  Power tracking per mote 
in the Blachhole scenario
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4.1.2  Feature selection

The goal of machine learning is to study and train algorithms so that they can learn and 
make predictions on a large amount of data. Before running any machine learning algo-
rithm, feature selection is usually applied to the dataset which is the first and the most 
important step of designing any model because the attributes that are used to train the 
machine learning model have a big influence on the performance.

Feature Selection is the process that enables us to manually or automatically select 
the optimal subset of all features and eliminate the weakly relevant and irrelevant ones 
which can negatively impact the model performance. For the machine learning phase, 
including the feature selection process, we used Weka (Waikato Environment for 
Knowledge Analysis), which is a collection of machine learning algorithms for data 
mining, developed at the University of Waikato, New Zealand and it’s a free software 
available under the General Public License (GNU) [20, 21].

The Weka tool is written in Java and it enables:

• The pre-processing and Analysis of the features in a database.
• The Definition of the class attributes which separates the instances into the suitable 

classes.
• The application of classification, regression and clustering algorithms.
• The implementation of the most artificial intelligence algorithms, including decision 

trees and neural networks.
• The estimation of the selected algorithm’s performance.

Fig. 4  Power tracking per mote 
in the Hello flooding scenario

Fig. 5  Power tracking per mote 
in the version modification 
scenario
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To effectuate feature selection usingWeka, three main elements are required, the first 
is dataset, the second is search method and the last is evaluation method. Both search 
method and evaluation method need to be initiated and defined in a container class 
AttributeSelection. The attribute evaluator is the technique which enables evaluating 
each feature in the dataset in the context of the output variable, and Search Method 
evaluates each attribute and lists the results in a chosen form (for example in a rank 
order or the best first...).

In our model, we used WrapperSubsetEval technique as attribute evaluator, that is 
a popular technique which uses a chosen learning algorithm to evaluate attribute sets, it 
searches through the attribute space and uses the classifier to find the best attribute set. The 
result of attribute selection using WrapperSubsetEval is shown in Fig. 6.

As shown in the figure, the selected attributes are number of DIS messages, number of 
DIO, power consumption and version modification, so it’s obvious that the attributes DAO 
number and Rank avg are eliminated. This can be explicated by the fact that, as shown in 
the datasets of the attack scenarios the increase of the number of DAO packets is very low, 
also the decrease of the rank average when compared to the normal dataset, which makes 
this attributes weakly relevant.

4.2  Learning

There are two main classification techniques, supervised and unsupervised.

Fig. 6  Feature selection using Weka
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4.2.1  Supervised learning

The purpose of supervised learning is to find a function or model that can predict the 
label or class of a sample as accurately as possible, from a labeled training set. This 
type of learning approach is used to resolve various issues for WSNs like event detec-
tion, objects targeting and localization, medium access control, intrusion detection and 
security, data integrity and QoS [22]. Some of supervised machine learning algorithms 
are presented below.

• Decision Trees : The decision tree classification includes repeating input of data 
using tree of learning to predict output labels. A decision tree is composed of three 
main elements: a decision node representing test or condition on data item, a branch 
which corresponds to the one of the test attribute outcomes and a leaf which define 
the class to which the object belongs.

• Support Vector Machines : Support Vector Machines offer alternatives for neural 
networks, which are favored options for solving non convex unconstrained optimi-
zation problems, this algorithm is based on the concept of decision plans defining 
decision boundaries. A decision plan is a plan that separates a set of objects that 
belong to different classes. In WSN, SVM have been used for detecting the mali-
cious behavior of sensor nodes.

• Naïve Bayes : Naïve Bayes can be considered as an improved version of Bayes Theo-
rem. Learning techniques based on Bayesian statistics require lesser training samples 
than the others. Bayesian classifier encodes probabilistic relationships between vari-
ables of interest. This means that the probability of one attribute does not influence 
the probability of the other.

4.2.2  Unsupervised learning

The purpose of unsupervised learning is to discover classes within samples by grouping 
them by similarity without any prior knowledge. This type of learning algorithm is used 
in WSN node clustering or data aggregation at sink code scenarios. In this category 
there are two major types of algorithms, K-means clustering and principal component 
analysis.

• K-Means Clustering : This learning algorithm classifies data into different clusters. 
and works according to three major in steps starting with a random selection of k 
nodes as first centroids for different clusters, then the use of a distance function to 
instructions every node with the nearest centroid finally iteratively re-compute the 
centroids using a predefined threshold value and stop the iterations if the conver-
gence condition is met. The Kmeans clustering algorithm is favored in WSN sensor 
node clustering because of its simplicity.

• Principal Component Analysis: This learning algorithm is popular into data com-
pression field and it is utilized for dimensionality reduction. It is a multivariate 
method and its purpose is to extract important information from data in terms of 
principal components, which is nothing however a set of new orthogonal variables 
[17]. Further, this method can solve the big data problem into small data by permit-
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ting selection of only significant primary components and eliminating other lower 
order insignificant components from the model.

The supervised algorithms achieve excellent results for known intrusions, they are bet-
ter than unsupervised algorithms. In our system we are detecting already known attack 
so we are using supervised learning.

5  Results and performance

In our case we are effectuating a comparison between some classification algorithms 
usingWeka. Data used for the learning phase were captured and recorded by the simulator 
and they are divided into 2 sets. The first is the training set which is used for learning the 
model. The second is the test set that is used to validate and evaluate the model’s perfor-
mance. The evaluation of the quality of classification is done with different measures.

• Confusion matrix is an evaluation technique applied to all the types of classification 
problems. It displays the four values ; true positive (TP), true negative( TN), false 
positive(FP), and false negative(FN) in a way that the relationship between them is eas-
ily understood as shown in Table 5.

• The precision shows how many intrusions predicted by an IDS are real intrusions. A 
convenient IDS should aim for high accuracy, which means that false alarms are mini-
mized. 

• The recall is a metric that shows the percentage of predicted intrusions in relation to all 
intrusions present. A convenient IDS should have a high recall value. 

• The F-Measure uses a combination of precision and recall. 

Tables 6, 7 and 8 below show the result of learning with Weka using the respective clas-
sification algorithms: SVM, Naïve Bayes and decision tree.

Results show that, in our case we obtained high performance with all the used classi-
fication algorithms, we can see that we have a very low false positive rate and a precision 

(1)Precision =
TP

(TP + FP)

(2)Recall =
TP

(TP + FN)

(3)F_Measure = 2
precision.recall

precision + recall)

Table 5  Caption text Predicted positive Predicted 
negative

True positive TP FN
True negative FP TN
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value superior to 95% in all cases. The best performance is observed with Naïve Bayes 
classifier, in which the false positive rate is about 0.017, 0.036,0 and 0 for the classes nor-
mal, blackhole, hello flooding and version modification respectively, and the average of the 
precision value for all the classes is equals to 96%.

• ROC curves and AUC calculations: To study the accuracy of a system, outcomes like 
ROC curves and AUC are important to examine. The aim of ROC (Receiver Operat-
ing Characteristic) Curves is to analyze the performance of a classifier, by creating a 
graph of the True Positives versus False Positives for each classification threshold. A 
ROC curve that is closer to the upper left corner represents a powerful classifier, that 
perfectly separates the classes, while a curve that falls near the line y =x represents 
an inefficient classifier. The Area Under the Curve value (AUC), is a method used to 
quantify the classifier performance and is given onWeka with the ROC curve. Most 
classifiers have AUCs that fall somewhere between 0.5 and 1, a perfect classifier has 
an AUC value equals to 1, while an AUC value equals to 0.5 describes a classifier with 
no power. The Fig. 7, 8, 9 bellow show ROC curves for each attack using the different 

Table 6  Results and performance of SVM classification algorithmo

Class/metric True positive rate False positive rate Recall F-Mesure Precision

Normal 1 0.05 1 0.952 0.909
Blackhole 0.9 0.014 0.9 0.923 0.947
Hello flooding 1 0 1 1 1
Version modification 0.9 0 0.9 0.947 1
Weighted average 0.956 0.02 0.956 0.955 0.958

Table 7  Results and performance of Naïve Bayes classification algorithm

Class/metric True positive rate False positive rate Recall F-Mesure Precision

Normal 0.967 0.017 0.967 0.967 0.967
Blackhole 0.975 0.036 0.975 0.929 0.886
Hello flooding 1 0 1 1 1
Version modification 0.9 0 0.9 0.947 1
Weighted average 0.961 0.013 0.961 0.961 0.964

Table 8  Results and performance of decision tree classification algorithm

Class/metric True positive rate False positive rate Recall F-Mesure Precision

Normal 1 0.05 1 0.952 0.909
Blackhole 0.925 0.007 0.925 0.949 0.974
Hello flooding 1 0 1 1 1
Version modification 0.9 0 0.9 0.947 1
Weighted average 0.961 0.018 0.961 0.961 0.964
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classification algorithms. ROC curves show that the accuracy of Naive Bayes also over-
comes the accuracy of decision tree and SVM classifiers for the blackhole and version 
modification attacks, and it’s almost the same for the hello flooding attack. The perfor-
mance of Naïve Bayes is also proved with the AUC value which is superior to 0.98 for 
all the attacks and it’s over 0.97 for the SVM and decision tree classifiers.

• Ensemble learning method: Ensemble algorithms are a powerful class of machine learning 
algorithm where decisions of multiple algorithms are combined in some way to improve 
the performance of the model. The principal concept of ensemble learning is integrating 
several single approaches to improve the performance of the final classifier, therefore an 

Fig. 7  ROC curves of the Blackhole class

Fig. 8  ROC curves of the Version modification class
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ensemble classifier can have better accuracy than the individual base classifiers. Voting 
is the simplest ensemble algorithm and is frequently highly effective which can be used 
for regression or classification. The results show that, by using this ensemble method we 
obtained higher performance than single classifiers, we can see that we have a very low 
false positive rate and a precision value superior to 98% as shown in Fig. 10 bellow, which 
make this algorithm very accurate in our case.

Fig. 9  ROC curves of the Hello flooding class

Fig. 10  Results of learning with Ensemble learning method
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6  Conclusion

RPL in developed specifically for the 6LoWPAN protocol used within WSN networks to 
be suitable to resource limitations of WSN devices. However, this protocol is vulnerable 
to various threats that cannot be ignored and requires powerful security countermeasures.

Our aim was to detect three types of attacks against RPL protocol in WSN networks, 
ensuring a best performance by selecting only relevant features to create single models 
of classification, then a combined model to improve the accuracy. During this work, we 
followed several steps in order to reach our goal, We first simulated using Contiki Cooja 
simulator four network scenarios, one without attacks, called normal, and the others with 
one malicious sensor node in each scenario performing one of the attacks :blackhole, Hello 
flooding and version number modification. Then we build our training sets, which are 
needed for the learning phase. Our detection method relies on finding the optimal attribute 
set to reveal matches, so we used the Weka feature selection tool.

For the learning phase, we used different classification models and an ensemble learn-
ing model, which allowed us to obtain a high precision value that is superior to 96% in all 
cases .

As future work, we plan to simulate different scenarios with various rate of malicious 
and normal nodes along with a higher number of nodes. We also intend to raise our IDS 
prediction performance to detect additional routing attacks, so investigating more routing 
metrics as delay, hop count, throughput and bandwidth.
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