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Abstract
Securing the services of security such as data integrity, confidentiality and availability 
is one of the great challenges. Failure to secure above will potentially lead many cyber-
attacks. One of the greatest hits for detecting intrusion is an intrusion detection system 
(IDS) and there are so many advances put forward by many researchers. Even though there 
exists a large number of Intrusion Detection Systems intruders are still continuing with 
their job. Another evolving and yet revolutionized strategies is Deep Learning. So, inte-
grating these two systems to create an effective model that could potentially find normal or 
malicious attacks. In this paper, we classify intrusion using Deep Belief Network and Par-
ticle Swarm Optimization into categories like Normal, Probe, DoS, U2R, R2L. The dataset 
used for applying this model is DARPA 1999 and they are evaluated under various meas-
ures. Also, the proposed system is compared with other system like ANFIS, HHO, Fuzzy 
GNP in which our system outperforms better with greater accuracy of 96.5%.

Keywords  Adaptive neuro fuzzy inference system · Deep learning · Deep belief network · 
Harris Hawks optimization · Particle swarm optimization
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F-GNP	� Fuzzy graph neural processes
IDS	� Intrusion detection system
NIDS	� Network intrusion detection system
RBM	� Restricted Boltzmann machine
DAE	� Denoising auto encoder
U2R	� User to root
R2L	� Remote to local
DoS	� Denial of service
SNN	� Spiking neural network
MF	� Member function

1  Introduction

Intrusion detection systems (IDS) observe gadgets that have been added to the safety mass 
to prevent harmful action on a framework. This work centers around network intrusion 
detection systems (NIDSs) fundamentally on the grounds that they can recognize the 
broadest scope of assaults contrasted with different sorts of IDSs. Organization IDSs dis-
sect traffic to identify on-going and approaching assaults on an organization. These days, 
business IDSs fundamentally utilize an information base of rules, called marks, to attempt 
to identify assaults on an organization or on a host system. Interruption discovery frame-
works are checking gadgets which are utilized to identify interruptions on a PC or an 
organization. Interruptions are unapproved and atypical exercises which were character-
ized by Li et al. [1] as an arrangement of associated activities carried out by a noxious foe 
that results in the tradeoff of an objective framework. An interruption recognition frame-
work is a fundamental apparatus for network directors in light of the fact that without such 
a gadget, it is difficult to investigate the immense measure of parcels navigating current 
organizations consistently. After over 30 years of concentrated exploration on interruption 
location frameworks, the field is as yet open to additional examinations particularly with 
respect to the exactness of the discovery. Also, variations of referred to assaults too as new 
assaults can frequently go through the framework without being recognized. Basic IDS 
architecture is depicted in Fig. 1.

In NIDS, the recognition framework is reviewing the approaching and active organiza-
tion traffic from all hosts continuously and dependent on specific standards, it can recog-
nize and distinguish the assault, at that point, take the reasonable safety efforts to stop or 
hinder it, which essentially decreases the danger of harm to the organization [2, 3]. In any 
case, because of the fast expansion in the intricacy of the network safety assaults, the cur-
rent techniques utilized in NIDS are neglecting to adequately address this issue. Area of 
classification engine is the essential section of IDS structure that selects whether or not the 
change from above includes the vector and fits the interference definition [4]. Mostly this 
phase may be both executed as arranged signature where the classifications are finished 
with from now on defined imprints or peculiarity located in which by configuring the data 
flows of previous, the system’s conventional flow beam is learned. Albeit the initial one has 
a time of decent choice and dependability; consequently, generate a low recognition rate 
because it can’t identify new sorts of assaults. Simultaneously, the last one has adequate 
flexibility, robustness, and adaptability. Along these lines, for executing a dynamic IDS 
framework, principally the abnormality location techniques are favored particularly with a 
DL instrument [5, 6].
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To resolve the above problems, experts have started to focus on creating IDSs using AI 
techniques. AI is a kind of computerized reasoning strategy that can naturally find valuable 
data from gigantic datasets [7, 8]. AI-based IDS can reach attractive area levels when there 
is sufficient planning data and AI models are sufficiently generalizable to perceive varieties 
of attacks and new attacks. Furthermore, AI put together IDSs don’t depend vivaciously 
with respect to space data; henceforth, they are not hard to design and create. Significant 
learning is an element of AI that can reach remarkable spectacles. Differentiated and regu-
lar ML methodology, significant learning methodologies are better at overseeing immense 
data [9]. Moreover, significant learning methods can normally take in incorporate depic-
tions from unrefined data and thereafter yield results; they work from top to bottom and 
are utilitarian. A noteworthy quality of deep learning is deep construction, which contains 
many secret layers [10]. Interestingly, the usual ML models, such as SVM and KNN, con-
tain no or just a secret layer. As a result, these usual AI models are also referred to as shal-
low models.

1.1 � Key Highlights

The focus of this paper to bring an efficient DL-based detection model for classifying cer-
tain intrusion with best accuracy in which some of key notes is listed below;

a.	 Proposing an efficient intrusion detection system using DBN and PSO
b.	 Model is applied over DARPA 1999 dataset
c.	 Proposed system is compared with ANFIS, HHO, Fuzzy GNP
d.	 Accuracy of the proposed system outperforms with other cutting-edge systems

Fig. 1   Traditional IDS



1388	 P. J. Sajith, G. Nagarajan 

1 3

1.2 � Organization of the paper

As we came across the introductory part in Sect. 1, the rest as follows; Sect. 2 depict the 
related works which is proposed for recent years about IDS, Sect. 3 depicts the method-
ology of detecting potential intrusions, Sect. 4 presents the implementation and results 
and concludes in Sect. 5.

2 � Related Works

In this paper [11], a profound learning approach for interruption discovery utilizing 
Recurrent Neural Network (RNN-IDS) is proposed. RNN helps in improving the preci-
sion of classifier to accomplish compelling interruption location. It can recollect past 
data and can apply it to the current yield which makes it damn compelling than past DL 
approaches like Feed Forward Neural Networks. The display of suggested method is 
surveyed utilizing the dataset of NSL-KDD and is focused on multi and dual class que-
ries and differentiated and other methodologies of ML-based such as SVM, ANN, J48, 
and so on. Impacts of number of neurons and different learning rates are further ana-
lyzed. The outcomes show that the use of RNN for representation expands the precision 
appropriately and that its presentation is higher than standard AI application procedures 
in dual and multi-class collection.

In this work [12], a significant philosophy based on learning in the network inter-
ference area using Denoising Auto-Encoder (DAE) is completed. Reduction of weight 
work is consolidated which helps to select the predetermined amount of huge features 
to decrease the dimensionality of the components. The picked data is then portrayed 
using multi-facet perceptron (MLP) as classifier. Examinations are performed using the 
UNSW-NB data set. The results show that the assurance of the components gives an 
attractive revelation execution with low memory and power requirements.

In [13], the importance of assessing the significance of characteristics was investi-
gated for IDS with the most generally used dataset, KDDCup 99. For every part, they 
had the opportunity to share the relevance of the component to the information obtained. 
What’s more, they introduced the most applicable highlights for each class name. In 
[14] examined arbitrary woodland strategies in abuse recognition by learning examples 
of interruptions, inconsistency identification with exception discovery instrument, and 
hybrid location by consolidating both the abuse and irregularity discovery. They indi-
cated that the maltreatment method works better than the KDDCup 99 test outcome’s 
winning segments, and moreover eccentricity ID worked better stood out from other 
dispersed independent peculiarity revelation methods. By and large, it was reasoned that 
the half breed framework upgrades the presentation with the upside of joining both the 
abuse and abnormality discovery approaches [15–17]. With a computationally quicker 
calculation, greater identification rate and a lower counterfeit alert rate their structure 
contrasted higher when compared to different distributed outcomes. Nonetheless, the 
method of steady learning is cannot accept by it, this is its disadvantage. In [18], the 
SNN-based model’s introduction was considered and discovered as the excellent cal-
culation with an excessive recognizable proof rate. With declined data set, they had the 
alternative to the reason that the SNN carried out nicely for the scheme of ’U2R’ attack 
with K-infers. In any case, their work does not show overall results of the test dataset.
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This paper [19] explores the capacity of utilizing significant learning designs dynam-
ically for the area of network interference. For perceiving the class of assault with a 
pattern of multinomial, to expect whether is there any interference, a model structure 
of cloud facilitated was developed and that joins an order model of significant bino-
mial learning. The model framework coordinates profound learning models constructed 
utilizing the H2O system, also an informing administration to caution the organiza-
tion manager. A study of comparison was once finished utilizing the notable dataset of 
benchmarked NSL-KDD to differentiate the models gathered with Naive Bayes, Ran-
dom Forest, DeepLearning4J, Lib-SVM and Logistics Regression, and the significant 
models of learning H2O. The outcomes confirmed that commonly the various models 
were beaten by the model of H2O deep learning, for each multinomial and binomial 
characterization accomplishing more than 83% precision on the test dataset and over 
99.5% exactness utilizing cross-approval on the preparation dataset.

In this work [20] not all ascribes are required for recognizing assaults diminished num-
ber of highlights can diminish the discovery rate or increment the recognition. Henceforth, 
we join channel and covering based way to deal with select proper element for IDS. The 
all-inclusive work is in progress utilizing GPU offices to diminish the time taken for cal-
culation and improved outcomes. Utilizing this methodology, we consolidated channel and 
covering based way to deal with select proper highlights for distinguishing Network Intru-
sion. The inspiration of the work is in lessening the quantity of highlights with improved 
execution for a positive identification rate. The proposed work centers around NIDS. 
Despite the fact that different procedures exist in the writing for NIDS regarding determi-
nation of highlights, classifiers, the proposed work focuses on the Meta heuristic methodol-
ogy called firefly strategy for include choice and C4.5 classifier and contrasted and Bayes-
ian organization classifier.

3 � Methodology

Figure 2 represents the overall methodology of DL-based IDS in which initially sufficient 
data are collected from DARPA 1999 dataset and these are pre-processed to avoid certain 
anomalies and analysis of network is performed. Then these are passed over to extract or 
select sufficient features using PSO and are given to DBN classifier for effective classifica-
tion. Once training is completed, testing is also applied and thereby gaining 5 categories of 
intrusion. The main advantage of using the DBN is that it requires only a very small data-
set and only requires a very short training time. The accuracy is also high for DBN.

3.1 � Dataset Description

For this model for execution, we utilized DARPA 1999 dataset created in MIT Lincoln 
Laboratories. The Dataset is made by presenting physically produced network-based 
assaults [21]. Different attacks that can be potentially find in an organization is charac-
terized in a brief form [22] concerning DARPA interruption discovery evaluation dataset 
[23].

a.	 The test information of the DARPA1999 included 190 examples of the 57 attacks which 
included 8 Probes, 17 DoS, 17 R2L and 15 U2R with subtleties of attack types given in 
Table 1 [24].
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Fig. 2   Proposed system for IDS

Table 1   Dataset attack types and its classes

Attack class Attack types

Probe Portsweep, queso, msscan, lsdomain, illegal-snifer, ipsweep ntinfoscan, satan,
DoS Selfping, dosnuke, back, tcpreset, syslogd, arppoison, mailbomb, teardrop, processtable, 

neptune, udpstorm, land, warezclient, apache2, crashiis, smurf, pod
R2L Imap, xlock, sshtrojan, ppmacro, netbus, sendmail, snmpget, ncftp, httptunnel, xsnoop, 

named, dict, framespoof, netcat, guest, ftpwrite, phf
U2R Sechole, ps, secret, perl, fdformat, casesen, ntfsdos, yaga, ppmacro, eject, loadmodule, 

nukepw, sqlattack, xterm, ffbconfig
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b.	 The assaults ordered into four basic categories, Denial of Service assault (DoS), Probe 
assault, User to Remote assault (U2R) and Remote to local assault (R2L). The test 
assaults naturally examine a framework or organization in endeavor [24] to gather 
records of private frameworks in order to detect a IP address that is authenticated, have 
working framework sorts (mscan, queso) dynamic ports (mscan, portsweep), and per-
ceived weaknesses (satan) [24].

c.	 The DoS assaults are plan to confound a host or organization administration toward off 
substantial clients from utilizing a help given by the framework [25]. These comprise of 
the Solaris working framework crash (selfping), effectively end all TCP associations for 
a host that is more specified which tcpreset, followed by arppoison for storing degener-
ated ARP, rest is crashiis for MW-NT and dosnuke for W-NT [24].

d.	 R2L assaults, [26] an aggressor who doesn’t have a record or any entrance on a casualty 
machine and takes advantages of bugs or shortcoming in machine to gains nearby admit-
tance to the machine (visitor, dict), eliminate documents from the machine (ppmacro) 
or changes information on the way to the machine(framespoof). New R2L assaults 
incorporate an internet browser assault called a man-in-center (framespoof), NT power 
point large scale assault (ppmacro), a Linux trojan SSH worker (sshtrojan), netbus for 
trojan apparatus of NT, ncfp for accessing document using FTP in linuxa [24].

e.	 Attacks by U2R Is nothing but client that acts as security over a framework and can 
only be accessible by W-NT. The main strategy is to eliminate documents which makes 
that particular area harm free. These incorporate mystery assaults, where a client who 
is approved to get right of passage to the unique documents eliminates them (ntfsdos, 
sqlattack) [24].

3.2 � Pre‑processing

Once the dataset is collected, these are now undergoing pre-processing stage where DARPA 
1999 contain several attack type and classes which potentially be character type, some of them 
be discrete type in which all these variations will be converted to numeric forms. And after-
ward from the information, separate class features as label data and in the end by means of L2 
standard, the data is standardized.

3.3 � Network Analysis

This is the resulting advance in proposed system where affiliation analyzer dismantles the traf-
fic information of the inaccessible sensor affiliation. A far away sensor network is a social con-
nection of far-away sensor places. Transmission of information groups are the critical mean 
of correspondence inside inaccessible sensor community focuses. As per the IEEE conven-
tion guidelines, every information bundle has its fixed parcel design and every remote sensor 
hub follow that bundle information design. The point of organization examination is to dissect 
information parcels just as organization traffic.
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3.4 � Feature Selection

Here once network is analyzed and normalized, these are now passed over to feature 
selection process where you naturally or physically select those highlights which con-
tribute most to your expectation variable or yield in which you are keen on. So, for 
that PSO is used here for feature extraction. PSO is an equal estimation, which has the 
advantages of straightforward execution, high exactness and quick assembly [23, 25, 
26]. To track down the best arrangement, PSO instates some irregular arrangements 
in arrangement space, these arrangements are a few particles, where characterize the 
molecule speed vi and the molecule position xi. In the meantime, use the capacity of 
health to determine if the circumstances of the particles are ideal, use gbest and pbest to 
capture the individual’s better circumstances and social opportunity independently. For 
every particle, note its well-being, if it is higher contrasted with pbest then it will also 
be pbest, and assume higher contrasted with gbest then it will be like gbest, the speed 
and location of the molecule is update by it. The speed of molecules and position update 
rules are according to the accompaniment;

where vi is the speed of a molecule, inactivity weight is w, rand() is an irregular worth 
somewhere in the range of 0 and c1 and c2 is the current situation of the molecule c1 and c2 
are speed increase factor. If the velocity or circumstance of the particles exceeds the degree 
of stroke, it will be defined as the most limiting velocity or the circumstance of the cutoff. 
At the point where the molecule has been reinvigorated, it will keep reheating till the bet-
ter game plan is noticed. Regularly searching the better position or appearing at the most 
remarkable number of cycles will halt the demand. In DBN, the range of concealed core 
portion points influences the generation of the independent studying stage and coordinated 
studying stage’s fine-tuning. Along these lines, the quantity of covered up layer hubs in the 
profound adapting should be enhanced by PSO calculation to improve the exhibition of the 
organization.

3.5 � DBN Classifier

Now we have DARPA 1999 dataset, which potentially contains 190 instances in which 170 
for training stages and 20 for testing stage is taken. As stated, early DBN consist of RBM 
layers in which initially RBN is needs to be defined. A two-layer association is RBM, all 
unit in the middle of the layer has a bi-directional affiliation, the units inside a comparative 
layer are not bound. An energy model is RBM, energy of the shared arrangement is char-
acterized by it:

Here vi stands for the visible unit and hj stands for the hidden units. The weight of edge 
between vi and hj is denoted by wij. Acknowledge that a value of 1 or 0 the center point 
of neuron have, where vi and hj independently address the mysterious layer unit j ’s and 

(1)vi = wvi + c1 × rand0 ×
(
pbest i − xi

)
+ c2 × rand() ×

(
gbest i − xi)

(2)xi = xi + vi

(3)E(v, h) = −
∑

i∈V

aivi −
∑

j=H

bjhj −
∑

i,j

vihjwij
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evident layer unit I ’s combined state, the load among I and j is the wij, the tendency of the 
unit j is addressed by bj and ai tends to the inclination of the unit I.

4 � v and h joint probability’s definition:

The allocation function is called Z:

From the above 2 equation we can obtains its possibility by the Equation below;

Preparing a RBM is allowed the RBM to display to learn boundary) (ɸ) = w*a*b, that 
is to get familiar with the boundary when the probability likelihood arrives at the most 
extreme. The logarithmic probability work is utilized to determine the boundaries w:

The gradient update criterion is:

Epsilon is the learning rate. The point sections addendum shows the assumption for the 
sections under a specific likelihood conveyance. The assumption for the information con-
veyance is not difficult to acquire, conversely the assumptions for the model dispersion 
requirements to play out the long-lasting Gibbs Sampling. Hinton suggested a difference 
disparity calculation in 2002. The target work that should be advanced is changed from 
logarithmic probability capacity to differentiate uniqueness work, which speeds up the 
preparation speed, simultaneously the rules for the angle plunge is:

These RBM networks are stacked by DBN in which the yield of the past RBM is 
the commitment of the last RBM. The information is a commitment to the organization 
through the basic RBM, the two fundamental layers are a bi-directional affiliation, and the 
unidirectional affiliation is the remainder of the layers, the association framework showed 
up in Fig. 3.

DBN learning is divided into two areas: preliminary preparation and fine-tuning [13]. 
Pre-planning is the model of solo get the shot of, beginning with the key RBM input infor-
mation, by then the yield of the fundamental RBM as the responsibility of the 2nd RBM, 
so status layer by means of layer, till all layers are set up to wrap up. Afterward the pre-
setting up, the restrictions of every layer, which includes the propensity and weight as the 
principal worth as far as possible, by then utilizing the BP calculation to change the con-
straints of the whole affiliation, which is a participation of oversight learning [11].

(4)p(v, h) =
1

Z
e−E(v,h)

(5)Z =
∑

v,h

e−E(v,h)

(6)p(v) =
1

Z

∑

h

e−E(v,h)

(7)
𝜕logp(v)

𝜕wij

= ⟨vihj⟩data − < vihj>model

(8)Δwij = 𝜀
(
< vihj>data − < vihj>model

)

(9)Δwij = 𝜀
�
< vihj>data − ⟨vihj>recon

�
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4.1 � Dimensionality Reduction

The DBN is utilized to diminish the information. By unaided learning the crude information 
is planned to the area of low-dimensional in the pre-preparing stage. To excellent the signifi-
cance of the affiliation design the managed learning is utilized in the tuning stage, the infor-
mation is decreased to five assessments in this paper. Consisting of three secret layers, infor-
mation layer and the yield layer, network of 5-layer engineering is planned. The portions of 
DARPA 1999 dataset is not especially excessive stood apart from the picture preparing, so the 
affiliation design that incorporate 3-secret layers fulfills the test prerequisites. Since the associ-
ation plan of the DBN extraordinarily affects the learning execution, the amount of concealed 
layer centers really ought to be settled. In the event that the number is resolved physically, the 
ideal organization structure isn’t really gotten, so we utilize the PSO calculation to track down 
the quantity of each covered up layer hub to decide the ideal organization structure.

Fig. 3   DBN architecture by stacking RBM

Table 2   Comparative analysis Models False-Alarm rate Accuracy (%)

HHO 0.05 76
F-GNP 1.9 85
ANFIS 3.4 92
DBN (Ours) 4.8 96.5
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5 � Implementation and Results

Firstly, this model will be implemented over the Wamp server for performing several 
operations and also these are integrated with programming this neural network using an 
open-source library called TensorFlow. The proposed model is compared with other sys-
tems such as ANFIS, HHO, F-GNP. These comparing models also executed using Wamp 
server along with some Membership Function (MF) and some of results obtained is shown 
below. Also, we compared these systems using performance measures like False Alarm 
Rate (FAR) and Accuracy. Table 2 depicts the overall comparison of proposed model with 
other model in terms of performance measures. Figure 8 depict the comparative analysis of 
ANFIS, HHO, F-GNP, DBN.

5.1 � ANFIS

The ANFIS structure maps contributions through input enrollment works and related 
boundaries, and afterward through yield participations and related boundaries to yields. 
During the learning interaction, the boundaries related with enrollment capacities changes. 
An incline vector empowers the figuring of these limits, giving an extent of how well the 
FIS models the data/yield data for a given game plan of limits. In the wake of procuring the 
tendency vector, any of the couple of smoothing out timetables could be applied to change 
the limits for reducing some mix-up measure. This learning method works correspondingly 
as that of neural associations. When appeared differently in relation to the generally FIS, 
ANFIS is really astounding. This makes the fuzzy system to acquire from the data they 
model (Fig. 4).

Fig. 4   ANFIS design
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Because of the complex structure and the gradient learning behavior the computational 
cost for the ANFIS system is very high. This comes as a big issue when the application 
involved have large inputs. The major limitations of the ANFIS system include the problem 
of dimensionality, the location of a membership function and the number and type of mem-
bership functions.

5.2 � HHO

HHO is a famous multitude based, angle free improvement calculation with a few dynamic 
and time-fluctuating periods of investigation. This calculation at first distributed by the 
lofty Journal of Future Generation Computer Systems (FGCS) in 2019, and right off the 
bat, it has acquired expanding consideration among scientists because of its adaptable 
design, elite, and excellent outcomes. The principal rationale of the HHO technique is 
planned dependent on the helpful conduct and pursuing styles of Harris’ birds of prey in 
nature called "shock jump". Getting away from energy boundary has a unique randomized 
time-changing nature, which can additionally improve and fit the exploratory and exploitive 
examples of HHO. This factor likewise upholds HHO to lead a smooth progress between 
the investigation and misuse. Various LF-based examples with short-length bounces 
improve the manipulative practices of HHO while coordinating a nearby hunt (Fig. 5).

5.3 � Fuzzy GNP

GNP has been supportive of acted like one of the transformative calculations. It was 
utilized to programmed program age for efficient specialist practices. GNP is addressed 
by chart structures which comprise of three kind hubs, i.e., start hub, judgment hub 
and preparing hub. These hubs are associated with one another as coordinated diagram 

Fig. 5   HHO design
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structures which give more benefits, i.e., reusability of hubs and flexibility to mostly 
discernible Markov choice issues. GNP has been effectively applied to the issues in 
unique conditions, for example, lift administrative control frameworks, stock exchang-
ing markets and tile world (Fig. 6).

Table  2 shows the comparative analysis of HHO, F-GNP, ANFIS and our system 
under the performance measure FAR and detection rate. On examining the obtained val-
ues our model shows a false-alarm rate of 4.8 and it also shows a high detection rate of 
96.5%. These values indicate that our model can be greatly recommended for detecting 
attacks. Figure 7 shows the comparative analysis.

Figure  8 depict the setting up of Wamp Server for the systems to be performed. 
Figure 9 depict the DARPA 1999 dataset importing. Figure 10 depict the operation of 
DBN, HHO, ANFIS, F-GNP over the server. Figure 11 depict the feature reduction and 
pre-processing stages of model.

Figure 12 depict the MF of ANFIS, HHO, F-GNP performance. Figure 13 depict the 
test data implementation of DBN.

Fig. 6   Fuzzy GNP basic design

Fig. 7   Comparative analysis of HHO, F-GNP, ANFIS, DBN under accuracy
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Fig. 8   Setting up of Wamp server

Fig. 9   Snapshot of setting up of database -DARPA 1999
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Fig. 10   Operation of DBN, ANFIS, HHO, F-GNP over DARPA 1999

Fig. 11   Feature reduction & preprocessing stage of this model



1400	 P. J. Sajith, G. Nagarajan 

1 3

6 � Conclusion

With the revolutionized impact of DL, these get so much better over securing data integrity, 
confidentiality and availability from cyber-attacks. In this paper, we have seen an efficient 
DL-based IDS for efficient classify multi-class intrusion with greater accuracy. Here ini-
tially data are collected from DARPA 1999 with 190 instances and are normalized so that 
all types are converted over numeric version. Then these are passed over feature selection 

Fig. 12   MF performance of ANFIS, HHO, F-GNP

Fig. 13   Testing implementation of DBN model
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where irrespective of other basic techniques, we used PSO for even more boosting to DBN. 
Then these are passed over for training and testing for effective classification into 5 catego-
ries of intrusion such as Normal, Probe, DoS, R2L, U2R. Also, these are evaluated with 
various other system such as ANFIS, HHO, F-GNP over Accuracy and FAR in which DBN 
out performs every other traditional system with 96.5%. In future many other advanced 
optimization techniques can be incorporated for obtaining more accurate results.
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