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Abstract
The modern society is greatly benefited by the advancement of Internet. The contemporary 
humanity is significantly profited by the Internet. The ease of access to the Internet have 
given rise to tremendous security threats. With the emergence of new varieties of attacks, 
the attack prevention techniques like firewall, data encryption and user authentication are 
not adequate in making a system completely secure because guaranteed prevention of all 
kinds of security breaches is impractical. Intrusions pose a serious threat to individuals 
and organizations in this digital era. An Intrusion Detection System operates as part of 
a set of system security tools to achieve a defined level of assurance for the protection 
of information systems. In this work, a novel multistage clustering-based approach is pro-
posed and implemented which addresses the challenge of increasing DR while maintaining 
a low FAR. The novelty of this work lies in the way of clustering which works in a reverse 
manner and forms clusters in a more meaningful way and which is applicable for mixed 
attribute types. In addition, the multiple stages of clustering help in identifying most of the 
Remote to Local (R2L) attacks. The performance of the proposed method is evaluated on 
the standard NSL-KDD benchmark dataset and the experimental results yielded 99.52% 
detection rate (DR), 1.15% false alarm rate and 99.22% classification accuracy. In specific, 
it deliberates on detecting R2L attacks and has detected 98.73% of such attacks.

Keywords Classification · Feature extraction · NSL-KDD · Semi-supervised · Intrusion 
detection · Anomaly

1 Introduction

The developing accessibility of Internet has expanded the assortment of online services 
offered to business and private clients. However, these opportunities are exploited which 
have led to the alarming increase in the number and sophistication of attacks on online 
users. Specialized security mechanisms have made it harder to intrude secured networks, 
but still intrusion is possible. Configuration errors, technology weaknesses or security 
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policy limitations may sometimes lead to intrusion of networked systems and to informa-
tion stealing. This gives rise to the indispensable need for intrusion detection systems.

Intrusion Detection System (IDS) has been a subject of substantial research for the past 
four decades. Many research works are available which aim in improving accuracy by 
applying various techniques. Still network intrusion detection is a dynamic research area as 
intruders or attackers have increased attacks on all kinds of networking set-ups. Currently 
known intrusion detection techniques can be categorized into two generic models namely 
misuse detection and anomaly detection. In misuse detection systems, signatures of known 
attacks are stored in a database which is then used to examine the incoming traffic data. In 
anomaly-based systems, every activity in the network is monitored by which the normal 
network behavior is learnt. Every deviation from this normal behaviour is used to signify 
intrusion. Despite being efficient in identifying new attacks, anomaly-based systems suffer 
from high false alarm rate. The typical network intrusion detection research focuses on the 
proposal and implementation of new detection techniques with increased detection capabil-
ity and reduced false alarms.

The research work presented in this paper aims to improve anomaly-based intrusion 
detection method by applying a data mining technique called outlier analysis. Outlier anal-
ysis helps in determining objects that are distinctly different from the rest of the objects 
and hence is suitable for anomaly-based intrusion detection. There are many approaches 
for detecting outliers among which clustering-based methods are more common. Since 
clustering is a natural way for identifying outliers, this research employs a semi-supervised 
clustering-based approach to learn normal behavior and to identify attack sequences.

Network attacks are generally classified into four types Denial of Service (DoS) attacks, 
Probing attacks, User to Root (U2R) attacks and Remote to Local (R2L) attacks. Most of 
the research works in the literature are efficient in detecting DoS, Probe and U2R attacks, 
but fail to detect R2L attacks. Usually, R2L attacks are inserted in the data segments of a 
packet and hardly require a few connections. R2L attacks are rare and involve only a few 
network connection which make it very hard to detect it [1]. However, failing to identify 
R2L attacks is more serious than that of probe attacks or Denial of Service attacks. R2L 
attacks grant local network access to the attacker [2, 3]. This work focuses on improving 
the detection rate of R2L attacks, thereby improving the overall accuracy of the IDS.

The significant contribution of this research is a new method for detecting the presence 
of outliers in a dataset. The method proposed is a clustering-based one. Even though there 
are some techniques in the present research with respect to outlier detection using cluster-
ing, the work presented in this paper differs significantly as it applies clustering in reverse. 
It is also claimed in this work that the clusters formed are meaningful. In addition, the pro-
posed work can be applied for datasets with different types of attributes like nominal, ordi-
nal and real values, which is a real challenge. In this paper, the proposed outlier detection 
method is applied for finding network intrusions. But it can be applied for problems in any 
application domain. Another noteworthy claim is that, compared to the other similar works 
in literature, the proposed work is able to enhance the detection of R2L attacks.

The rest of this paper is organized as follows: Section 2 presents a review of literature. 
Section 3 describes the framework of outlier based intrusion detection in a semi-supervised 
fashion. Section 4 gives a description of the dataset used and discusses Improved Hybrid 
Feature Selection (IHFS), the method applied for feature selection. Section 5 gives a brief 
account on Clustering Based Outlier Detection (CBOD), our previous work, analyzes 
its performance and pinpoints its inability to detect some R2L attacks. Section 6 gives a 
comprehensive description of the proposed method, Multi-stage Clustering Based Outlier 
Detection (MCBOD), proves its ability to detect most of the R2L attacks and analyzes its 



2639Enhancing Detection of R2L Attacks by Multistage Clustering…

1 3

performance with reference to the existing methods in the literature. The conclusions and 
future scope are presented in sect. 7.

2  Related Work

Denning was the first researcher to propose Anomaly-based IDS in 1987 [4]. Much has 
been published attempting to improve the performance of anomaly-based techniques 
for the past few decades and it is not possible to cover all aspects in a short review. Sev-
eral promising anomaly-based approaches have been examined in the literature trying to 
provide a safe and secure environment for organizations. A summary of such anomaly-
based methods, its classification, advantages and disadvantages, a detailed review of such 
schemes can be found in [5–12]. This section presents a comprehensive list of works with 
specific reference to data mining.

Data mining methods were first applied for IDS by Lee and Stolfo [13]. Since then, data 
mining is one of the most known methods suitable for anomaly-based intrusion detection 
[14]. Even though there are many types of attacks and many ways of deploying IDS, the 
attack behavior can be learnt by applying Machine learning and deep learning techniques 
[15]. An elaborate survey of research works involving data mining and machine learning 
methods is given in [2]. A review on outlier/anomaly detection in time series data is pre-
sented in [16] which provides a structured and comprehensive state-of-the-art on outlier 
detection techniques in the context of time series.

De la Hoz et  al. [17] have applied an amalgamation of statistical methods and Self-
Organizing Maps (SOM) to detect intrusions. Principal Component Analysis (PCA) and 
Fisher Discriminant Ratio (FDR) were used for feature selection and Bayesian SOM is 
applied for identifying attacks. It reports a detection rate of 97% and false alarm rate of 7%.

Tahir et al. [18] have combined K-means clustering and Support Vector Machine (SVM) 
to identify intrusions and the results show a DR of 96.26% and a FAR of 3.7%.

Singh et  al. [19] have proposed an intrusion detection system using network traffic 
profiling and online sequential extreme learning machine (OS-ELM). An ensemble fea-
ture selection method is used and 21 features were selected. The features ‘protocol’ and 
‘service’ are combined in Alpha Profiling. A clustering algorithm is used to group redun-
dant connections in Beta Profiling. OS-ELM is used as a classifier to detect intrusions. The 
experimental results show a DR of 99.01% and a FAR of 1.74%.

Bhuyan et al. [20] have presented a multi-step outlier-based approach for anomaly detec-
tion (MOAD). An attribute selection method applying mutual information and generalized 
entropy is attempted to pick the important attributes. A tree-based clustering technique is 
used to generate reference points and an outlier score function ranks the incoming network 
technique to identify anomalies. The method produced 97.23% DR and 0.98% FAR.

Bamakan et al. [21] have proposed a framework using a new optimization method time-
varying chaos particle swarm optimization (TVCPSO) to do parameter setting and feature 
selection for multiple criteria linear programming (MCLP) and SVM. The empirical results 
show 97.03% DR and 0.87% FAR.

Enache et al. [22] have suggested an IDS model IG-BAL-SVM, that uses information 
gain (IG) to select 26 features and SVM classifier. Bat Algorithm with Levy flights (BAL) 
is used to enhance the randomization of the input parameters of SVM. It is claimed that a 
DR of 99.15% and a FAR of 1.9% can be achieved.
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Hassan [23] has built a cost sensitive learning model ‘Metacost’ for detecting R2L and 
U2R attacks. This technique has two phases: bagging for relabeling each training example 
with the cost, and retraining the classifier with the cost. KDD-cup 99 dataset is used for 
testing the results.

Paliwal and Gupta [24] have proposed a methodology based on Genetic Algorithm for 
detecting R2L attacks. KDD-cup 99 dataset is used for experiments.

Revathi and Malathi [25] have proposed a new concept for examining every R2L attack 
using random forest algorithm. This work is carried out on NSL-KDD dataset using Weka 
and the results are analyzed in terms of Precision, Recall and F-value.

Jeya et al. [26] have proposed a model using Fisher Discriminant Analysis, applied it on 
KDD-Cup 99 dataset and have improved the detection rate of U2R and R2L attacks.

Nguyen et  al. [27] have proposed a novel hybrid approach between clustering meth-
ods and autoencoders for detecting network anomalies in a semi-supervised manner. The 
distance to the closest cluster is used as an anomaly score and the method is applied on 
CTU13 dataset.

Pu et al. [28] have suggested an unsupervised anomaly detection method which com-
bines Sub-Space Clustering and One Class Support Vector Machine to detect attacks with-
out any prior knowledge and have evaluated the method using the NSL-KDD dataset.

A Multi-level outlier detection algorithm is proposed by Li et al. [29] that uses multi-
level unsupervised learning to cluster the data and discover outliers and is tested on data-
sets in different fields with different sizes and dimensions.

Elmogy et al. [30] have presented a clustering based outlier detection framework which 
enables analysts to effectively find out outliers on time with request even within huge 
datasets.

Aljawarneh et al. [31] have proposed a model which merges 7 classifiers in WEKA. Ini-
tially, Vote Algorithm and Information Gain are applied to filter data. The hybrid classifier 
is applied next. Experiments are carried out on NSL-KDD dataset.

Tama et al. [32] have developed a two-level classifier collective model based on rota-
tion forest and bagging, where an ensemble feature selection method which applies particle 
swarm optimization, ant colony algorithm and genetic algorithm is used to extract impor-
tant attributes.

Mohammed et al. [33] have implemented a deep neural network (DNN) for classifying 
intrusions from normal network traffic. The model has a fully-connected network structure 
with three layers with rectified linear unit (ReLU) activation function on the first two lay-
ers and the Sigmoid function on the output layer and the method is applied on NSL-KDD 
dataset.

Manimurugan et al. [34] have used Crow Search Optimization algorithm with Adaptive 
Neuro-Fuzzy Inference System (ANFIS) and applied it on NSL-KDD dataset.

On reviewing the literature, it is inferred that very few methods were designed to han-
dle attributes with mixed types. In addition, it is noted that some works were successful 
in improving the DR and some others in reducing FAR, while it is always a tough task to 
achieve a fair balance between DR and FAR which is indeed a difficult task. Another com-
mon problem is the reduced detection rate of R2L attacks.

To fill the research gap in the earlier research, we have proposed a well-defined anomaly 
detection scheme that can handle data with mixed attribute types efficiently, that maintains 
a good balance between DR and FAR and that can detect most of the R2L attacks. The 
proposed MCBOD method was successful with respect to (i) The overall increase in DR to 
99.52% (ii) The reduction of FAR to 1.15% (iii) The improved overall classification accu-
racy of 99.23% (iv) Can detect 98.73% of R2L attacks.
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3  Semi‑Supervised Outlier‑Based Network Anomaly Identification

Approaches for network anomaly identification can be broadly classified into three: 
supervised, unsupervised and semi-supervised. If an IDS is trained with labeled normal 
as well as anomalous instances, then the approach is supervised. If no training data is 
used, then it an unsupervised approach. Usually, anomaly detection schemes make use of 
the normal instances alone for training purposes and these approaches are considered as 
semi-supervised.

Figure 1 shows an outline of a semi-supervised anomaly based IDS. The three phases 
are: Attribute/Feature Selection, Training and Testing. Intrusion datasets come with sepa-
rate training and testing sets. The aim of attribute selection is to select the best attributes 
that help in accurate classification. Anomaly based methods have to learn the normal traf-
fic pattern and hence only the instances that represent normal traffic in the training data 
are given as input to the training phase which creates a classifier model as output. All 
the instances in the testing data are given as input to this classifier model which predicts 
whether each traffic connection in the testing data is normal or an attack. The prediction of 
the classifier model is compared to that of the actual class to come up with the confusion 
matrix which helps in analyzing the results with respect to various parameters.

Outlier detection is a data mining technique that has become an exceedingly impor-
tant area of research as it finds application in diverse fields. Gogoi et al. have presented a 
detailed survey of outlier analysis methods with special reference to that used for intrusion 
detection [35].

For anomaly-based IDS, outlier detection is more suitable as outliers indicate activities 
that deviate from the normal behavior. In some applications, outliers are treated as noise 

Fig. 1  Framework of a semi-supervised anomaly-based IDS
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and are removed in the pre-processing step whereas in some other application, outliers are 
the elements carrying significant information. IDS The concept of outlier detection is much 
suitable for anomaly-based intrusion detection systems as intrusive behaviors differ from 
that of normal user behavior. An outlier may denote an intruder in a network with mali-
cious intentions. Wherever the applications of outlier detection are listed, we can find net-
work intrusion detection listed in it and outlier detection is finding its prominent place in 
the literature of IDS. There are different approaches for outlier detection and an up-to-date 
survey of outlier detection techniques applied for IDS are detailed in [36].

Among the varied approaches for IDS using outlier detection, clustering helps in iden-
tifying outliers more naturally [37]. Clustering-based approaches group the dataset using 
some clustering algorithm to divide the dataset into clusters. It is inferred that further 
research in clustering-based outlier detection may yield promising results and hence the 
work proposed in this paper follows this approach. The network traffic data is clustered 
based on the properties of the connections and the behavior of each cluster is analyzed to 
learn the normal network behavior.

4  Dataset Description & Feature Selection

4.1  Dataset Description

KDDCup99 has served as the benchmark dataset for evaluating the performance of intru-
sion detection techniques from its inception, i.e., from the year 2000 to 2014. Recently, 
researchers have started using NSL-KDD, a smaller version of KDDCup99 [38]. Though 
a variety of outlier detection approaches have been proposed for intrusion detection in the 
literature, the efficiency and performance cannot be exactly compared because KDDCup99 
dataset is much bulky and researchers have presented the results obtained on their own sub 
samples and not on the entire dataset. The introduction of NSL-KDD solves this problem 
as it has reasonable number of records which makes it possible for the researchers to work 
and publish their results on the entire dataset. This has paved the way for researchers to 
perform an effective comparison of different approaches.

The NSL-KDD dataset has separate training and testing datasets with 1,25,973 instances 
in the training set and 22,544 instances in the testing set. Each instance represents a con-
nection, which is a sequence of TCP packets starting and ending at some well-defined time, 
between which data flows to and from a source IP address to a target IP address under 
some well-defined protocol. Each instance is characterized by 41 attributes/features where 
the last attribute is the class attribute which tells whether the instance represents a normal 
connection or an attack. The attacks given in the dataset correspond to one of the four 
types – DoS, Probe, U2R and R2L. DoS and probe attacks are network-based attacks that 
leave traces in network packet data. R2L attacks also involve network-based attacks but 
also include some attacks that attempt to misuse host-based programs. U2R attacks attempt 
to gain super user privileges on the host machine either by misusing programs or by run-
ning malicious software.

The training set contains 22 attack types and the testing set contains 38 attack types. 
The testing set is specifically designed to contain 17 additional attack types that are not 
present in the training set so as to check the capability of the intrusion detection techniques 
to detect new unseen attacks. Also the probability distribution of the training and testing 
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sets are different which makes the intrusion task more realistic. A detailed description of 
the dataset is given in [39].

4.2  Improved Hybrid Feature Selection (IHFS)

Preprocessing is an essential step as the intrusion dataset is high dimensional and the attrib-
utes are of varied types. Feature selection plays an important role in enriching the accuracy 
of the classifier by removing the irrelevant and redundant attributes that distract the clas-
sification process. A hybrid feature selection method, IHFS [40] is used for this purpose. 
A hybrid, in this context can be defined as a combination or composition of two or more 
computational techniques which provide greater advantages than the individual techniques 
and hence improve data analysis. There are two main steps in IHFS: Generating Candidate 
Feature Sets and Finding the Optimal Feature Set. Four built-in feature selection methods, 
CfsSubsetEval (CFS) [41], GainRatioAttributeEval (GR), OneRAttributeEval (OneR) and 
SymmetricalUncertAttributeEval (SU) were applied and the top N features are extracted 
from each method. These top N features are combined to generate a candidate feature set as 
shown in Fig. 2. This is repeated for different values of N to get different candidate feature 
sets. Then the best candidate feature set is selected by evaluating the performance of differ-
ent classifiers on each candidate set. The classifiers chosen for this were BayesNet, Logistic 
[42], IB1 [43], NBTree [44] and SVM. This feature selection work is carried out using 
WEKA, Weikato Environment for Knowledge Analysis, developed by the University of 
Weikato. Table 1 lists the selected attributes with the notation used to denote each feature 
throughout this paper and also gives a description of each. All these 6 features have signifi-
cant role in improving the classification accuracy.

5  Clustering Based Outlier Detection (CBOD)

This section gives a brief account on Clustering Based Outlier Detection (CBOD) which 
is detailed in our previous work [45] with a generalized framework which enables the ease 
of employment of this approach for detecting outliers in any application domain. It is spe-
cially designed to handle datasets having mixed attributes easily and it can be used to effi-
ciently distinguish normal and anomalous events.

Fig. 2  Block diagram of IHFS
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5.1  CBOD Training Phase

Let NormalTrainSet denote the set of normal instances taken for training purpose. Among 
the 1,25,973 records in the training set, 67,343 records were found to indicate normal con-
nections and these records were given as input for the training phase. This phase will form 
clusters with the help of the categorical attributes and learns the boundary of each clus-
ter with respect to the numerical attributes. The clusters are finally represented with three 
parameters cluster_center, max_diff and max_dist. The steps involved in CBOD training is 
depicted in Fig. 3.

The cluster_center is the representative point of the cluster and is chosen as the more 
frequent data point. The parameter max_dist is the maximum allowable distance between a 
data point P 

(

x1, y1
)

 and the cluster_center C (x, y) . The distance between every data point 
P and the cluster_center C is calculated as D = abs

(

x − x1
)

+ abs
(

y − y1
)

 . The value of 
max_dist is the maximum allowable difference between src_bytes and dst_bytes and is 
fixed based on range analysis on the values of D. The training gets over by computing the 
parameters and saving them in a 114 × 3 cluster parameter matrix, listing the values of the 
three parameters for every cluster.

5.2  CBOD Testing Phase

The instances in the testing dataset are read sequentially. Find the matching profile based 
on the values of the attributes A1,A2 and A3 . If the profile is found in the list of trained pro-
file, then go to the next step, else mark the record as an attack. If the profile is found, then 
check the values of the parameters cluster_center, max_diff and max_dist for that cluster. 
If cluster_center is (0,0), then it indicates a smaller cluster and hence an outlier. If the clus-
ter_center is non-zero, then check the value of A6 . If it is non-zero, then it indicates there 
is an error and hence an outlier. Otherwise, compute diff, the difference between A4 and 
A5 . Also compute dist, the distance between the particular instance and the corresponding 
cluster_center. If diff < max_diff and if dist < max_dist, then it denotes an usual traffic con-
nection, else mark it as an attack. These steps are shown in Fig. 4.

5.3  Performance Analysis of CBOD

The parameters used to assess the efficiency of the proposed method are Detection Rate 
(DR), False Alarm Rate (FAR) and classification accuracy (ACC). Formulae for all these 
metrics are given in [25]. The CBOD method was able to yield 97.84% DR, 1.88% FAR 

Table 1  Description of selected attributes with notation

Notation Attribute name Destription

A1 service Network service on the destination
A2 flag Status of the connection
A3 logged_in Indicates successful login or not
A4 src_bytes Data bytes from source to destination
A5 dst_bytes Data bytes from destination to source
A6 srv_serror_rate % of “SYN” errors (same host connections)
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and 97.96% ACC. Analysis revealed that CBOD was able to detect 99.81% of DoS attacks, 
99.71% of Probing attacks, 90.95% of R2L attacks and 96.50% of U2R attacks. As R2L 
attacks have a low detection rate, the detection rate of individual R2L attack is analyzed in 
detail and is presented in Table 2.

From the table, it is very clear that the detection rates of two of the R2L attacks namely 
snmpguess and snmpgetattack are 80% and 0% respectively, while all the other R2L attacks 
got detected almost completely. It is alarming to note that all the snmpgetattacks went 

Fig. 3  CBOD Training Phase
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undetected. The reason behind the low DR of R2L attacks is the similarity between snmpg-
etattack and snmpguess and normal behavior [46].

Fig. 4  Steps in CBOD Testing

Table 2  Detection rate of R2l 
attacks—Cbod

Attack name Actual present Detected Missed Detection rate %

guess_passwd 1231 1231 0 100
ftp_write 3 3 0 100
Multihop 18 15 3 83.33
imap 1 1 0 100
warezmaster 944 942 2 99.79
phf 2 1 1 50
snmpgetattack 178 0 178 0
snmpguess 331 268 63 80.97
named 17 15 2 88.24
sendmail 14 14 0 100
xlock 9 9 0 100
xsnoop 4 4 0 100
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5.4  Why Snmpgetattacks went Undetected by CBOD?

Simple Network Management Protocol (SNMP) is used to monitor and manage network 
devices remotely. Attackers are progressively mishandling network devices which are 
designed to give public response to SNMP requests over the Internet. Intruders could 
design requests which seem to have originated from the IP address of the proposed victim. 
The snmpget command is given to accept data from a host in some remote location by giv-
ing the name of the host, authentication information and an object identifier OID. On gain-
ing read-only access all data in Management Information Base (MIB) can be read. MIB is 
a database used for managing the entities in a communication network managed using the 
Simple Network Management Protocol (SNMP). After gaining read–write access, many 
attributes can be modified. Devices that support SNMP can be exploited if the SNMP ser-
vice is directly revealed to the Internet.

The SNMP community password is like a user id or password that allows access to a 
router’s or device’s statistics. By convention, most of the devices get shipped from the fac-
tory with the community password set to ‘public’. The network managers change the com-
munity passwords to customized values in the device setup.

In snmpguess attack, the attacker keeps on sending SNMP requests to a router using 
different passwords until receiving a response from that router indicating that the password 
is correct. An attacker who has guessed the SNMP community password of a router will 
then be able to monitor the traffic levels on that router. The attacker monitoring traffic cor-
responds to the snmpgetattack.

The CBOD method was able to detect 80% of snmpguess attacks as they were similar to 
guess_passwd attacks. Once snmpguess attack is successful, then snmpget command can 
be used to monitor the traffic on the victim without being detected. As snmpgetattackks 
are similar to the normal SNMP connections, all the snmpgetattacks were not detected by 
CBOD.

5.5  Attributes Needed to Detect Snmpgetattacks

On analyzing the snmpgetattack and snmpguess attack connections it was found that they 
were of profile 70 with service = ‘private’, flag = ‘SF’ and logged_in = 0. In the testing set, 
there are 1544 instances of profile 70, out of which 840 are normal and 704 are anomalous. 
The analysis on normal and attack connections of profile 70 revealed that they are almost 
similar especially with respect to the six attributes selected by IHFS. In many cases the 
normal and attack connections are exactly the same. Hence it is deduced that the six attrib-
utes are not adequate to recognize snmpgetattack and snmpguess attacks.

In order to exactly identify the attributes that really influence the identification of these 
attacks, normal and attack instances of profile 70 with all the 41 attributes are analyzed. 
The normal and attack instances are saved separately as two datasets. For each attribute, 
the mean and standard deviation are computed for the normal dataset and for the attack 
dataset. This revealed that most of the attributes are found to be zero-valued and so these 
attributes are ignored. In addition, for some attributes, the mean and standard deviation are 
similar for normal and attack connections and so these attributes are ignored. Finally, the 
attributes count, srv_count, dst_host_count and dst_host_srv_count are found to have some 
difference in normal and attack connections. Hence these four features are added to the list 
of selected features and the notation for these features is shown is Table 3.
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6  Proposed Method: Multistage Clustering Based Outlier Detection 
(MCBOD)

The CBOD method is extended to a Multistage Clustering-based Outlier Detection 
(MCBOD) approach which is designed specifically to detect the R2L attacks missed by 
CBOD approach. Even though the normal and attack connections have some variations 
with respect to the attributes A7,A8,A9&A10 , these variations are not much significant and 
so it is not straightforward to identify and learn a boundary between normal and attack traf-
fic. This needs an exhaustive and thorough analysis of the dependence of the attributes on 
one another which is done with the help of MCBOD.

The proposed MCBOD approach groups the dataset into clusters in different stages 
based on different sets of attributes and has separate training and testing phases. The test-
ing phase closely monitors the normal network traffic by grouping the traffic patterns into 
multiple stages of clusters and the properties of clusters at different stages are learned. The 
testing phase checks whether the incoming traffic pattern matches with the properties of 
the saved clusters. If a match is found, then it is a normal activity; otherwise an intrusion.

6.1  MCBOD Training Phase

The main work in MCBOD training phase is to create three stages of clusters. The key idea 
behind dividing a cluster into sub-clusters is to analyze the frequency of each data point 
in a cluster and to create sub-clusters to represent each frequent data point and one sub-
cluster to represent all the infrequent data points. Thus, if there are f  frequent data points 
in a cluster, then f + 1 sub-clusters will be formed. The procedure for creating clusters of 
multiple stages is explained in detail in the following sub sections.

i. Stage I Clustering

The NormalTrainSet containing the normal instances of the NSL-KDD training set is 
given as input to the MCBOD training phase. Like CBOD method, every instance in the 
NormalTrainSet is associated with a profile number based on the attributes A1, A2 and A3 
and Stage I clusters are formed based on the corresponding profiles. The 114 possible stage 
I clusters are denoted from C11 to C1114 and the data points in these clusters represent the 
values of A4 and A5 . Except C170 , all the other clusters of stage I need not be divided into 
sub-clusters and the training phase is the same as that of CBOD to learn the relationship 
between A4 and A5 for each profile. As snmpgetattack and snmpguess attacks occur only in 
profile 70, C170 needs more analysis to be done with respect to the additional attributes A7 , 
A8 , A9 and A10 and hence it is sub-clustered into two more levels.

Table 3  Description of additional attributes with notation

Notation Attribute name Destription

A7 count No. of connections to the same host
A8 srv_count No. of connections to the same host using the same service
A9 dst_host_count No. of connections having the same destination host
A10 dst_host_srv_count No. of connections having the same destination host using 

the same service
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 ii. Stage II Clustering

C170 , the stage I cluster of profile 70, will be having data points in the form (x1, x2) with 
x1 and x2 representing the values of the attributes A4 and A5 respectively. The cluster C170 
has 817 data points. A frequency analysis is done on this cluster which tabulates every 
distinct data point and its number of occurrences. Surprisingly, the frequency analysis 
revealed that there are many overlapping data points, that is, the same data points occurred 
many times. The most frequent data points are (105,0), (105,105), (105,145), (105,146), 
(105,147), (28,0), (1,0) and (1,1). There were few data points with other values too.

As there are 8 frequent data points, C170 is divided into 9 sub-clusters. Eight sub-clus-
ters correspond to the 8 frequent data points and the  9th sub-cluster corresponds to all the 
infrequent data points. Thus, nine clusters of stage II are formed and are denoted as C21 to 
C29 as given in Table 4.

The reason behind forming sub-clusters is that each sub-cluster may represent a specific 
behavior with respect to the additional attributes A7 , A8 , A9 and A10 . Based on the descrip-
tion of these attributes given in Table 3, it is clear that the attributes A7 and A8 are related 
to each other and the attributes A9 and A10 are related to each other. The attributes A7 and 
A 8 were chosen to be analyzed in this step. Hence, each cluster of stage II will be having 
data points in the form (y1, y2) where y1 and y2 represent the values of the attributes A7 and 
A8 respectively.

Thus, each instance of C170 is assigned to one of the clusters C21 to C29 based on the 
values of the attributes A4 and A5 and the values of the attributes A7 and A8 are stored in 
them. In order to avoid repetitions it is ensured that each data point is stored only once.

 iii. Stage III Clustering

Each stage II cluster is divided into sub-clusters with the same kind of frequency analy-
sis done in Stage II clustering to form clusters of stage III as shown in Table 7. Each cluster 
of stage III will be having data points in the form (z1, z2) where z1 and z2 represent the val-
ues of the attributes A9 and A10 respectively.

From Table 7 it can be seen that (1,1), (2,2), (3,3) and (4,4) are the four most frequent 
data points. The clusters C21 , C24 and C25 are divided into five sub-clusters each, with four 
clusters representing the four frequent data points and one cluster representing all the infre-
quent data points. The cluster C22 had only three frequent data points (1, 1), (2, 2), (3, 3) 
and so it was divided into four sub-clusters. All the elements in cluster C23 represented any 
one of the data points (1, 1), (2, 2), (3, 3), (4, 4) and so it was divided into four sub-clusters. 
The cluster C26 had (2, 2) as a frequent data point and some infrequent data points which 

Table 4  Stage II clusters Notation Data point represented

C21 (105, 0)
C22 (105, 105)
C23 (105, 145)
C24 (105, 146)
C25 (105, 147)
C26 (28, 0)
C27 (1, 0)
C28 (1, 1)
C29 All other values
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resulted in two sub-clusters. The clusters C27 , C28 and C29 do not have any frequent data 
point and hence they have only one sub-cluster representing all the infrequent data points.

A general observation from Table 5 is that, the attributes A7 and A8 take up the same 
values except in a few cases and the values of the attributes A7 and A8 are generally small. 
The attribute A7 , ‘count’, indicates the number of connections to the same host as the cur-
rent connection in the past 2  sec. The attribute A8 , ‘srv_count’, indicates the number of 

Table 5  Stage III clusters

Stage II cluster Data points that represent stage III clusters Number of 
sub-clusters

C21 (1, 1), (2, 2), (3, 3), (4, 4), other 5
C22 (1, 1), (2, 2), (3, 3), other 4
C23 (1, 1), (2, 2), (3, 3), (4, 4) 4
C24 (1, 1), (2, 2), (3, 3), (4, 4), other 5
C25 (1, 1), (2, 2), (3, 3), (4, 4), other 5
C26 (2, 2), other 2
C27 other 1
C28 other 1
C29 other 1

Fig. 5  Multistage Clustering
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connections to the same host using the same service as the current connection in the past 
2 sec. If A7 and A8 are same, it means in the past 2 s, all the connections to that host used 
the same service. The smaller values for the attributes A7 and A8 indicate that only a few 
connections are established to the same host in a very short period of time.

After finalizing the number of sub-clusters to be formed for each stage II cluster, the 
next step is to assign the training instances represented by the data points of each stage to 
a stage III cluster based on the values of the attributes A7 and A8 . After assigning a train-
ing instance to a stage II cluster, the corresponding values of the attributes A9 and A10 are 
stored in the sub-cluster without repetitions. The multistage clustering algorithm is pre-
sented in Algorithm 1 and is pictorially represented in Fig. 5.

6.2  MCBOD Testing Phase

Once formation of clusters of different stages is over, the testing phase begins. All the 
instances in the testing set are processed sequentially. First, the attributes A1,A2&A3 are 
checked to find the corresponding profile. If no such profile exists, then it is an intrusion. If 
the profile is found, then check the value of the attribute A6 . If A6 ≠ 0 , it is an outlier. Oth-
erwise, check whether it is profile 70 or not. If the instance is not of profile 70, then pro-
ceed with CBOD testing to identify whether it is an intrusion or not. If the testing instance 
is of profile 70, then find the corresponding stage II cluster based on the attributes A4&A5 . 
Next, pick the matching stage III cluster, C on the basis of the attributes A7&A8 . Let (x, y) 
represent the values of the attributes A9&A10 . Check whether (x, y) matches with any of 
the data points in C . If a match is found, then the instance is classified as a normal event. 



2652 J. R. Beulah et al.

1 3

Otherwise, it is classified as an intrusion. This procedure is shown pictorially in Fig. 6 for 
better understanding.

6.3  Experimental Setup

The experiments were carried out on a desktop with Intel Core i7-2600 processor @ 
3.40 GHz with 2 GB RAM running Windows 7 Professional. WEKA is used for feature 
selection. The proposed MCBOD method for classifying normal and intrusive traffic con-
nections were implemented using MATLAB (MATrixLABoratory) R2011.

Two methods are commonly used for testing the performance of any classifier – Cross 
validation and Holdout. In all our experiments, we used Holdout method and not cross 
validation as the NSL-KDD dataset comes with separate training and testing sets.

6.4  Performance Analysis of MCBOD

The time taken for training and testing phases is around 375  s and 40  s respectively. 
The proposed MCBOD method yielded 99.52% DR, 1.15% FAR and 99.22% ACC. The 
MCBOD approach is also a two-class classifier. To demonstrate the effectiveness of 
MCBOD approach in identifying all types of attacks, Table 6 shows the split-up of DR for 
the four classes of attacks.

On comparing Tables 3 and 6, it can be inferred that there is a significant increase in the 
DR of R2L attacks because of the specially designed MCBOD approach to identify snmpg-
etattack and snmpguess attacks. It is also interesting to note that the FAR is significantly 
reduced to 1.15%. This was possible by the thorough analysis of instances of Profile 70 
by including four features and by splitting them into different sub-classes. Table 7 shows 
the DR of the R2L attacks. All the snmpguess attacks were detected by MCBOD. But, 27 
snmpgetattacks were missed.

The attacks of all types that went undetected are listed in Table 8. From the table it can 
be inferred that 12 known attacks and 50 unknown attacks went undetected.

To prove the effectiveness of the proposed approach, it is compared with six recent 
anomaly detection methods in the literature whose results were reported to be obtained on 
the same data set and is tabulated in Table 9. From the table, it is clear that the proposed 
MCBOD method has produced the highest DR compared to the existing methods. It can be 
seen that two methods MOAD and TVCPSO have shown a very low FAR, but their DR is 
also less, which is not appealing.

To further substantiate the supremacy of the proposed method, its performance is ana-
lyzed with respect to measures like sensitivity, specificity, accuracy and precision. Sensi-
tivity, which is also called true positive rate or detection rate or recall, signifies how effi-
ciently intrusions are identified. On the other hand, specificity, which is also called true 
negative rate, denotes how efficiently the normal instances are identified. Accuracy shows 
how well normal events are classified as normal and anomalous events are classified as 
intrusions. Precision represents the fraction of alarms that are true. If FAR increases, preci-
sion decreases. Some methods may yield a high DR while suffering from high FAR. On the 
other hand, some methods may reduce false alarms very well while having low DR. The 
better method can be identified using F-Measure, which reveals the balance between preci-
sion and recall which in turn conveys the tradeoff between DR and FAR.

Figure 7 graphically represents the performance analysis. From the graph, it is evident 
that the proposed method has the highest values for sensitivity, accuracy and F-Measure. 
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The existing methods MOAD and TVCPSO have slightly higher specificity and preci-
sion, because of the less false alarms produced. But they show less F-Measure which is not 
appreciable. F-Measure, the tradeoff between DR and FAR, is the highest for the proposed 
method which confirms its supremacy. Thus, the proposed method has shown winning 
results by reasonably reducing the FAR while maintaining a very high DR.

7  Conclusion & Future Scope

This paper addresses the challenge of reducing FAR in anomaly-based IDS while main-
taining a high DR. The proposed multistage clustering approach, an extension of CBOD 
approach, was specifically designed to handle R2L attacks. The design of MCBOD 
depends mainly on clustering and frequency analysis. The additional levels of clustering 

Fig. 6  Steps in MCBOD Testing
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paved way to closely represent the properties of the normal connections and to arrive at a 
clear boundary between normal and intrusive behaviour. The effectiveness of the proposed 
method is substantiated with careful experiments and is found to be superior to the existing 

Table 6  Detection rate—
MCBOD

Attack class Detection rate (%)

Dos attacks 99.81
Probe attacks 99.75
R2L attacks 98.73
U2R attacks 96.50

Table 7  Detection rate of R2L 
attacks—MCBOD

Attack name Actual present Detected Missed Detection rate %

guess_passwd 1231 1231 0 100
ftp_write 3 3 0 100
Multihop 18 15 3 83.33
imap 1 1 0 100
warezmaster 944 942 2 99.79
phf 2 1 1 50
snmpgetattack 178 151 27 84.83
snmpguess 331 331 0 100
named 17 15 2 88.24
sendmail 14 14 0 100
xlock 9 9 0 100
xsnoop 4 4 0 100

Table 8  Attacks missed by 
MCBOD

Attack type Attack name Actual present Detected Missed

Known attacks
Probe satan 735 734 1
R2L multihop 18 15 3
R2L warezmaster 944 942 2
R2L phf 2 1 1
U2R rootkit 13 8 5
Total 1712 1700 12
Unknown attacks
DoS apache2 737 733 4
DoS mailbomb 293 283 10
Probe saint 319 314 5
R2L snmpgetattack 178 151 27
R2L named 17 15 2
U2R xterm 13 12 1
U2R httptunnel 133 132 1
Total 1690 1640 500
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methods in the literature by projecting a good balance between DR and FAR. Obviously, 
the proposed method fills the gaps identified in the earlier research.

This research was targeted towards finding whether a traffic connection is intrusion or 
not, which is a two-class problem. This can be extended to a five-class problem to detect 
the exact type of intrusion, i.e., to detect whether it is a normal connection or DoS/Probe/
R2L/U2R attack. In addition, as a future work, the method proposed in this paper can 
be applied in real time. This can be done by first capturing live network traffic using the 
packet analyzer tcpdump and then by extracting the necessary features and by applying the 
proposed MCBOD method on the extracted features. The findings of this research work are 
significant and will surely guide future researchers in fruitful directions.
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Table 9  Comparison of DR & 
FAR with existing methods

Method DR (%) FAR (%)

PCA & Bayesian SOM [17] 97 7
K-means clustering & SVM [18] 96.26 3.7
OS-ELM [19] 99.01 1.74
MOAD [20] 97.23 0.98
TVCPSO [21] 97.03 0.87
IG-BAL-SVM [22] 99.15 1.9
ENSEMBLE [31] 99.10 1.23
TSE-IDS [32] 94.60 8.10
DNN [33] 92 8
ANFIS [34] 95.80 3.45
The proposed method MCBOD 99.51 1.15

Fig. 7  Performance Analysis of the proposed MCBOD method with existing methods
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