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Abstract
Internet of Thing (IoT) collects huge amount of data from the surrounding by monitoring 
and sensing. Further, transferring these data from IoT devices to cloud environment seems 
is very challenging. Such that, this paper concentrates on energy consumption, in which 
the energy efficient routing and priority dependent techniques are proposed. This technique 
depends upon the RPL network (Routing Protocol for Low power and Lossy), which effi-
ciently predicts routing over contents. Every network slot utilizes timing pattern while for-
warding image data, audio data. The proposed method enhances the strength of routing 
protocol and also avoids congestion. The outcomes of the study illustrates that proposed 
Energy efficient priority based routing (EEPR) technique minimize overheads on mesh, 
energy consumption and end-end delay. Also, the proposed method outperforms the exist-
ing QRPL methods in IoT platform.

Keywords  IoT · Priority dependent routing · Energy efficient priority · QRPL methods · 
Packets

1  Introduction

IoT plays an important role in network by managing continuous data collection [1]. The 
IoT is system of interrelated smart computing devices, mechanical devices, digital objects 
and machines with potential of transferring data over a network which is linked with inter-
mediate nodes to cloud data center. Mobile and stationary IoT devices helps in providing 
complex and simple services for big data application and cloud environment [2]. However, 
increase in size of IoT applications, there are various limitation of IoT devices. Certain 
challenges were addressed by the large scale IoT applications in transferring data such as: 
load balancing, energy consumption, security and fault tolerance. Energy consumption is 
one among the challenges which has attracted the researchers [3, 4].

Energy-aware IoT application with respect to computing, gathering, consumption 
and energy optimization has become critical industrial problems [5, 6]. For lower power 
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devices, IoT have concrete path to become portion of internet and donates to exchange 
and collection of information to satisfy needs of the installed system [7, 8].

Installment of such system have revolutionized exchange of services and information 
in various fields likes environmental and health monitoring. Hence, energy-aware rout-
ing are most significant for IoT based applications [9, 10].

Most of the IoT application concentrates on monitoring discrete events which pro-
duce huge quantity of data [11]. Extracting meaningful data from big data which is 
collected by IoT components and sensors is big challenge for IoT based system. The 
IoT applications uses WSN (Wireless sensor network) for data transmission and com-
munication, where security problem becomes more serious. Therefore, various security 
mechanism had been introduced [12]. It’s observed that ESN has several challenges 
because of their connected capabilities hardware, limited coverage area [13]. Appar-
ently, inherent risk of such kind of networks is routing, communication and data aggre-
gation from source to final end point [14]. For instance, gathering huge quantity of data 
results in increased traffic congestion in the network. Network traffic yields unpredict-
able and unreliable performance of network. Hence, nodes in the platform was gathered 
for their energy while directing data [15].

Sensors and smart devices forward data constantly to cloud and cloud has responsibility 
to analyze the data and take right decision mainly for dynamic environment [16]. Hence, 
energy effective routing protocol is needed to eliminate overheads and data congestion.

In this paper, energy effective and priority dependent routing method is introduced 
depending on RPL to maintain IoT systems, where content type is used to predict routing. 
In proposed RPL, suppose if the error arises in the parent member node, then its mem-
bers would stay active till configuration and convergence of parentless comments and their 
packet terminate because of time lapse. Additionally, the researcher makes an attempt to 
choose parent node to avoid delay. Here technology of content-dependent routing is used 
with RPL to determine routing. Whereas by integrating roaming data with respect to con-
ventional relay nodes for aggregation, data processing was attained at higher rate. There-
fore, congestion in network get reduced efficiently. Hence, delay is reduced besides satisfy-
ing QoS (Quality of Service) for requirements.

1.1 � Objective of the Paper

•	 Proposed energy-effective and priority dependent RPL model for IoT system to mini-
mize energy consumption, delay and traffic.

•	 In RPL approximate parent node is chosen to avoid development of unsuitable branches 
and minimize energy consumption and delay.

•	 Increasing efficiency of network with respect to optimal speed for transmission packets 
in IoT platform.

1.2 � Paper Organization

Rest of this research is organized as: In Sect. 2, various research works were reviewed with 
respect to proposed method’s advantage and limitation. In Sect. 3, proposed work is elabo-
rated briefly with flow diagram. In Sect. 4, implementation of proposed work is done to 
evaluate its performance. In Sect. 5, research work is concluded with future work.
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2 � Review of Exisitng Works

This section introduce discussion routing protocol for energy efficient and priority depend-
ent technique in IoT platform.

2.1 � Priority‑Dependent Routing

Data aggregation technique and routing models in WSN is of great interest [5, 6]. 2 meth-
ods were introduced such as distributed and centralized. Before network begins with work, 
optimal routing structure is developed and pre-computation is done. For instance, [17] for 
maximum network lifetime presented merge tree solution. Energy aware data aggregation 
technique were taken in [18] which reduce count of packets in WSN platform. Above said 
technique acquire packet overheads, therefore distributed clustering technique were utilized 
to minimize overheads [19, 20]. Such techniques route to hierarchical topologies over local 
message distribution. However, shortest path is simple topology which was utilized in [21]. 
Dynamic clustering was proposed in [22]. Clustering is need to be done on any applica-
tions. This enforce large transfer cost to create cluster. Moreover, to run directed acyclic 
graph [5] and tree dependent techniques [5, 23] requires routing topology and capacity to 
control dynamic network situation was restricted. This is due to, whenever alteration hap-
pens in network dynamic like discharge of few critical IoT nodes, failure of primary energy 
link, there is need to update by network topology to reproduces conditions of ruling. It 
would also presents extra traffic control cost and creates extra delays.

2.2 � Energy Effective Routing

Baker et  al. [24] introduced energy aware routing design to control Power consumption 
for transferring data to the cloud data centers. Experiments was conducted with liner pro-
gramming technique. Vaiyapuri et  al. [13] proposed routing technique for IoT platform. 
This technique depends on ant colony inspired algorithm for resolving tedious issues. /
solution develop decentralized ant-dependent algorithm with potential to navigate to find 
shortest route from source to destination. RPL was provided to optimize target function 
which facilitates to use more number of nodes as routing nodes to develop (DODAG) des-
tination oriented DAG structure. Here, once IPV6 routing protocol was received by RPL 
from neighbor then score for every unnamed node was computed.

Yan and Chung [25] presented power aware routing protocol depending on protocol 
(AODV) Ad-hoc On-demand Distance Vector for vehicular network. Jin et  al. [26] pro-
posed (CCR) content centric routing technique to provide data integration and content-
dependent data flow inside network with intension to minimize energy sources, avoiding 
duplicate network congestion, network delay and improving network’s life span.

Dhumane and Prasad [27] proposed energy aware deduction routing technique depend-
ing on several objective algorithm for IoT networks. 3 significant factors such as distance, 
energy and life time of node was considered for examining routing protocol. The researcher 
used c-means technique for selecting cluster head to reduce count of IoT nodes. Result 
illustrates that proposed routing technique have possible and optimal feedback when com-
pared with heuristic algorithms.

Preeth et  al. [28] introduced fuzzy clustering technique to improve routing protocol’s 
energy efficiency in IoT platform. In this research used immune based routing algorithm 
along with reduced energy consumption and high reliability for IoT nodes. According to 
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this research, reducing energy consumption is main contribution for cluster communica-
tion. Simulation result illustrates that jitter ratio and packet loss ratio for proposed algo-
rithm were less than existing algorithm which was utilized for same scenario.

Wang and Wang [29] introduced particle energy aware routing technique to balance 
WSN node’s energy consumption in AODV protocol. Here researcher concentrates on 
every node’s partial energy level to recognize neighbor node’s optimal link. Simulation 
was performed with NS2 and result illustrates proposed method’s efficiency.

Yuan et al. [30] proposed energy effective routing protocol and Markov chain for UAV 
(Unmanned Aerial Vehicles) in platform of IoT. Additionally proposed probabilistic com-
munication graph approach to assist semi-deterministic interactions among UAV node with 
intention to minimize energy consumption and delay ratio with use of proposed protocol.

3 � Proposed Technique

IoT system were developed for several applications like smart city infrastructure, urban 
services and heath care [4, 11]. However, gathering huge quantity of data from such net-
work for multimedia content frequently outputs in traffic congestion in the network. For the 
purpose to resolve these problems, here the researcher proposed EEPR technique depend-
ing on RPL protocol. Proposed method utilized timing pattern like distance and time data 
is forwarded in network slot to destination, along with type of data and kind of network 
traffic.

Figure 1 illustrates framework of proposed EEPR. In IoT platform, numerous types of 
sensors are utilized to gather data from all electronic devices. In IoT big challenge is to 
discover best route to transfer data between the nodes.so in order to find appropriate route, 
RPL protocol is installed. In IoT platform, objects might have serious resource restriction, 
and therefore there is need for resource management to attain communication and optimal 

Fig. 1   Flow of proposed EEPR
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node connection between other devices through internet. However, gathering huge quantity 
of data like video and image from network yields traffic congestion in network.

Therefore, the researcher has created routing method to predict correct route related 
to object’s content. In lower-traffic case, video packets were put into TDMA (Time Divi-
sion Multiple Access) slot. In contrast, for higher traffic case, audio packets were put into 
TDMA slots. In RPL, node implements DIS (DODAG Information Solicitation) message 
to predict its following node for neighboring DODAG. Every node makes DODAG mainte-
nance, creation and detection. Following section gives brief explanation for the framework.

3.1 � RPL

RPL is standardized and developed by Internet Engineering Task Force (IETF) for low and 
lossy power networks to allow connectivity in the Internet mesh networks [5]. RPL imple-
ment alive process to develop and manage routing for non-circular, directed, destination-
oriented graph. In graph, data focus on DODAG’s root. Edges create path from every node 
to DAG’s root. If network remains constant, low rate DIO beacon process were utilized by 
RPL to reserve DODAG’s topology. DIO beacons’ were controlled by trickle timer.

Producing RPL message depends on trickle timer, which facilitates nodes to minimize 
transfer of their control message by maintaining network stability. Till node obtains mes-
sage which were compatible with its own data, forwarding control packet is expanded by 
the nodes till it reaches the maximum value [31].

Proposed DODAG is distinct as input of routing with DODAG = (U, M), where U 
denotes group of nodes and M denotes group of bits used to transfer in packets by Eq. (1).

where U0 denotes DODAG root, Mr denotes primary bit, M0
j
 and M1

j
 illustrates 0 and 1 

value of jth bit in binary coding voice or video packets.

3.2 � Proposed EEPR

In EEPR routing method, every node of the network have 2 properties such as: transmis-
sion rate and priority. Node priority takes random bit of 1 or 0 (1 denotes low priority and 
0 denotes high priority). Every node in the packets at source side takes the value of 1 or o 
and forwarded to destination node.

Mostly video or audio are used in input packets. As expressed in EEPR algorithm, video 
data transferring nodes has (0) as high priority and audio data transferring node has (1) as 
low priority. Once there occurs congestion in network, nodes with smaller data like text 
and audio will have priority for forwarding packets. When there is no congestion in net-
work, nodes with numerous packets like video has priority to transfer their packets.

TDMA were utilized to synchronize among receiver and sender and also minimize con-
sumption of energy. Primarily traffic must be checked before positioning data on TDMA 
slot. If traffic are high then audio packets were forwarded else video packets were for-
warded. Committing the time slot to forward the packets depends on transmission rate and 
priority of node.

Coordinators are responsible committing time slots. Suppose if numerous nodes has 
same priorities then choosing TDMA depends on transmission rate. Frame value can be 
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altered Utilizing information processing unit to put frame into inactive mode. Preamble 
bits were utilized in frame’s initial part to synchronize among receiver and sender. For 
instance, receiver identify that valid data is positioned on channel by obtaining sample of 
01,010,101 when there is no data existing on channel. When receiver obtains 10,101,011 
this consist of 2 sequential bits of 1, this denotes that valid data begins after 2 sequential 1 
r and is ready for obtaining. Module modify its preamble bits in a way to obtain remaining 
bits.

Iteration’s count is based on primary setting done by data processing unit for the mod-
ules in the preamble bits. Once examination of data performed on channel which means 
once obtaining sequential bits 11 of the sample 10,101,011 in the preamble bits, successive 
bits were forwarded as the address.

Source address denotes address of the sender frame. In address field of the receiver, des-
tination address of the device is stored to which frame needs to be forwarded this represent 
destination frame where sensor node needs to forward. In packet’s control part, payload’s 
length is determined. If there is necessary to forward confirmation, then in control section 
of packet, ACK bit is activated. Data processing unit utilize space which is referred as pay-
load to obtain data from sensor with use of serial communication among module and data 
processing unit. In module setting part, payload’s length could be organized from 0 to 32 
bytes.

CRC (Cyclic Redundancy Check) towards end of frame is accountable for correctness 
of frame. Validity of frame is verified only when there is enable of error prediction code, 
otherwise CRC won’t match the frame and it becomes invalid.

(2)Energytot =

n
∑

j=1

Energysend + Energyreceive

(3)Energysend = Energytrans × r + Energyamp × c2

(4)Energyrecevie = Energyreq × r

(5)Routing overhead = SReguest + Serror

(6)End-to-End Delay =

�

∑n

j=1
ctrans + ctranf + cpriority

�

× j

M
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4 � Performance Evaluation

Evaluation of EEPR is introduced in this section. Primarily, the researcher highlights 
used parameters, experimental setup, end-end delay, routing overheads and energy 
consumption. Then result acquired using proposed is discussed as follows.
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4.1 � Simulation Setup

NS2 were utilized for simulation test. In experiments used parameters were tabulated in 
Table 1.

To examine consumption of energy, factor consist of retrieve data, store data and 2 
equations was formulated as illustrated below. Energy need to transfer is illustrated in 
Eq. (7) and energy needed to receive data by node is acquired according to Eq. (8).

Moreover, total consumption of energy for entire node at receiving and sending in 
RPL is computed in accordance with Eq. (9), where n is count of nodes in RPL path:

Table  2 illustrates used parameters in consumption of energy by Eqs.  (1) and (7). 
Ratio of control packet’s total size to data packet’s total size which is given to destina-
tion is discovered as routing overheads. Control packet consist of packets forwarded to 
request route and the packets which are sent back due to route error is represented as 
Srequest and Serror , to total size of delivered data packets to the destination which is illus-
trated in Table 3.

Overhead of routing bandwidth is one of the most significant parameter. But in sim-
ulation routing overhead is not measurable. Therefore in our experiments the researcher 

(7)Energysend = Energytrans ∗ r + Energyamp ∗ c2

(8)Energyreceive = Energyrecv ∗ r

(9)EnergyTotal =

n
∑

j=1

(

Energysend + Energyreceive
)

Table 1   Experimental set-up Parameters Values

Node energy 2 J
Packet size 512 byte
Traffic type CBR
Simulation Time 300 s
Node movement design Random waypoint
Network dimensions 1000 × 1000 m
Node’s radio range 250 m

Table 2   Used parameters for 
consumption of energy

Variable Values

EnergyTotal Consumption of energy by all nodes at sending side
Energyrecv Energy needed to acquire a data bit
c Distance of message transmission
r Size of message for every bit
Energyamp Consumption of energy for amplification
Energytrans Total energy required to transmit one bit of data
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avoids routing overheads. For clarity, the researcher illustrated how routing overhead was 
computed:

EED (End–End Delay) consist of 3 parameters such as ctranf , cpriority , ctrans which is illus-
trated in Table 4. EED is computed as said in Eq. (11)

Examined EEPR algorithm in varied scenario with different criteria. EEPR is compared 
with existing QRPL [32] with respect to node’s pause time, EED against node’s maximum 
speed, routing overheads and energy consumption. This comparison illustrates functionali-
ties and efficiency between existing QRPL and proposed EEPR model.

4.2 � Energy Consumption

Comparison among existing QRPL and proposed EEPR algorithm is discussed with respect 
to consumption of energy. Every node consumes energy for retrieving and storing data. In 
network, node’s energy is most important and it’s based on battery, which have restricted 
energy source. For energy consumption, in our algorithm 3 criteria is used: node’s maxi-
mum speed, count of nodes and node’s pause time.

4.2.1 � Energy Consumption vs Node’s Pause Time

As illustrated in Fig. 2, for every node, there is an increase in pause time with decrease in 
energy consumption. It’s illustrated that packets were controlled and uploaded for various 
kinds of traffic, requirements to rebuild connection is minimized which results in increase 
in lifetime of algorithm. EEPR reduce more consumption of energy than QRPL.

(10)Routing overhead =
Srequest + Serror

U

(11)EED =

�

∑n

j=1
ctrans + ctranf + cpriority

�

× j

M

Table 3   Used parameters for 
routing overheads

Variable Value

U Total size of data packets
Serror Error of route
Srequest Route requested

Table 4   End–end delay 
parameter

Variable Value

M Received count of packets
ctranf Time needed to verify network traffic
cpriority Time required to verify priority of 

packets in TDMA slot
ctrans Time required to transmit bits of packets
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4.2.2 � Energy Consumption vs Count of Nodes

In Fig. 3, the researcher compare EEPR with QRPL for energy consumption against count 
of nodes. By enhancing count of nodes, network’s consumption of energy for EEPR and 
QRPL gets decreased. When count of node gets increased in the network, then node’s fre-
quency in sample space will be higher. Similarly, while density of network gets increased 
then nodes consume minimum energy for routing. This minimum consumption of energy 
by EEPR is mainly due to usage of supplementary nodes. This verifies the scalability of 
EEPR. Minimum consumption of energy by EPR is higher than QRPL.

4.2.3 � Energy Consumption vs Node’s Maximum Speed

As depicted in Fig. 4, both EEPR and QRPL increase energy consumption with increase 
in node’s maximum speed. This is because of dynamics network topology. When nodes 
move rapidly, there is rapid changes in network topology. Hence, more number of routing 
is required, which would improve overall consumption of energy.

Fig. 2   Consumption of energy vs 
node’s pause time
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4.3 � Routing Overheads

For routing overheads, simulation results is depicted in Fig. 5 which express compari-
son of EEPR and QRPL. Routing overheads represents control packet’s total count in 
network layer which was forwarded during simulation process, also includes packets 
which request for path, packets which responds for packet request and packets which 
announces path failure. Node’s maximum speed is fix to 25 m/s, count of node is fit to 
100 and every node’s energy is fit 2 J.

As illustrated in Fig. 5, node’s pause time increases with decrease in mobility of node 
and routing overheads. In EEPR algorithm information related to coordinate’s prioriti-
zation, forwarding packets related to kind of traffic, node’s pause time, least requirement 
for redesigning EEPR algorithm. Hence, few request for path is forwarded to network 
which ultimately results in reduction in routing overheads.

Fig. 4   Consumption of energy vs 
node’s maximum speed
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Fig. 5   Routing overhead vs 
node’s pause time
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4.4 � Average EED

This section describes about comparison of EEPR and QRPL with respect to EED. EED 
is average time required by the packets to attain their destination. In simulation, node’s 
maximum speed is fix to 25 m/s and count of node fix to 100.

4.4.1 � Average EED vs Node’s Maximum Speed

For simulation, pause time is fix to 1 s. As illustrated in Fig. 6, node’s maximum speed 
gets increased with increase in EED for both algorithms. This is dynamic effect of net-
work topology and rate of breakdown of path. Hence, average EED of EEPR is lower 
than existing QRPL.

4.4.2 � Average EED vs Node’s Pause Time

As illustrated in Fig. 7, Node’s pause time increase with decrease in dynamic network 
which makes network more stable. Hence, there is no necessity for rerouting. Due to 
scheduling and prioritization of forwarding packets in EEPR, delay reduction are more 
visible.

Fig. 6   Average EED vs node’s 
maximum speed
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Fig. 7   Average EED vs node’s 
pause time
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4.4.3 � Average EED vs Count of Nodes

In Fig. 8, comparison is done between average EED and count of nodes. With increase 
in count of nodes won’t has prominent effect on EED when compared with other param-
eters? Therefore increase in network density and count of nodes decreases EED for both 
EEPR and QRPL. This is because of increase in count of path among destination and 
source, and choosing auxiliary node.

5 � Conclusion

In general, the IoT applications utilizes more bandwidth and results in traffic conges-
tion in the network core. In IoT system, packet routing from source to destination is a 
challenging task, particularly in dense crowded platform. With increasing IoT devices, 
consumption of energy had become critical problem. To overcome this problem, here 
in this research a new RPL dependent technique was proposed to reduce energy con-
sumption by IoT device. In our method, QoS of IoT application is considered, where 
time slot TDMA us utilized to synchronize between receiver and sender to minimize 
consumption of energy. Then trickle timer is sued to control DODAG routing topology. 
Evaluation was performed with NS2 to make comparison between EEPR and QRPL 
with respect to EED, routing overheads and energy consumption. Experimental result 
depicts that EEPR using TDMA minimize energy consumption and EED for choosing 
communication nodes in IoT network. In future, proposed EEPR is planned to apply on 
vehicular network. Moreover, planned to use meta-heuristic algorithm to control trans-
ferring frames to route nodes in IoT system.
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