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Abstract
With the enhancing demand of the cloud computing products, task scheduling issue has 
become the hot study topic in this area. The task scheduling issue of the cloud comput-
ing method is more difficult than the conventional distributed system. The majority of the 
previous scheduling schemes use virtual machine (VM) instances, which takes enormous 
start up time and requires the full resources to perform the tasks. The proposed approach 
utilizes an Adaptive Neuro-Fuzzy Inference System (ANFIS)-Black Widow Optimization 
(BWO) (ANFIS-BWO) method for establishing the proper VM for every task with less 
delay. Resource scheduling is another important objective for optimal usage of resources 
(servers) in the cloud environment. The BWO algorithm is used to obtain the best solution 
in the ANFIS scheme. The proposed approach can employ the VMs on the best server by 
the optimal scheduling scheme. The main aim of the proposed approach is to minimize the 
computational time, computational cost, and energy consumptions of the tasks with use-
ful resource utilization. We describe that the proposed approach performs better than the 
existing approach concerning performance metrics such as computational time, makespan, 
energy consumption, computational cost, and resource utilization.
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1 Introduction

The Internet of Things (IoT) is the system of physical objects, vehicles, buildings, pieces 
of equipment, and other items that are enclosed by electronics, sensors, network connec-
tivity, and software, allowing these objects to collect and interchange data. IoT consists 
of three major categories: objects, transmission networks, and systems utilizing stream-
ing data from and to the objects. Mobile Cloud Computing (MCC) combines numerous 
technologies for increasing capacity and also existing framework performance. MCC 
is defined as the combination of cloud computing expertise and mobile equipment to 
produce resourcesconcerning computational power, energy, context awareness, memory, 
and storage [1]. There are four categories of cloud computing consumption models. 
They are private cloud, hybrid cloud, community cloud, and public cloud. It also con-
sists of various service models such as software-as-a-service (SAAS), infrastructure-
as-a-service (IAAS) and platform-as-a-service (PAAS) [2]. Cloud computing permits 
entryto mutual system resources resultant in highcomputing power with reasonably little 
management endeavors. Virtual machines (VM’s) can be influenced to use the physical 
machine resources devoid of directly cooperating with it.The conventional cloud sys-
tem is hugely popular; it has elevated starting setup and upholding cost. In a network-
disconnected area [3], the traditional cloud fails to perform any function that involves 
diffusion of the sensor or measurement.

Because multiple IoT devices are grouped, the amount of data to be processed in the 
cloud sector has been substantially increased.The cloud is controlled in a way that all the 
client resources and the server responds to the data demanded by the exterior clients via the 
storage and server’s datasets [4]. This computing can be used broadly in numerous fields. 
But there are several issues that have been appeared in the IoT development. Cloud comput-
ing has difficulty in position-aware applications and is rewardingly delay-sensitive, but can 
hardly be installed in large quantity due to the high construction cost in front of massive 
IoT devices [5]. The improved Scheduling Algorithm for QoS is moderatelyquicker than 
the targetobsessed scheduling and consequently, it is appropriate for more effectuallysaving 
and recovering E-health credentials from the cloud. The novel task scheduling algorithm 
isused to enhance the QoS attributesthatconsist of metrics like computation time, response 
time, cost, and availability. [6].

Dynamic Voltage/Frequency Scaling (DVFS)-enabled Energy-efficient Workflow Task 
scheduling algorithm (DEWTS) can influence the valuableslack time frequently after serv-
ers are combined. DEWTS initially computes the original scheduling arrangement for 
all the tasks and achieves the entire makespan and DEWTS firstly calculates the initial 
scheduling order of all tasks and obtains the whole makespan and deadline depends on the 
Heterogeneous-Earliest-Finish-Time (HEFT) algorithm. The tasks can be disseminated in 
the unused slots beneath thelesser voltage and frequency utilizing the DVFS method and 
in the task slacking stage the relaxed makespan is enhanced without breaking the depend-
ence restrictions [7]. The container system introduced in 2013 was soon transformed by 
the liberating Docker project.This is one of the virtualization categories and is very light 
when compared to conventional virtualization. Due to this benefit, the containers have been 
approved inthe cloud system vigorously. General-Purpose Scheduling structurepresents 
helpful resource organizationroles to cloud suppliers or researchers [8].

In cloud computing, the conventional technique utilizes the virtual machine (VM) that 
offers hardware virtualization in cloud computing. The VM’s can work on the physical 
machine top utilizing a hypervisor and this hypervisor works on the host machine. In the 
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virtualization cloud, the energy consumption is decreased in real-time hence the total 
energy observed by the hypervisor working on the host machine top is fairly high and has 
not been understood until now. For the allocation of resources, the containerized cloud and 
theoretic approach of the game are to decrease the net energy consumption. The game-
theoretic approach is used in both containerized cloud and VM based cloud and this con-
tainerized cloud absorbsless energy when compared with VM based cloud [9].

Due to its performance of near-native and small virtualization overhead, the con-
tainer-based virtualization has newlyfascinatedmore concentration. The mobile cloud is 
constructed by employing this type of virtualization is a talentedthought, althoughit has 
numerous difficulties. At the starting stage, the container works on a similar OS as the 
host. A lot of effort is required to modify the container to maintain mobile applications. In 
the second stage, OS containers present fewer separation among mobile operating systems 
(OSes), making it probable to exploit optimizations among mobile applications to enhance 
the additional performance. Conversely, the optimization is guided by the complete study 
of offloading performance [10]. Containers are the building blocks of OS-levels virtualiza-
tion that allows isolated virtual environments without hypervisors’needs. These structures 
are independent of each other but share the same operating system (i.e., Kernel and device 
drivers). The example implementations are LXC (Linux Containers), Open VZ, and Solaris 
container [11].

We examine both unrestrained and time deadline restricted cases for the multi-objective 
optimization issue in modeling task scheduling. HEFT-T (Heterogeneous Earliest Finish 
Time- TOPSIS0 algorithm is recommended that merges the HEFT method with TOPSIS 
(Technique for Order Preference by Similarity to an Ideal Solution) method to solve the 
multi-objective problem.A three-stepapproachdepends on the HEFT-T method is offered in 
the unrestrained case to choose the best possible solutions concerning the Non-dominated 
Sorting method. For the deadline-restrained case, an adaptive weight adjustment plande-
pends on HEFT-T is projected to adjust the weight rate for the time [12]. The main contri-
butions of this paper are as follows:

• To design the multi-objective optimization problem, consider main scheduling objec-
tives such as energy consumption, computational time, and resource utilization.

• ANFIS rule is applied to optimize the parameter for the black widow optimization 
algorithm.

• BWO technique has been included to address the task scheduling scheme that chooses 
the proper scheduling algorithm for every task.

• The performance evaluation of the proposed approach over datasets by employing dif-
ferent performance metrics.

The remainder of the paper is summarized in the following points.Sect.  2 discusses 
the related works. Section  3 discusses the problem formulation. The proposed approach 
is explained in Sect. 4. Section 5 discusses the experimental results and discussions. The 
conclusion is presented in Sect. 6.
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2  Related Works

Nowadays, there are various projects dedicated to task scheduling in cloud computing to 
address multiple forms of multi-objective optimization problems.There are various kinds 
of schemes namely Genetic algorithm (GA), Cuckoo search optimization (CSO), Particle 
swarm optimization (PSO), Whale optimization algorithm (WOA), Chicken swarm opti-
mization (CSO), bacterial foraging algorithm (BFO), etc. [13]. Kaur M and Kadam intro-
duced the improvised multi-objective bacteria foraging optimization algorithm (MOB-
FOA) to manage the multi-objective scheduling issues using the Pareto-optimal front 
method.This method provides a range of trade-off solutions relevant to the various sched-
uling conditions for independent trades on heterogeneous resources.The fitness function 
can be enhanced based on the selection process to reduce the computational complexity of 
MOBFOA [14].

SMadni et al. [15] proposed a Multi-objective Cuckoo Search Optimization (MOCSO) 
approach for the resource scheduling issue. The goal of this algorithm is to minimize cloud 
usage costs and increase efficiency by decreasing makespan time, which helps to boost rev-
enue or benefit for cloud providers with the highest resource consumption in the cloud 
computing environment of IaaS. It is appropriate for cloud computing because of its effi-
cient resource usage via the minimum cost and time of makespan. The cuckoo search algo-
rithm is hybridized with optimized and meta-heuristic approaches proved to be success-
ful for the cloud computing environment. Reddy GN and Kumar SP proposed the whale 
optimization algorithm (WOA)for task scheduling in the cloud environment.It schedules 
the task that depends on fitness constraint. The fitness constraintwas based on three main-
constrictions: energy, resource utilization,and quality of service. And the scheduled task 
depends on the above three constraints so the implementation time of the task and priceoc-
cupied in the execution on virtual machines is negligible. The better QoS improves the 
system overall performance and therefore, makes sure the improved scheduling order for 
the task execution [16].

Abualigah et al. [17] introduced the new hybrid antlion optimization algorithm through 
elite-based differential evolution for resolving multi-objective task scheduling issues in 
cloud computing environments. This approach was improved by employing elite-based dif-
ferential evolution as the local search method to enhance the exploration capability and to 
keep away from providing trapped in confined optima.The proposed method is enhanced 
to extend time complexity. Zhang [18] proposed a multi-objective optimization approach 
depends on the enhanced particle swarm is to enhance the best solution accuracy, ensure 
the algorithm convergence capability, and cloud computing performance is enhanced. This 
algorithm is improved for resolving the complexity of the multi-objective optimization 
issue.

Srichandan et  al. [19] discovered the task scheduling algorithm by utilizing a hybrid 
method that joins requiredfeatures of the most extensively utilized biologically encouraged 
heuristic algorithms, the genetic algorithms (GAs), and the bacterial foraging (BF) algo-
rithms in cloud computing. The proposed hybrid algorithm reduces the makespan, energy 
consumption, and also both the ecological and economic perspectives. The drawback ofthis 
approach was it takes more time for task evaluation and poor performance. Alkayalet al. 
[20] developed a new multi-objective PSO (MOPSO) algorithm which depends on the 
novel grading scheme. This approach is the new model for the resource allotment which 
optimizes task scheduling utilizing a multi-objective optimization as well as particle swarm 
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optimization. The main goal of this objective is to reduce the waiting time and increase 
device throughput by the scheduled tasks to the VM’s.

Li et al. [21] proposed a task scheduling algorithm that depends on the Analytic network 
process (ANP) for the issue of multi-objective optimization in the cloud computing envi-
ronment. It is utilized to resolve the issues in a task scheduling like shortage in the numeri-
cal description, restricted optimization capabilities of the conventional MOO algorithm, 
and Pareto best solutions selection. The enhanced gene expression programming (GEP) 
integrated with Non-dominated sorting genetic algorithm II (NSGA II) to enhance the 
worldwide optimization capability. Liu [22] proposed an algorithm called Multiopt which 
is the multi-objective container scheduling algorithm. The algorithm consists of five key 
aspects: node utilization of CPU, link among the containers and nodes, memory utilization 
of each node, containers clustering, consumption of time forwarding images on the sys-
tem, that change the application performance in containers. The drawback of this approach 
was in the multiopt algorithm the containers have the fault tolerance and the rapid con-
tainer migration without affecting the utilization of cloud computing services was difficult 
[23–33].

Zouache et al. [34] presented the chicken swarm optimization (CSO) for resolving the 
multi-objective optimization issues.This approach aims to balance the diversity and con-
vergence once the best Pareto solutions are searched. This multi-objective CSOis expanded 
to resolve the discrete issues like multi-objective knapsack issue. Guerrero et al. presented 
a genetic algorithm by non-dominated sorting genetic algorithm-II (NSGA-II) to optimize 
the container allotment and elastic management aimed at the optimum results achieved 
by this algorithm for the optimization problems in cloud computing environments. This 
approach improves system performance, network overhead, and system failure. The main 
drawback of this approach was the container live relocation costs as the factor to choose 
solutions from the Pareto front [35].

3  Problem Definition

The main issue in the cloud computing environment is to recognize the trade-off among 
the user constraints and resource exploitation.Most users provide multiple tasks with dif-
ferent prerequisites such as computational time, memory usage, energy usage, time delay, 
data transfer, response time,etc., and these are considered the complexities of modeling and 
assessing the task scheduling in the cloud computing environment.The parameters that are 
crucial for the scheduling algorithms are start-up-time, execution time, scheduling cost, 
and energy. The other issue that is faced in scheduling is that it requires more time in the 
computation when dealing with an increased number of user demands in the cloud comput-
ing environment. Hence, optimization algorithms can be used to decrease the computa-
tional cost, energy, overall cost, etc.

3.1  System Model

We consider the container-based cloud data center model by the computing servers set 
which can accommodate containers and virtual machine (VM) occasions as per the neces-
sities of the task and is shown in Fig.  1. Consider there are two types of users like IoT 
based as well as Non-IoTbased who can forward the several kinds of applications or tasks 
(eg. request-based tasks, memory-intensive tasks, event-driven tasks) to the cloud data 
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center for processing. The action of the admission controller is to allocate the task control-
ler either to the container schedule or virtual machine manager for additional processing 
[36].

The main responsibility for container-based scheduling is to create several kinds of con-
tainers depending on the necessity of the tasks. The task scheduler is dependable for grasping 
specific information and accepts the accessibility of the resources in the servers in every time 
interval. This is useful to evaluate the best server with the minimum load for organizing the 
chosen containers. The task schedule is responsible for auto-scaling the servers depends on 
the availability of the overall resource and the task arrival rate in the cloud data center. The 
cloud environment comprises of the service providers’ numbers to offer services and users 
infrastructures as the request. When more number of requests enter the cloud demanding for 
similar resources, there exists the resource shortage and issue is considering the resource allo-
cation to the users. Every virtual machine acquires several configurations namely memory, 
cost and size for tasks execution, and so on.

Hence, the accurate virtual machine allocated which acquires less cost and time for task 
execution is the major problem. Let us consider the cloud comprises of qm number of physical 
machines that can be represented as

where pm1, pm2, … , pmj, … , pmqm represents the independent physical machines and pmj 
denotes the cloud’s physical machine. The virtual machines equivalent to the jth physical 
machine is represented as,

From the above equation vj denotes the virtual machines respective to the jth physical 
machine, the total number of virtual machines is represented as h and vj

h
 indicates the h virtual 
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}
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Fig. 1  Data center model of the cloud
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machine equivalent to the jth physical machine. The cost of the resource for the kth virtual 
machine occurs in the jth physical machine is indicated as Sj

k
 . cj

k
 represents the capacity of the 

kth virtual machine that occurred in the jth physical machine. The total task is indicated as Tt 
and the total task number is represented as,

From the above equation, the total tasks for all the independent tasks for the task execu-
tion are represented as Tt and the number of the total task is indicated as n, the lth task is 
denoted as ttl . Every task bears a number of sub-tasks and the lth task of subtask are indi-
cated as,

Form the above equation, tl
t1
, tl
t2
,… , tl

t1
,… , tl

tm
 represents the lth task in the subtask and 

m represents the total subtasks number in the lth task. The task length is indicated as M 
and the task length based on the task number waiting for the execution of the task. Let the 
energy factor is indicated as �kl , which is the energy necessitated for the execution of the 
lth task in the kth virtual machine.

4  Proposed Methodology

The number of user requestsis accomplished depends on their necessities in the cloud com-
puting environment. But in the cloud computing environment, there are more resources so 
the proposer scheduling is difficult. There are various scheduling methodologies and the 
existing methods face various issues concerning resource cost, computational time, energy 
consumption, data transfer cost, resource utilization, and so on. The problems stated above 
were undertaken to utilize the proposed approach of the task scheduling which based on 
the black widow optimization algorithm.In the proposed method the computational cost 
is low, low energy consumption, low computational time, and efficient utilization of the 
resource.

4.1  Formulation of Multi‑Objective Scheduling

The effective solution is established via the fitness calculation depends on the constraints 
such as energy consumption, makespan, cost, and energy utilization. The matrix with the 
minimum fitness value is selected for the task execution in their respective fitness order of 
the virtual machines. The matrix for the solution is indicated as w and wkl is the value for 
the solution of lth task accomplished in the kth virtual machine. The matrix set is evaluated 
from the solution matrix which is evaluated via the division of the task length and machine 
capacity. The set matrix is indicated as S. The fitness evaluation is the main factor which 
calculates the effective virtual machine for executing the task without the performance is 
affected for the system in the method of task scheduling, the fitness function based on the 
some of the parameters such as, resource utilization, energy, makespan, cost, and QoS. For 
an efficient solution, the fitness function precedes the highest value.

(3)Tt =
{
tt1, tt2,… , ttl,… , ttn

}

(4)ttl =
{
tl
t1
, tl
t2
,… , tl

t1
,… , tl

tm

}
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Hence the main aim of this paper is to propose the MOBWO algorithm for plotting the 
tasks on virtual resources with minimum energy to reduce the time of the makespan and 
cost for improving resource utilization. This study believes the makespan time, utilization, 
and cost as the multi-objective functions for the best resource scheduling in the IaaS cloud 
computing environment. Hence the fitness values for the MOBWO algorithm can be esti-
mated for cost, utilization, and makespan by using the below formulas.

4.1.1  Computational Cost

The computational cost of the proposed model is computed using the following equation:

where cj represents the resources cost jth per unit time and tj represents the resource utiliza-
tion time.

4.1.2  Makespan Model

The makespan model is formulated using the following equation:

where tj represents the execution time for the particular task.

4.1.3  QoS

This is the main parameter in the cloud computing environment and it depends upon the 
scheduling virtual machine with high quality. This parameter mostly depends upon the two 
factors such as cost and time for the task execution in the virtual machine. The cost and 
time factors are low for enabling the excellent quality of service to the users. The factors 
(1−c) and (1−t) represents the scheduling cost and time is low.

From the above equation, c represents the execution cost and t represents the time for 
the execution of the task in the virtual machine. The time for the execution of tasks in the 
virtual machine is based on the set and solution matrix. The execution time is specified as,

From the above equation, wkl indicates the lth task solution executed in the kth virtual 
machine and Skl indicates the lth task set value executed in the kth virtual machine. The 
cost of execution for the virtual machine is represented as,

(5)fx =

n∑

j= 1

resourcej(cj ∗ tj), ∀j ∈ M, j = 1, 2, 3,… , n

(6)fy = max

n⋃

j= 1

tj, ∀j ∈ M, j = 1, 2, 3,… , n

(7)QoS =
1

2
[(1 − c ) + (1 − t )]

(8)
max

[
wkl × Skl

]

t = ∀

l ∈ n
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where the cost of execution is represented as c in the kth virtual machine, ykl indicates the 
product factor that is established utilizing the wkl and Skl , and rkl indicates the resource cost 
of the kth virtual machine. Hence the factor which assures the maximum QoS isthe execu-
tion time, execution cost, and resource cost. These factors should grasp the lowest value for 
achieving the maximum quality value that enhances the overall system performance.

4.1.4  Energy

For the execution of the task, the energy should be low in the virtual machine for an effi-
cient model. The energy of the virtual machine based on the lth task solution executed 
in the kth virtual machine and the energy necessitated for the lth task executed in the kth 
virtual machine.

From the above equation, the virtual machines total tasks number is represented as n , q2 
denotes the factor which is the maximum of all the energy values in the virtual machine.

4.1.5  Utilization of Resources

The resource usage in the virtual machine is the other parameter that must be dramatically 
high to boost device performance.This parameter is based on the set and solution value.

In Eq. (13),S represents the set matrix, the total number of tasks is represented as n , wkl 
indicates the solution of lth task accomplished in the kth virtual machine and Skl indicates 
the lth task set value executed in the kth virtual machine. The factor q1 is evaluated that 
depends on the highest value for the set matrix. M represents the total virtual numbers in 
the cloud.

4.2  ANFIS Model

The adaptive neuro-fuzzy inference system was developed by Jang, 1993 refers to the 
integration of Fuzzy logic and artificial neural network to create the influential process-
ing equipment [38]. In this article, two rules have been created for each input with a 
maximum value equal to 1 and a minimum value equal to 0. It is the multilayer feed-
forward network in which every node achieves the specific function on the input signals. 

(9)c =
1

M

M∑

k= 1

ykl ×
[
rkl
]

(10)ykl = wkl × Skl

(11)e =
1

n × q2

n∑

l= 1

wkl × �kl

(12)q2 = max(�)

(13)ru =
1

n × q1
×

n∑

l= 1

wkl × �kl; 1 ≤ k ≤ M; 1 ≤ l ≤ n and q1 = max(S)
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The square as well as circle node symbols utilized to characterize various learning 
parameters.The parameters being modified to achieve the desired input–output attrib-
utes depend on the learning rules.Fig. 2 shows the ANFIS architecture and inputs. The 
parameters suchas computation cost, energy, memory, resource utilization, makespan 
are used as the input for the ANFIS model. These output parameters are tuned by using 
the black widow optimization algorithm to obtain optimum results. The BWO algo-
rithm utilized in this article to assist ANFIS adjusts the parameters of the membership 
functions.

The fuzzy inference system is assumed which consists of 5 layers of the adaptive net-
work with two inputs a and b, and it has only one output c. The architecture of ANFIS is 
shown in Fig. 2.

The node in the jth position of the lth layer is represented as Ol, j , and the functions of 
the node in a similar layer are of the similar function family as depicted as below:

Layer 1: Layer 1 represents the input layer and each node j in layer 1 represents the 
square node by the node function. Ol, j represents the membership function of Xj and deter-
mines the degree to which the offered persuades the quantifier Xj . Generally, the bell-
shaped membership function is chosen as the input of the membership function by the 
maximum equal to 1 and the minimum equal to 0.

where xj,yj and zj represents the parameters, y indicates the positive value and z represents 
the curve center.

Layer 2: Each node in this layer represents the square node, marked as Π that produces 
the incoming signals and forwards the output product.

(14)O1,j = � Xj(a) for j = 1, 2

(15)�Xj(a) =
1

1 +
[
(a − zj∕xj)

2
]yj

Fig. 2  ANFIS architecture
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Layer 3: Each node in this layer indicates the square node, marked as M. The jth node 
evaluates the ratio of the jth rules firing strength to the addition of all the rules for the firing 
strengths as per the below equation. The output of this layer shall be termed as normalized 
firing strengths.

Layer 4: Each node j in this layer represents the square node by the node function. The 
attributes in this layer represented as subsequent attributes.

where pj , qj,and rj represents the attributes.
Layer 5: The single node in layer 5 represents the circle node, marked as Σ which evalu-

ates the overall output is the addition of all the incoming signals as per the below equation.

4.3  Black Window Optimization Algorithm based Multi‑objective Task Scheduling

In this section, the multi-objective task scheduling method represents the utilization of the 
proposed BWO algorithm [37]. The tasks are scheduled to the specific virtual machine 
depends on their execution time, energy, and execution cost. The efficiency of the schedul-
ing algorithm depends upon the reduction in the execution time and execution cost.The 
BWO algorithm for the most effective virtual machine and task execution is designed to 
achieve the best results for the multiple user arrival requests. Similar to other traditional 
methods, the proposed method begins by an initialization spider population, thus every spi-
der represents the possible solution. The initializations of spiders are in pairs and trying 
to produce the new generation. In this type of optimization, a female spider eats the male 
black spider after mating or during mating. Then the female black widow spider carries 
the stored sperm in her sperm theca and discharges them into egg sacs. After 11 days of 
being laid, spiderling comes out of the egg sacs. For several days to a week, the spider-
ling remains in the maternal web, in that period sibling cannibalism isdetermined. Conse-
quently, the spiderlings leave the web by the wind.

• Initial Population

Through the purpose to resolve the optimization problem, the problem of variable val-
ues should form as a properarrangement for the solution of the current problem. For PSO 
algorithms, this framework is called “chromosome” and “particle position,” but in black 
widow optimization, it is called “widow”. In BWO, the potential solution to every issue 
has been regarded as a black widow spider. Every black widow spider represents problem 

(16)O2, j = wj = �Xj(a) × �Yj(b) for j = 1, 2

(17)O3, j = wj =
wj

w1 + w2

for j = 1, 2

(18)O4, j = wjfj = wj(pj + qj + rj)

(19)O5, j =
�

j

wj fj =

∑

j= 1

wjf

∑

j= 1

wj

= output



1902 M. Nanjappan et al.

1 3

variable values.In a Kvar dimensional optimization issue, a widow is indicated as the array 
of 1 × Kvar represents the solution to the issue, and the array is described as follows:

Every variable value is represented as 
(
u1, u2, … , uKvar

)
 is the floating-point num-

ber. The widow fitness is evaluated by the fitness function evaluation F at the window (
u1, u2, … , uKvar

)
 . Thus

The optimization approach is initialized by creating the candidate widow matrix of 
size Kvar × Kpop by initializing the spider’s population. Then by mating, couples of par-
ents selected arbitrarily to execute the procreating stage in that the male black widow is 
eaten by the female during or after mating.

• Procreate

Since the pairs are autonomous to each other, they start to mate by the purpose of 
reproducing the fresh generation, in similar naturally each couple mate in its web, inde-
pendently from the supplementary. Almost thousands of eggs produced in every mating 
in the real world; however, the numbers of muscular spider babies are maintained. In 
this algorithm, an array is reproduced called alpha could also be produced as widow 
array by arbitrary numbers, including, after that, offspring are created by employing � 
by the subsequent equation in that u1 and u2 are represented as parents, whereas v1 and v2 
represents the offspring.

For Kvar∕ 2 times, this procedure is repeated, whereas randomly chosen numbers must 
not be replicated. Eventually, the mother and children are attached to the array, and the 
fitness is arranged, and then due to the cannibalism rating, a small number of the opti-
mal individuals are attached to the newly produced population. These steps are provided 
to all pairs.

Here, the ANFIS rule is applied in this section to optimize the BWO algorithm to 
obtain the best results. There are four rules to be applied to optimize this approach.

If the ratio of � is less than 1, then the parameter v is low.
If the ratio of � is less than threshold t, then the parameter v is low.
If the ratio of � is equal to 1, then the parameter v is medium.
If the ratio � is greater than the threshold t, then the parameter v is high.
Where t is the threshold, the fitness value is considered as the threshold value.

• Cannibalism

In this algorithm, there are three categories of cannibalism. The initial one is sexual 
cannibalism, in that the after or during mating, the male widow is eaten by a female 
black widow. The female and male black widows are identified by their fitness values. 
The sibling cannibalism is another category in that the weaker siblings are eaten by the 
muscular spiderlings. In this algorithm, the cannibalism rating (CR) is set in accordance 

(20)widow =
[
u1, u2,… , uKvar

]
,

(21)fitness = F (widow) = F
(
u1, u2,… , uKvar

)

(22)
{

v1 = � × u1 + (1 − � ) × u2

v2 = � × u2 + (1 − � ) × u1
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with the survivor’s number is evaluated. In particular conditions, the third category of 
cannibalism is commonly examined in that the mother spider is eaten by baby spiders. 
The fitness value is employed to evaluate the weak or strong spiderlings.

• Mutation

In this black widow optimization algorithm, simulated binary crossover (sbc) with a 
constant rate of crossover and mutation rates are utilized to produce the new chromes or 
individuals. An adaptive scheme is utilized to alter the mutation rate and after that, an 
enhanced description of mutation rate is projected. The proposed adjustive mutation opera-
tor is integrated with three operators of crossover namely, simulated binary crossover (sbc), 
uniform crossover (uc), and single point crossover (spc) to produce the new individuals or 
chromes [38]. Therefore, there are three variables of the proposed algorithm and evaluated 
on optimization problems.

• Fixed mutation rate

In the proposed black widow optimization algorithm, crossover and mutation are the 
two operators that are employed to produce newchromes in the spiderlings population. The 
procedure of producing individuals can be summarized in Algorithm 1. For each individ-
ual, once the implementation of the crossover operator is finished, the mutation operator 
starts, this is shown in Algorithm  2. In the 2nd algorithm, the mutation in the variable 
which indicates whether each chromes implements the mutation operator or not;  R1 and  R2 
are the two arbitrarily generated numbers among 0 and 1.0.
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• Adaptive mutation rate

The proposed BWO algorithm by the permanent mutation rate does not calculate the 
ultimate solution for the optimization issue. The adaptive scheme utilized for this paper 
can be utilized to undertake this problem by altering the mutation rate. The linear func-
tion is presented to alter the mutation rate for easefulness. Hence the mutation rate mr 
shall be updated as follows:

where ps can be evaluated as follows:

(23)mr =
ps

L
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Form the above Eqn. t and tM are the present and maximum generation accordingly, P 
denotes the fixed real number. In this article, P shall be provided as follows.

Here L represents the problem of interest dimension.
When t is equal to 1, the starting mutation rate P0 is 1/50 (0.02). The detailed study of 

the adaptive mutation rate is discussed.
Subsequent to integrating the adaptive mutation scheme into the black widow optimi-

zation algorithm, the process of producing new chromes can be updated as depicted in 
Algorithm 3. There are three well-identified types of crossover operators: sbc, uc, and spc. 
These adaptive mutation operators are combined with the three crossover operators, three 
new chrome updating schemes are then projected and termed as sbcam, ucam, and spcam 
correspondingly.

• Convergence

Identical to evolutionary algorithms, there are three stopping criteria can be regraded: 
(1) predefined iteration numbers. (2) performance of no alter in the fitness value of the 
optimal window for some iterations. (3) Achieving the specified accuracy level. The pseu-
docode for the proposed task scheduling approach is illustrated in Algorithm 4.

(24)ps = P + (t − 1) ×
1 − P

tM − 1

(25)P0 =
L

50
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5  Results and Discussions

The proposed ANFIS-BWO for task scheduling is evaluated utilizing several experiments. 
The implementation is executed in the PC by Intel Core i-3 processor 4 GB RAM and Win-
dows 10 operating system. JAVA supports the entire deployment using cloud hardware. 
The performance evaluation of the ANFIS-BWO algorithm was evaluated over various 
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synthetic databases of different sizes. The four significant datasets linked with the task size 
are depicted in Table 1. In this experiment, the task sizes are created arbitrarily at the runt-
ime and its size is indicated by the millions of instructions (MI).

5.1  Performance Comparison

In this part, the simulation results of the proposed algorithm for the performance metrics 
such as computation time, cost, resource utilization, makespan, energy consumption, mem-
ory utilization is compared with various existing algorithms like EECS [41], LB-RC [40], 
and ANFIS [42].

• Computational time: The computational time for the task is described as the total time 
required for the task execution. It is the time required to complete its finishing the task 
inside the particular device. The proposed ANFIS-BWO algorithm estimates the appro-
priate device for every task and also finds the optimal server. The time depends on the 
time the allocated resources complete the particular task, the time required to forward 
the task from the device to the cloud data center, as well as the time needed to arrange 
the executing device.Some of the approaches require more time for longer tasks. This 
will increase the completion time for the task execution. But for the proposed method, 
the computational time for task execution is low, whereas high resource capacity 
tasks are allocated to the most efficient VM requests, as opposed to less efficient VM 
instances.The proposed approach requires low computational time when compared with 
other algorithms such as EECS, LB-RC, and ANFIS because of using a larger amount 
of resources.

The average computation time for the proposed ANFIS-BWO approach takes less time 
for the task execution by 11% for LB-RC, EECS by 15% and for ANFIS by 25%. Depends 
on the experiments, the proposed approach achieves low computation time compared to 
other approaches for various datasets and is shown in Fig 3.

• Makespan: The makespan of the task set is described as the total completion time for 
the set of the task reached at the particular time illustration. The experimental evalu-
ations of the four methods over the four datasets are illustrated in Fig.  4.The lesser 
computational time for the tasks will complete their execution faster, which generates 
the minimum makespan. The makespan value raises along with the number of tasks 
increases in the sets of tasks. This will decrease the capability to hold the server tasks 
and makespan is increased. The proposed approach finds the best solution and organ-
izes the task to the best-fit virtual machine examples that will decrease the execution 
time and also the makespan.

Table 1  Synthetic datasets sizes Tasks types Task numbers Task size (MI)

Minimum 900–1000 100,000–200,000
Mean 700–800 80,000–100,000
Maximum 500–600 50,000–70,000
SD 100–300 30,000–50,000
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• The makespan for the proposed ANFIS-BWO approach is better than the LB-RC by 
16%, EECS algorithm by 21%, and ANFIS by 34%. Depends on the experiments, 
the proposed approach minimizes the makespan of the tasks compared to other 
approaches for various datasets.

• Energy Consumption: The energy consumption of the task is based on the energy 
used by the forwarding channel and the resources when the task is processed in the 
computing server. In this, the device must utilize the minimum amount of resources 
that will decrease the overall energy consumption for task completion. The proposed 
ANFIS-BWO approach discovers the appropriate device for every task and assigns 
it to the optimal server. The other approach such as EECS and LB-RC employs the 
tasks for the appropriate virtual machines that will consume high energy for the task 
execution.For the different approaches, metrics such as maximum value, mean, mini-
mum value, and standard deviation (SD) are denoted and evaluated depending on 
the effects of several databases’ energy consumption.The other approaches such as 
EECS, LB-RC, and ANFIS performances are worse than our proposed approach.

The average energy consumption for the proposed ANFIS-BWO approach is better 
than the LB-RC by 22%, EECS algorithm by 28%, and ANFIS by 31%. Depends on the 
experiments, the proposed approach achieves less energy consumption when compared 
to other approaches for various datasets is shown in Fig 5.

(a) Dataset 1                                                (b) Dataset 2

(c) Dataset 3                                                           (d) Dataset 4
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• Computational cost: Computational cost is the total cost for the task execution and 
this parameter will affect the overall performance of the system. Computational cost 
indicates the total execution task for a particular task on specific virtual machines. The 
computational cost depends upon the data transfer cost, storage, and task length. When 
there are more tasks, the global best solution will be achieved, since a large number of 
tasks and limited resources tend to increase costs, waiting time, and makespan. The 
proposed ANFIS-BWO algorithm is cost-effective with respect to the other algorithms 
evaluated against the various kinds of tasks. The computational cost for the proposed 
ANFIS-BWO approach is better than the LB-RC algorithm by 18%, EECS algorithm 
by 22%, and ANFIS by 33%. The experiments describe that the proposed approach 
reduces the computation cost of the tasks. The evaluation for the computation cost for 
various approaches in different datasets is described in Fig. 6.

• Resource utilization: The resource utilization of the server indicates the total time 
required for the task execution and also to reschedule the resources for the execu-
tion of the tasks in the cloud data center. The rescheduling of these resources can 
reduce the resource usage and number of servers used to perform the requested task. 
The virtual machines have their own operating system in this process and need extra 
memory to store an operating system memory file for an additional CPU cycle.This 

(a) Dataset 1                    (b) Dataset 2

(c) Dataset 3                                                         (d) Dataset 4
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will decrease the parallelism among the tasksin the server and decreases resource 
usage in terms of memory and CPU. But the device completes more tasks and paral-
lelism is increased between the tasks. This scheme again enhances the memory and 
CPU utilization for all the servers. The proposed approach establishes the proper 
device instead of the virtual machines for every task that fits for the best server.

The comparative examination among the proposed ANFIS-BWO approach and the 
other state-of-art-approaches in terms of CPU and memory usage for several databases 
are shown in Fig. 7. The higher resource utilization will complete the number of tasks in 
parallel on the CDC.The memory utilization of the ANFIS-BWO approach is better than 
the LB-RC approach by 19%, EECS by 25%, and ANFIS by 35%. The enhancements in 
the proposed approach for memory utilizationover other approaches in different datasets 
are illustrated in Fig. 7.

The CPU utilization of the ANFIS-BWO approach is better than the LB-RC approach 
by 14%, EECS by 19%, and ANFIS by 26%. The enhancements in the proposed approach 
for the CPU utilization over other approaches in various datasets are illustrated in Fig. 8.
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(c) Dataset 3                                                   (d) Dataset 4
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6  Conclusions

The proposed approach uses an ANFIS-BWO method to establish the right VM with 
lesser delay. In this work, we have developed the fuzzy-based black widow optimization 
algorithm to obtain the optimal parameters in the cloud server.The main contribution of 
this method is to create the appropriate virtual machines for each task, based on multi-
objective such as energy usage, computational time, computational cost, makespan, and 
resource utilization. This method decreases energy consumption, makespan, computa-
tional time, and offers efficient resource utilization.The algorithm establishes a suitable 
server based on the ruling scheme for the virtual machine for better resource utilization 
such as CPU and memory. The large-scale simulation experiments are built over four 

(a) Dataset 1                                                   (b) Dataset 2

(c) Dataset 3                                                         (d) Dataset 4
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different synthetic datasets which show that the proposed approach is better than the 
current state-of-the-art approaches.

(a) Dataset 1                                                         (b) Dataset 2

(c) Dataset 3                                                         (d) Dataset 4
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