
Vol.:(0123456789)

Wireless Personal Communications (2021) 118:873–885
https://doi.org/10.1007/s11277-020-08048-w

1 3

Hybrid Optimization Model for Energy Efficient Cloud 
Assisted Wireless Sensor Network

S. Umamaheswari1

Accepted: 23 December 2020 / Published online: 4 February 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC part of Springer Nature 2021

Abstract
The role of wireless sensor networks is ubiquitous in the present era. The dependency of 
wireless sensor networks is inevitable for small scale to large scale applications due to 
its compact, reliable, and efficient processing capabilities. However, wireless sensor net-
work has its few limitations. Since the network is created by deploying sensor nodes and 
it requires efficient energy management procedures. Localization of nodes is an important 
process that should be considered in wireless sensor networks which directly relates the 
energy management. To reduce the node localization issues in wireless sensor networks, 
this research work proposed a hybrid optimization model using Particle Swarm Optimi-
zation and Grey Wolf Optimization as a combined approach. The proposed model effec-
tively handles the node localization issues. To reduce the data processing and storage 
issues in wireless sensor networks, Cloud module is incorporated in the proposed model 
which improves the energy management features. Similarly, to transfer the data from node 
to cloud, hybrid optimization model shortest path discovery process is utilized. This com-
bined approach reduces the packet loss, avoids route failures, improves network reliability, 
and lifetime compared to conventional models such as ant colony optimization.

Keywords  Wireless sensor networks (WSN) · Node localization · Particle swarm 
optimization (PSO) · Grey Wolf optimization (GWO) · Cloud computing

1  Introduction

Wireless sensor networks (WSN) are widely used in various applications to monitor and 
acquire data from real time environment. From medical to military applications [1, 2] 
WSNs are used and it is not limited to certain domain. Wireless sensor networks are com-
posed of tiny sensor nodes that collect and transmit data. These nodes can be distributed 
randomly to observe the changes in the system or environment. The data collected from all 
the nodes are processed to obtain the essential information. In such a case, node localiza-
tion is one of the important parameters which need to be considered in the wireless sensor 
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network. Node localization is required to report the incident origin, assist sensor queries, 
routing and network coverage issues [3]. Moreover, the energy efficiency of sensor nodes 
is also depending on node localization. Nodes are efficient to collect and transfer data to 
the base station, but it has limited storage capacity due to size and energy requirements 
[4]. Recently cloud gains more attention due to its storage and data processing abilities, 
integrating cloud with wireless sensor networks will reduce the energy requirements of 
wireless sensor nodes [5]. On contrary, transferring data to the cloud using complex rout-
ing procedures will again increase the energy requirements. So it is essential to obtain a 
minimum data transfer path to reduce the energy requirements of sensors. Identifying the 
shortest path not only reduces the energy consumption it reduces the chance of data attack. 
Since if the transmission is performed through the longest path the chances of data pruning 
[6], data alteration, and other attacks [7–10] are more. Sample schematic for cloud assisted 
wireless sensor networks is depicted in Fig. 1.

Localization schemes are broadly classified into anchor based or anchor free, central-
ized or distributed, fine grained or coarse grained, GPS based or GPS free, stationary or 
mobile sensor node based, range based or range free models. In anchor based localization 
scheme [11], the node positions are known and based on these, the unknown node posi-
tions are localized. Whereas anchor free scheme [12] estimates the relative position instead 
of computing absolute node position. In centralized scheme [13], sink node computes the 
position of nodes and forwards the information to other nodes. In distributed scheme, sen-
sors individually estimate the position and communicate with anchor nodes directly [14]. 
GPS based schemes directly reveal the node localization whereas GPS free models cal-
culates the distance between the nodes depends on local network [15]. Received signal 
strength [16] is used for localization in fine grained localization and it is not used in coarse 
grained localization.

Depends on the above categories various localization models are evolved. Still, the 
research gap is more to obtain an efficient node localization model to improve the perfor-
mance of wireless sensor networks. Findings this research gap, this research work is aimed 

Fig. 1   Cloud assisted wireless sensor networks [8]
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to propose an energy efficient cloud assisted wireless sensor network. Research work is 
further structured into a short literature survey in Sect. 2, Proposed energy efficient hybrid 
optimization model in Sect. 3 and its performance are evaluated in Sect. 4 and summarized 
the observation in conclusion.

2 � Related Works

Node localization in wireless sensor networks improves network performance and 
enhances energy efficiency. Various localization models are introduced to reduce the issues 
in wireless sensor networks. Few research models are analyzed in this section to identify 
the research gap and to frame the proposed research objective. Yun et al. [17] proposed a 
self-localization algorithm with mobile anchor node to solve the node localization issues 
in underwater acoustic sensor nodes. The issues in path selection are addressed through 
compressive sensing and the node path is identified by random waypoint and layered scan 
model. High localization accuracy is the observed advantage of the localization algorithm. 
Xiufang et  al. [18] proposed a privacy preserving distributed localization algorithm to 
improve location privacy in internet of things. Trust evaluation is an important factor in 
data transfer through nodes. Identifying the dishonest nodes and neglecting them for path 
formation is achieved using a distributed location algorithm.

Shikai et  al. [19] handled the node localization issues through an improved Distance 
vector (DV) -Hop algorithm for accurate node localization which is a major limitation of 
conventional DV-Hop localization scheme. Beacon nodes are selected through probability 
information based selective strategy. The average hop distance of beacon nodes is deter-
mined using actual distance and estimated distance between beacon nodes. Yuxiao et al. 
[20] reported the localization accuracy is further improved in DV-Hop algorithm using 
dynamic anchor nodes. By utilizing a part of anchor node the accuracy and energy effi-
ciency are improved in the localization model. Songyut et al. [21] proposed an optimized 
distance vector hop localization using particle swarm optimization to improve the localiza-
tion precision.

Mingxing et al. [22] proposed an optimal power allocation scheme to improve localiza-
tion performance in jammed wireless sensor networks. Average Cramer-Rao lower bound 
of agent nodes is proposed to improve the localization accuracy and network lifetime. 
Wang et al. [23] reported node localization issues through kernel extreme learning machine 
algorithm based on hop count quantization. The actual hop count between the anchor 
nodes and unknown nodes is used as training inputs. Using trained anchor nodes, the loca-
tion of unknown nodes is identified in the learning model. Herman et  al. [24] proposed 
Maximum-Likelihood sensor node localization approach using received signal strength to 
possess multipath features in wireless sensor networks. Received signal strength is used to 
perform ranging measurements. The statistical model used in the research work estimates 
the node coordinates and reduces various signal degradation effects.

Hassan et al. [25] proposed Message Passing Hybrid Localization to reduce the issues 
in cooperative distributed localization. Belief propagation and Markov chain Monte Carlo 
sampling are used to frame the hybrid localization model which improves the localization 
performance optimally. Recently various optimization models are introduced to solve the 
node localization issues. Prabhjot et al. [26] proposed a hybrid optimization model for effi-
cient localization using dragonfly and firefly optimization models. The concept of single 
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anchor node placement using hexagonal pattern introduced in the optimization approach 
reduces the localization errors compared to conventional localization modules.

2.1 � Research Gap

The findings from the above review are summarized as research gap as follows.

•	 Node localization issues are widely approached by various techniques. However, most 
of the research works are focused on a single parameter.

•	 Multiple objective localization models are introduced in a few research models. How-
ever, their performance can be improved.

•	 To obtain an optimal path for data transfer various nature inspired optimization 
approaches are evolved.

•	 Few research works only addressed the node localization issues through hybrid optimi-
zation approach.

2.2 � Objective

Based on the above research gaps listed, the objective of the proposed works is framed as 
follows.

•	 To develop a hybrid optimization model to improve the node localization accuracy, 
energy efficiency as a multi objective approach.

•	 Identify the shortest path using the optimal model to improve the reliability of the cloud 
assisted wireless sensor networks.

Considering the above objectives, the proposed optimization approach is developed 
using Particle Swarm Optimization (PSO) and Grey Wolf Optimization (GWO) as a hybrid 
model. It has a strong statistical foundation and the ability to handle raw data sequences. 
Through its consistent data handling process, inputs of variable length can be handled 
effectively.

2.3 � Proposed Work

The proposed hybrid optimization included two phases of operation in which particle 
swarm optimization is used to achieve optimal node localization and grey wolf optimiza-
tion is used to obtain the shortest path for data transmission. Swarm intelligence is incor-
porated into the proposed approach node localization objective and attacking strategy of 
grey wolfs used to obtain the minimum shortest path. Before formulating the optimization 
model the network parameters are defined and few parameters are assumed. The network 
model used for analysis is a finite two dimensional plane with randomly placed wireless 
sensor nodes. The coverage area is assumed as circular for nodes and the nodes are placed 
at the center of the coverage area. All the nodes in the network have the same communica-
tion radius. The neighbor node information and location of all nodes are predetermined. 
The initial energy of the nodes is sufficient for node random movement. The coordinates 
for the monitoring area M × N is given as (m, n) for M ∈ m and N ∈ n . The distance from 
senor to coordinate point CPi is formulated as
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where xi and yi are the node coordinates. The gridpoint covered by the sensors are formu-
lated as a probability function and it is given as

where g is the grid point which is covered by maximum sensor nodes and the probability 
is considered as 1 and for other factors, it is considered as zero. The total number of grid 
points in the coverage area is formulated as Covtot =

∑
M×N P

�
g,CPi

�
 and the coverage is 

formulated based on the monitoring region as follows

Particle swarm optimization is used to obtain optimal node localization. To frame 
the optimization model, consider a randomly initiated population S =

{
s1, s2,… , sn

}
 

where n is the number of particles. The position and velocity othe particle is defined as 
Spi =

{
pi1, pi2,… , pik

}T . and Svi =
{
vi1, vi2,… , vik

}T . Where k is the space, the individ-
ual maximum population is formulated as sbesti =

{
sbesti1, sbesti2,… , sbestik

}T and the 
global maximum is formulated as gbest =

{
gbest1, gbest2 … gbestk

}T . The position of par-
ticle is updated based on the velocity is formulated as

where �1 and �2 are acceleration constants and w is the inertia coefficient. To improve the 
dynamic search process, the inertia coefficient is adjusted during the search process. The 
particle diversity and search speed is increased by using mutation operator and the updated 
position and velocity is formulated as

The optimal solution for node localization is can be obtained from the above mathemati-
cal model and the process is explained through the following summarized algorithm.
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Algorithm 1: Optimal node localization using modified particle swarm optimization

Input: Particles  for i=1,2…n 

Initialize:  and , , ,

Calculate the fitness function using 

Calculate optimal particle from fitness value and obtain global maximum 

L1: If iteration is divisible 

Update the state and velocity using Eqn. (6) and (7)

else

Obtain inertia coefficient and update state and velocity using Eqn. (4) and (5)

Calculate the fitness value of current particle using and update local and global maximum

Check the iteration (z) is less than max generation 

if z < max generation

Increase iteration by 1 and go to L1

else

end

The shortest path is need to be obtained for energy efficient cloud assisted wireless 
sensor networks. Grey wolf optimization is used to obtain the shortest path in the pro-
posed model. The hunting nature of wolves is related to the optimization problem. Basi-
cally, grey wolf hunting included three processes such as (1) tracking, approaching and 
chasing the prey, (2) encircling the prey, (3) attacking the prey. Mathematically these 
three processes are formulated and the encircling process is expressed as

where sp is the prey position, instantaneous iteration is represented as t , location of wolves 
is represented as S and �, v are the coefficient for vectors and it is given as � = l

(
2r1 − 1

)
 

and v = 2r2 . The value of r1 and r2 is a uniform random number in the range {0,1}. The 
best solution obtained in grey wolf optimization depends on the alpha ( �) wolf decision 
which identifies the prey position. Beta ( �) and delta ( �) wolves identify the second best 
and third best solutions. This scenario is formulated as

The best three wolves in each iteration are represented by s� , s� and s� and it is given 
as

(8)D =
|||v × sp(t) − S(t)

|||

(9)S(t + 1) = Sp(t) − � × D

(10)
D� = ��v1 × s� − S(t)��
D� =

���v1 × s� − S(t)
���

D� =
��v1 × s� − S(t)��

⎫⎪⎬⎪⎭
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The position of prey is expressed as SP(t + 1) and based on Eq. 11, it is obtained as

In order to attack the prey, wolves must move close enough to the prey it is defined based 
on � which varies in the range {− 2 � , 2 � }. When this value is equal to or greater than 
one, wolves abandon the current hunting process and move away to find the next optimal 
solution. If it is less than one, then wolves are forced to attack the prey. This condition 
helps the wolves to avoid local minimum. The exploration ability of grey wolf optimiza-
tion is used to obtain the shortest path by preventing the risk positions in node localization 
process. This parallelly improves the particle swarm optimization by directing the nodes to 
the optimal position.

Calculate the fitness function using Eqn. (10)

Calculate the best wolves using Eqn. (11)

L1: If iteration reached max

Calculate the mean position of three wolves using Eqn. (12)

else

Update the position using Eqn. (8) and (9)

Repeat L1

end

using Grey Wolf Optimization

Initialize: 

Algorithm 2: Optimal path identification 

2.4 � Process Flow of Proposed Hybrid Optimization Model

The entire process of the proposed hybrid optimization is depicted in Fig. 2. The process 
starts from initializing the particles which is related to node initialization and then fitness 
function of each particle is calculated. This gives the relative energy and distance details 
about the node and based on the fitness function, optimal particle and global maximum 
are obtained. The positions are updated to the new position if the iterative is divisible oth-
erwise the process is repeated by obtaining the inertia coefficient. Once the best positions 
are obtained for maximum network coverage, these optimized nodes are used for shortest 
path identification. For that grey wolf optimization is utilized. In the beginning, the nodes 
are initialized and the fitness function is calculated based on the energy and trustworthi-
ness. From that, the best wolves are selected to proceed further, it is iteration is reached the 
maximum, then that position is considered as best position and the selected node is utilized 

(11)
S1 =

��s� − l1D�
��

S2 =
���s� − l2D�

���
S3 =

��s� − l2D�
��

⎫
⎪⎬⎪⎭

(12)SP(t + 1) =
S1 + S2 + S3

3
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for path creation. Otherwise, the process is repeated till the selection of best nodes. Once 
the path is identified, the data is transferred to the cloud and the process is halted.

3 � Result and Discussion

The performance of the proposed model is experimentally verified using network simula-
tor 2. Proposed hybrid optimization approach for cloud-assisted wireless sensor network 
performance is evaluated through parameters such as latency, reliability, packet loss, route 
failures, computation cost, and lifetime. The simulation parameters used for experimenta-
tion are listed in Table 1.

Figure 3 depicts the delay performance analysis of the proposed model. The proposed 
hybrid optimization approach improves network coverage through optimized node local-
ization. Moreover, the discovery of the shortest path to transfer the data to cloud using 
the optimization model reduces the latency in transmission. To validate the superior 
performance, existing ant colony optimization (ACO) based node localization, conven-
tional genetic algorithm (GA), and firefly optimization models (FA) are compared with 
the proposed hybrid particle swarm grey wolf optimization (PSGWO) approach. It is 

Start

Initialize all the particles 

Calculate fitness function

Calculate optimal particle 
and global maximum 

If iterative 
is divisible

Update state and velocity

Obtain inertia 
coefficient 
and update 

Initialize

Calculate fitness function

Calculate best wolves

If iteration 
=max

Calculate mean position 
of three wolves

Update 
Position 

Stop

Transfer data to cloud 
using shortest path

Fig. 2   Process flow of proposed hybrid optimization model



881Hybrid Optimization Model for Energy Efficient Cloud Assisted…

1 3

observed that proposed model attains minimum delay compared to other models due to 
its improved node localization policies and shortest path routing.

The reliability of the network model is increased due to hybrid optimization 
approach. Without compromising the energy efficiency this increased performance is 
achieved. Moreover, the reduced delay performance while packet transmission supports 
the proposed model to achieve reliable performance. It is observed from Fig. 4 the con-
ventional models lag in performance due to routing policies. Compared to genetic and 
firefly algorithm performance, ant colony optimization based localization approach pro-
vides better performance due to the shortest path routing. However, when it is compared 
to proposed approach the reliability of proposed model is high.

The energy efficiency of the proposed cloud assisted wireless sensor networks 
depends on its routing process and efficient packet delivery. If more packets are lost in 
transmission, then all those missed packets are needed to be transmitted again which 
again increases the energy consumption. Due to optimal path identification, the pos-
sibility of packet loss is reduced in proposed model compared to existing methods. Fig-
ure  5 depicts the packet loss comparison for all the models. It is clearly visible that 

Table 1   Simulation parameters S. no Parameters Range

1 Number of nodes 500
2 Simulation area 1000 × 1000 sq. units
3 Packet size 1024 bytes
4 Transmission rate 1 packet/s
5 Initial energy 100 J

Fig. 3   Delay performance analysis
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proposed model has less packet loss ratio compared to other models. Similarly, the net-
work lifetime depends on the node energy.

To review the node energy consumption and network lifetime, a comparative analy-
sis is depicted in Fig. 6. It could be seen that number of alive nodes in the proposed net-
work is high compared to other models. Due to improved energy management, the energy 

Fig. 4   Reliability analysis

Fig. 5   Packet loss
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efficiency of the nodes is increased which further increases the network lifetime. Whereas 
other models have minimum lifetime due to their energy management issues.

The efficiency of the proposed hybrid optimization model is validated based on the 
energy efficiency performance, reliability, and network lifetime. Due to improved node 
localization and energy efficiency proposed model attains better efficiency compared to 
other models. Though the efficiency difference is minimum between the ant colony model, 
the performance of proposed model is adequate to prove its superior performance. Figure 7 
depicts the efficiency comparison of all the models. It is observed from the experimen-
tal results, the proposed hybrid optimization model performance is better than existing ant 
colony optimization, firefly optimization, and genetic algorithm based node localization 
models. Moreover, proposed model attains better efficiency, improved network lifetime due 
to its optimal solution for localization and path identification.

4 � Conclusion

An energy efficient cloud-assisted wireless sensor network model is proposed in this 
research work using hybrid optimization module. Node localization and shortest path iden-
tification are the important factors in wireless sensor networks. The performance of net-
work depends on these two factors. To obtain an optimal node localization scheme and 
to improve the energy efficiency a hybrid optimization model using particle swarm opti-
mization and grey wolf optimization is proposed. Proposed hybrid optimization model 
attains better performance in terms of improved reliability, reduced delay and packet loss, 
enhanced network lifetime. By identifying the shortest path using hybrid optimization 
model reduces the energy requirements of the nodes and avoids packet loss. The computa-
tion cost is the limitation observed from this model due to hybrid optimization however, the 

Fig. 6   Network lifetime
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performance is better compared to other optimization models. In the future, this research 
work can be further improved to reduce the computation cost.
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