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Abstract
The use of automated network planning systems is crucial for reducing the deployment 
cost and planning time of passive optical telecommunication networks. Mixed-integer lin-
ear programming (MILP) is well suited for the purpose of modeling passive optical net-
works; however, excessive computing times for solving large-scale problem instances ren-
der these approaches impractical. This research presented a formulation that was based on 
MILP. It is for the issue of optimum dimensions of fiber equipment of the FTTH optical-
access network (FTTH-OANs). The key objective is to minimize the capital expenditure 
associated with the implementation of FTTH-OAN, i.e. the expense of passive and active 
tools (splices, fiber terminations, closures, cables, optical splitters, and OLT cards, etc.) 
site planning costs and the cost of labor needed. This formulation is installed and tested. 
The key results are derived from practical physical systems installed in homes.

Keywords  MILP · Network design · Access networks · PON · FTTH

1  Introduction

Global consumer internet protocol traffic is expected to reach 233 EB per month by 2021 
[1]. Increased demand for bandwidth requires Internet service providers to deploy access 
networks that can keep up with the increase in bandwidth usage. Asymmetric digital 
subscriber line (ADSL) technology is currently widely used in Pakistan and is on aver-
age slower than fiber-to-home (FTTH) [2]. Such an enhancement can be made by bring-
ing fiber nearer to the client. Hence, A high trend in the replacement of outdated copper 
wires to fiber in their network access regions. The obvious solution would be to move away 
from ADSL and to passive optical networks (PONs), but this requires extensive network 
planning.

From this perspective, gigabit passive optical networks (GPON) [3, 4]) are now being 
introduced, which is an appropriate solution, particularly in the long term. GPON, also 
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known as XG-PON, has enough more bandwidth than copper wires, resulting in addi-
tional efficient handling of higher demand. The XG-PON covers both operating and capital 
expenditure rationally concerning competing technologies such as active Ethernet, optical 
P2P, and Ethernet PON [5, 6].

We considered the FTTH-OANs that were built on GPON. An FTTH-OAN [3, 4, 7, 
8] considered between optical network units and optical line terminals. Each FTTH-OAN 
optical network unit is segregated into sets. Each optical network unit of a particular set 
is linked via an optical allocation network to the same router of the optical line terminal, 
using multipoint resources based on passive optical splitters. Optical line terminal devices 
support bi-directional communication among the each connected optical network unit and 
line terminal, in the case of GPON, up to 10 Gb per second downstream and up to 2.5 Gb 
per second upstream.

The complexities involved in the design of the PON require the use of automated net-
work design tools. Apart from the choice of splitter types and splitter locations, a cost-
effective topology design is essential. There are several approaches (Table  1) in the lit-
erature to the design of cost-effective PONs, but there is typically a trade-off between the 
use of heuristics and accurate solution approaches. The former is typically more computa-
tionally efficient without any quality assurance solution, while the latter has the attractive 
feature of providing proven optimal solutions that may, however, be at the expense of com-
puting times and memory usage Integer Linear Programming (ILP) is well suited for the 
purpose of modeling passive optical networks; however, it is an accurate solution approach, 
i.e. it may result in excessive computing times when solving large-scale problems.

2 � Literature Review

The architecture issues of PON have been rigorously reported over the last few years, 
which is why it has massive research work. Unfortunately, however, various models intro-
duced were presented when industrial experience in the roll-out of these types of networks 
was rather rare. As a result, many of the assumptions adopted in those research works are 
controlled by generalized considerations. Sometimes the reports do not contain essential 
elements, making them unworkable for commercial applications.

According to [9], if more UNs connect to the same fiber optic splitter, the most 
likely fiber optic cables would share portions of the same route. As the number of nodes 
increases, the number of routes between the UN and the optical splitter increases rapidly. 
While examining distinct routes between ONUs and optical splitters, it is possible that such 
routes could link trenches with routes to certain UNs. Van Logger Enberg, Grobler, and 
Terblanche [10], put forward a network flow-focused algorithm that constructed feasible 
solutions by limiting the number of pathways to improve the sharing of fiber ducts. Heu-
ristic disintegration [11] in an attempt to reduce computing times by using the output of a 
centroid, a density-based, and a hybrid clustering algorithm. The computational results are 
favorable for large problem instances. Van Loggerenberg [12] uses a Benders decomposi-
tion approach to improve scalability. Ouali and Poon [13] demonstrate how ILP can be 
used to automate FTTH architecture by lowering the cost of telecommunications business 
capital. The proposed model involves inter-hierarchical PONs and optimum methods could 
be computed on the basis of so-called MediumNet data, composed of ninety-four UNs and 
two optical splitters, considered in their study. No optimal solutions for the so-called Big-
Net datasets (five optical splitters and 482 UNs) could be calculated.
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Various approximation approaches to solving PON planning problems are suggested—
for example, simulated annealing, particle swarm optimization, and genetic algorithms 
[14–17].

Ample research is being done to optimize the design of GPON FTTH networks. 
Numerous methods of optimization used by MILP [18, 19] for metaheuristics [20, 21]. 
In addition, several design scenarios research work, observing the scopes of Green-field 
and Brown-field, and matching GPON ‘s split-level multi-level design, such as paper [18] 
highlighted the architecture of FTTH PONs with 2-level splitters and presented the MILP 
optimization model. This model minimizes cost splitters as well as fiber cables. The key 
objective of the authors was to increase computational performance through the use of an 
approach. According to this, it adds effective dissimilarities to the MILP on the basis of a 
mixing integer round rule that reduces the network graph by eliminating few possible sites 
for splitters that do not affect the viability of optimum resolution of the real issue. The 
results verified the effectiveness of this.

Another Green-field FTTH planning methodology was introduced in [22]. Customer 
houses and street sites are thus extracted from the Open Street Map [23]. Street rout-
ing graph made for computing distances, customers clustered and assigned to aggregate 
Remote Node (RN) equipment after which RN sites have finally resolved wire routes link-
ing OLT to RNs and RNs to UNs have been optimized. Whenever a new connection is 
established and its cost significantly decreases, it will increase its chances of being selected 
again.

Mainly stated systems based on cost minimization, without taking into account admin-
istrative and maintenance restrictions. The [24] is the scarcest research that has dealt with 
a few of these issues. However, this research work uses distinct GPON architectures pro-
posed as splitters that could be placed anywhere in the network and any node. Empirical 
factors are then immaterial in our situation where 32 way splitters are located in the FC 
cabinet. We, therefore, proposed the GPON FTTH design strategy, which used information 
on geographic roads to pacify cost minimization and realistic design.

The methodology that may be used in PON architectures is composed of MILP, which 
is Mixed-Integer Programming. However, the business sector is also reluctant to use real 
MILP approaches due to their major drawback, i.e. their ability to manage impairments in 
real deployments, while their major gain is a confirmed optimization gap that may not be of 
major importance. Many of the MILP methodologies presented earlier for FTTH network 
design are only effective in comparatively smaller test cases or inadmissibly basic models.

Similarly, split ratios are not taken into account according to [25], Additional details on 
the MILP models have been presented in [26]. This work also addresses the attenuation and 
cost of splices. Unfortunately, however, these types of models can only be used in small-
scale implementations, such as twenty-eight client networks in this study [26]. It is worth 
remembering, however, that a small number of cases have arisen where the MILP method 
is used in companies [27]. The methodology used in the research presented required sim-
plification, such as the efficient FTTH range, which would practically not exceed 10 km 
for the 1:64 gap [28], However, any simplification was defensible from a business perspec-
tive, as the effective scope of FTTH telecommunications was unrelated in heavily occupied 
urban areas that have been deliberated. One more instance of reducing complexity was the 
assumption that a large urban dissident infrastructure is accessible at any time, which is 
not inevitable in developing countries or small cities. The approach used in [27], is based 
on the MILP approach. Inequality and numerous algorithmic improvements are simplified.

New research [29], not taking into account the OLT and the costs of splitting, is 
noteworthy, however, in its thorough analysis of the issue of fiber splicing. Finally, 
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[30] presented a literature review of the MILP methodologies for PON architecture. 
According to the above discussions, the methodology that uses the MILP approach to 
FTTH architecture is significantly affected by a lack of docility that restricts its useful-
ness. The emphasis of scientists on empiric methodologies which would be addressed 
in the following section. Let’s consider FTTH optimizing the solution proposed in 
[31], which resolved architectural issues on the basis of a 4-step methodology, where 
the first tree was initialized, after which all ONTs were divided into sets. For each set, 
an optimum location for a fiber-focused location is selected using the Ford technique. 
Finally, the researchers used the smallest route technique for the determination of dis-
tribution wire paths and a wide range network [32] for the determination of feeder wire 
paths. According to [33], an optimization methodology is proposed, i.e. an assortment 
of efficient methodology and a range of tree techniques. Finally, RARA, i.e. the Recur-
rent Associations and Relocations algorithms, was presented in [34]. This algorithm 
is an extension of the Coopers algorithm [35] which used multi-facility address and 
assignment issues in logistics research.

Recently, another empiric methodology was presented in [36]. This methodology 
depends on cluster and Tabu searches, which have been improved by the flexibility of 
treatment schemes as described in [37]. The methodology that we used in this research 
was initially proposed in [38] and focused on beam search [39]. This methodology 
is improved with the problems of indecision treatment under the scheme [40] and 
improved with the MILP refining scheme [41]. The final concept is a mixture of the 
MILP approach and the heuristics that have recently proved to be very effective and 
used in [42]. To summarize these approaches, which have been presented so far, are 
either faster heuristic approaches but, in many cases, cannot provide optimum resolu-
tion or accurate approaches that depend on the MILP working with simplified models 
and comparatively small networks.

3 � Motivation

A PON implements a point-to-multipoint architecture in which the optical splitter 
serves multiple optical network units (UNs). UNs convert optical signals to electrical 
signals and are the devices used by customers to connect to the network. The central 
office (CO) contains optical line terminals (OLTs) which control the flow of informa-
tion to the UN. The network has two components: the feeder network that connects the 
CO to all-optical splitters; and the distribution network that connects the UN to the 
optical splitters. The typical PON structure is shown in Fig. 1. Optical splitters cannot 
be used as switches and transmit the same data to multiple UNs. The main advantage 
of the optical splitter is a reduction in the cost of network deployment. Only one fiber 
from the CO to the optical splitter is needed to connect multiple UNs. Each optical 
splitter can serve a predetermined number of UNs, usually by a power of two. Multiple 
types of optical splitters may be placed at a single location.

PONs have a tree structure and the cost of network deployment can be reduced by 
placing several fiber cables in a single trench (duct sharing). The number of optical 
splitters at each location, the types of optical splitters, and the layout of the fiber cables 
(via optical splitters) must be chosen to ensure that all ONUs are connected to the CO 
at a minimum deployment cost.
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4 � Process and Planning Based on Automation

To maintain the FTTHN problem, the automation arrangement was established taking into 
account the general optimization framework shown in Fig. 2 at different stages.

Fig. 1   Basic PON structure

Fig. 2   Automation based planning process
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4.1 � Input Phase

At this stage, multiple origins can be used to obtain information like

	 i.	 Manually created files
	 ii.	 Geographical Information Systems (GIS)

One of the main sources for the input data stage is the manually formed files. Usually, 
the designer uses an exchange or region diagram. The region is further divided into differ-
ent sub-areas. Typically, designers select the center point of the region to install the main 
distribution box, which consists of several splitters. Besides, Client cables are assigned to 
DC splitters, i.e. Cabinet distribution. GIS data then covers network connection set-ups. 
Typically, there was a 3D data arrangement with a global database. It combines a vast array 
of geographical objects with an abundant set of characteristics so that data can be recov-
ered quickly.

4.2 � Input Analysis Stage

Since the information collected from different sources is in various forms, such as form, 
Esri, and DXF, this phase is used to extract the necessary information from the source. 
First, the data is transformed into certain vectors that make up the data needed to imple-
ment efficient optimization techniques.

4.3 � Business Logical Stage

At this point, we summarize the cost model with the engineering principles. The engi-
neering principles will be used to minimize the cost of network architecture. This expense 
model covers various network construction costs, such as HR, ducting, wiring, and network 
equipment costs. This process is extremely problematic as well as being changed regularly 
to meet the need. Besides, this step validation can be achieved manually. In this process, 
full cost measurement and design limitations should be tested. The project planner may use 
the proposed model to test their business strategy. It can be evaluated on different methods 
of optimization after the completion of the business strategy planning.

4.4 � Network Optimization Phase

•	 This stage consists of an optimization technique based on MILP. In MILP some param-
eters have a numerical value. Binary parameters are molded to our issue in MILP. 
Before implementing the MILP-based design method, we assumed that the following 
information would be available:

•	 Spare technology specifications needed to support the potential development of the 
network.

•	 A public layer network that defines the connection in different network elements.
•	 Quantity of residences for all buildings, specifying the total number of PON con-

nections required.
•	 Potential CD that is cable distribution sites
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•	 Location of the exchange installation and
•	 Positions of the customer site

5 � Formulations of Partial Problems

This section provides a comprehensive formulation of partial problems that are, bundle 
layer dimensioning partial problem which is denoted by PBL , cable partial problem which 
is denoted by PIL

cable
 and site partial problem that is represented by PIL

site
.

All sections are made up of four portions.

	 i.	 Assumptions that comprise assumptions that are assumed to be relative to any partial 
problem;

	 ii.	 Part of the variable cost
	 iii.	 A possible part of the package of concepts
	 iv.	 Variable definition of part of the decision

The partial site, cap, and splice problems provide objective development of variables 
that link to decision-making factors and to bundle layers to address the partial dimension-
ing problem.

The goal of optimization is to minimize the entire cost of network deployments.

5.1 � Layer of Bundle and Partial Issue Dimensioning

Such issue dimensioning objective is to determine the type and quantity of splitters that are 
mounted on the access, division, and header node bundles. In addition, the type and quan-
tity of the OLT CO location card are chosen. This approach ensures that almost every CP 
location is provided with sufficiently robust optical signals, regardless of the distance from 
the CO location.

5.1.1 � Suppositions

The following are the suppositions:

	 i.	 Only 1 head terminal packet node, nblh exists
	 ii.	 The division cone of each node of the bundle distribution is given,
	 iii.	 The physical size of all infrastructure routes provided; thus, distances from each con-

nection package to the header of the package node are also specified.
	 iv.	 Any signal network link that fulfills the access package node petition, shares the same 

delivery infrastructure trail and similar trunk infrastructure trail.
	 v.	 Just proportioned splitters with undifferentiated splitting ratios are permissible.

In the above assumptions, the first three consequences are derived from the way in 
which the proposed model is used. Refurbish the resolutions repaid by adjusting the wire 
sizes and adjusting the cabinet splitters. Trails and their size are also provided that they 
are not susceptible to variance. 4th Supposition restricts resolutions based on the use of a 
single route and petition. Resilience is overlooked in the study; therefore, resolution using 
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multi-route approaches may result in cost issues for the individual client. At the end of the 
day, authors restrict their function to the symmetrical splitter, as they are often used. Our 
presented technique the coverage of asymmetric splitter cases could still be widened.

5.1.2 � Decision Variables

Below variables of decision has been added based on partial problem signal layer.
Integer variables signify splitters number of splitters of class r ∈ Sr , is provided from 

OLT card of kind c ∈ Sc , installed, at the head terminal, division v ∈ NBLD , or accession t ∈ 
NBLA , bundle nodes.

The variable Xvcr ∈ K which signifies the quantity of signal connections based on head-
terminal node bundle to a trunk connection nblh to division node bundle v ∈ NBLD , is pro-
vided from OLT cards kind c ∈ Sc , and linked to head-terminal node bundle against kind r 
∈ Sr splitter.

The variable Xvtcrs ∈ K which signifies the amount of links to the bundle distribution 
connection l ∈ LBLD , driving from bundle division node v ∈ NBLD : bb _a (l) = v, towards 
accession nodes t ∈ c(v):v = bb_ b(l), in v’s division cones; signals connections is provided 
based on OLT cards of kind c ∈ Sc , a being linked at division v and accession t node bun-
dles towards, r ∈ Srand s ∈ Sr kind of splitters.

The variables of integer Mvcnm ∈ M+ , which signifies the range of signal connections 
on the bundle trunk connecting the head-terminal of the node bundle to the division node 
bundle v ∈ NBLD , loaded based on the OLT cards of kind c ∈ Sc , and linked to the splitter 
of type n ∈ Sr , at head-terminal node bundle and to the splitter of m ∈ Sr kind, on the divi-
sion node bundle v.

Lastly, the integer variable Cc ∈ M+ , signifies the quantity of OLT card c ∈ C kind, that 
is mounted on the at head-terminal nodes.

5.1.3 � Set of Reasonable

For streamlining formulations challenge, the authors henceforth adopt singleton sets Sc 
which means that it involves just 1 kind of card of OLT which could be mounted on bundle 
node head-terminal; therefore, we could avoid to index set Sc in restraints (1a–1f). For-
merly, partial problems of the signal layer can be expressed as.

(1a)
∑

v∈NBLD

Xvcr ≤ Kcr�
r, r ∈ Sr

(1b)
∑

r∶∃(r,s)∈S2r

Mvcrs = Kvcs, v ∈ NBLD
, s ∈ Sr

(1c)
∑

s∶∃(r,s)∈S2r

Mvcrs ≤ Xvcr, v ∈ NBLD
, r ∈ Sr

(1d)
∑

t∈bb−c(v)

Xvtcrs ≤ Mvcrs�
s, v ∈ NBLD

, (r, s) ∈ S2r
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Limitations (1a) confirms all signal connections on the bundle of trunk connections 
linked on the node of head-terminal of kind r ∈ Sr splitters, Isn’t really larger than ports of 
the output of those splitters mounted at head-terminal nodes.

Limitations (1b) impose signal numbers connections inflowing division node v ∈ NBLD , 
and linked to splitters via s ∈ Sr , It is the same number as those splitters which are mounted 
at v node.

Constraints (1c) impose stability in MvcrsandXvcr variables uttering that number Xvcrs 
based on signal connections on the bundle trunk link l ∈ LBLD : bb_a(l) = nblh, bb_b(l) = v, 
that have been linked to r ∈ Sr splitters, at the head-terminal node and ended s ∈ Sr split-
ters, at v distribution node which is lesser than Mvcrs of signals connections on the link 
bundle linked to splitters r on the head-terminal nodes.

Likewise, limitations (1d) impose stability in MvcrsandXvtcrs uttering signal number 
connections joining accession nodes t ∈ NBLA , and driven at head-terminal with division 
node by splitters (r, s) ∈ S2r , not surpass the quantity of s-type splitters Splitter Interface 
Ports that are mounted at v node, as imposed by Mvcrs.

Constraints (1e) confirm complete splitter number that is mounted on t ∈ NBLA acces-
sion nodes, which do not surpass the complete signal number connections joining this 
node.

The limitations (1f) define the quantity of splitters of w- the kind that is 
mounted on t an access nodes which do not surpass the number of signal connec-
tions entering the node which provide appropriately robust signals. It takes ben-
efit of a supplementary set that is S2r

t
⊆ S2r of pairs of splitter which assures the 

gratification of power expenditure on the t accession node that is specified as 
S2r
t
=
{

(r, s) ∈ S2r ∶ ∃(a, b,w) ∈ S3r
, a = r, b = s, arsw + dt.a ≤ tc

}

 . In this expression “a” 
signifies a reduction introduces to optical fiber signal 1 km while tc signifies optical signal 
power that is requisite on the ONT/UN entry ports.

The limitation (1g) create a number Cc of the cards of OLT of c ∈ Sc type, mounted at 
head-terminal node

Lastly, the constraints (1h) describe that each signal demand h(t) is gratified; therefore, 
the total number of output signal connections of t access node is not lesser.

5.2 � Partial Cable Issue

Partial cable issues include the estimation of the quantity, kinds of distributions trunk and 
wires to be built in all segments of infrastructure, while each segment of infrastructure is 

(1e)
∑

w∈Sr

Ktcw ≤

∑

(r,s)∈S2r

Xvtcrs, v ∈ NBLD
, t ∈ bb_c(v)

(1f)Ktcw ≤

∑

(r,s)∈S2r
t

Xvtcrs, v ∈ NBLD
, t ∈ bbc(v),∈ Sr

(1g)
∑

s∈Sc∶ps≥pu

∑

r∈Sr

≤

∑

c∈Sc∶pc≥pu

Cc�
c, u ∈ Sc

(1h)
∑

c∈Sc
,w∈Sr

Ktcw�
w
≥ h(t), t ∈ NBLA
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represented as l ∈ LIL . Mounted cables shall supply the variety of trunk and fibers delivery as 
needed under PBL.

5.2.1 � Suppositions

We apply the following suppositions:

•	 There is a maximum a single trunk cable at any infrastructure segment,
•	 The bundle of distribution links does not exchange parts of the networks,
•	 A maximum of a single distribution cable at one infrastructure segment is present,
•	 Distribution fiber segments and Trunk fiber segments can’t share any cable segment which 

means that he fiber and trunk for transmission should not be enclosed in one cable.
•	 An infrastructure potion should be attributed to a maximum of one portion preparation.

These Hypotheses are proposed mostly to make the subsequent optimization algorithm 
extra docile but also to improve the control, repair and operation of the networks. The assump-
tion number five limits the scope of possible resolutions by eradicating certain designs that 
demonstrate cost-effectiveness.

However, our initial work does not recur in cases where the transmission trunk and fiber 
have a common connection. Succinctly, the fifth assumption raises the costs of the resolutions 
that have been reached, but this increase is not important.

5.2.2 � Linking Variables

We introduced XILH
l

∈ � + ∶ l ∈ LILHandXILD
k

∈ � + ∶ k ∈ LILD variables to connect 
the cable partial problem by bundle layer partial problem which is addressed in Sect.  5.1. 
These variables signify requisite fibers at, trunk segment and distribution segment that are 
represented by l ∈ LILHand k ∈ LILD respectively. They are connected to theundle layer partial 
problem’s variables through the following expressed constraints (2).

In the above constraints, we feat sets of accession nodes and b bundle distribution nodes 
that are represented by NBLD

i
andNBLD

i
 respectively. These are represented in the below 

equations:

(2a)XILH
i

=
∑

c∈Sc

∑

r∈Sr

∑

v∈NBLD
i

Xvcr, i ∈ LILH

(2b)XILD
i

=
∑

c∈Sc

∑

r∈Sr

∑

v∈NBLD

∑

t∈c(v)∩NBLA
i

XBLD
vtcr

, i ∈ LILD

(3a)NBLD
i

=
{

V ∈ NBLD ∶ ∃l ∈ LBLH
, bbb(l) = v ⋅ i ∈ bip(l)

}

(3b)NBLA
i

=
{

t ∈ NBLA ∶ ∃l ∈ LBLD
, bbb(l) = t, i ∈ bip(l)

}
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5.2.3 � Decision Variables

We implemented a binary variable GIL
lg

 for any infrastructure portion that belongs to the 
set i.e. {0,1}. It specifies the segment preparation g that belongs to Sg(l), that was cho-
sen in this portion.

The fibers that are mounted on the infrastructure portion of transmission and trunk 
cables are depicted via MILH

l
∈ �+andM

ILD
l

∈ �+; respectively, that are integer vari-
ables. The real quantity of communication trunk and wires of every kind, that installed 
in there is signified by, AILH

la
∈ �+andA

ILD
la

∈ �+ respectively

5.2.4 � Viable Set

Henceforth authors will depict limitations (4) whic impose a dimension of just division 
wires at the infrastructure portion. The whole design requires further similar sets of 
limitations for trunk cables dimensions.

In above (4a) imposes that every infrastructure distribution segment which is repre-
sented l which is represented by l t one segment preparation type.

Equation (4b) and (4c) addressed that type a which belongs to Sa
(l) of transmission 

cable that is mounted in portion l which belonged to LILA , is constant with cable prepa-
ration type g that belongs to Gg(l) , nominated for this segment.

Equation (4d) is set the value of MILD
l

 of total fibers in division wires that is mounted 
at the poltion l. Lastly, the Eq.  (4e) confirms the fibers quantity in division wires 
mounted at the infrastructure portion l.

5.3 � Site Equipment Partial Problem

Partial issue of site equipment issue includes determining the type and quantities of 
equipment built at each infrastructure site.

(4a)
∑

g∈Ss

GIL
lg
≤ 1, l ∈ LILD

(4b)AILD
la

≤

∑

g∈Sg(l)∶a∈Sa(g)

GIL
lg
, l ∈ LILD

, a ∈ Sa
(l)

(4c)
∑

a∈Sa(l)

AILD
la

≤

∑

g∈Sg(l)

GIL
lg
, l ∈ LILD

(4d)MILD
l

=
∑

a∈Sa(l)

AILD
la

�a, l ∈ LILD

(4e)MILD
l

≥ XILD
l

, l ∈ LILD
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5.3.1 � Suppositions

No supposition has been stated.

5.3.2 � Variables of Linking

Cumulative quantity of signal connections to or from sites belonging to 
NILSL , indispensable for ascribing head end, division d ∈ NBLD , and acces-
sion a ∈ NBLA nodes bundle intended to be installed there, specified, by 
VBLH− ∈ �+,V

BLD+
s

∈ �+,V
BLD−
s

∈ �+,V
BLA+
s

∈ �+andV
BLA−
s

∈ �+ variables. It is easily 
stated by signal partial problem variables.

5.3.3 � Variables of Decision

The following are certain variables in the decision, we consider:

•	 Choosing a location kind f ∈ �f  assigned to locations s ∈ NILS , we consider the Boolean 
variable Fsf ,

•	 Complete quantity of cabinets of kind e ∈ �e, that are mounted at infrastructure loca-
tions s ∈ NILS , For the head-terminal held in there, division NBLD ⊆ Nbl and access 
NBLA ⊆ NBL , bundle nodes is signified, by YBLH

ve
∈ �+,Y

BLD
ve

∈ �+andY
BLA
ve

∈ �+ , inte-
ger variables respectively.

•	 Quantity of OLT kind o ∈ �o that are mounted on CO location are signified by Oo ∈ �+ 
integer variable.

5.3.4 � Viable Set

The partial issue of location infrastructure included some of the below
limitations that are expressed by (5a–g).

(5a)
∑

f∈�f (s)

Fsf ≤ 1, s ∈ NILS
,

(5b)
∑

e∈�e

(YBLH
se

+ YBLD
se

+ YBLA
se

) ≤
∑

f∈Fv

�fe, s ∈ NILS

(5c)
∑

o∈�o

�oOo ≤

∑

f∈�f (v)

Fnf �
fo,

(

n ≡ nilso
)

,

(5d)
∑

c∈�c

Wc ≤

∑

o∈�o

Oo�
o,
(

n ≡ nilso
)

,

(5e)VBLH−
≤

∑

e∈�e

YBLH
ve

�e,
(

n ≡ nilso
)

,
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The constraints (5a) expressed that site s ∈ NI S is maximum of a single site of type 
f ∈ �f

The (5b) and (5c) constraints confirm the entire mass of cabinets while the entire mass 
of OLT equipments that are mounted on site s not surpass the cabinet �fe and OLT �fo the 
capability of that site.

The (5d) constraint ensures that the equipment of OLT that are mounted at CO locations 
could carry the necessary quantity of cards of OLT of the required kind.

Lastly, (5e), (5f), and (5g) constraints guarantee the cabinets that are mounted on the 
locations are capable of controlling requisite signal number connections, either distribution 
or trunk, entering or leaving these locations.

6 � Results and Outcomes

This section is intended to assess the overall performance of the proposed MILP methodol-
ogy. Initially, we present the test methodology that we take into account in the experiments. 
The third sub-section sets out the benefits of the proposed MILP approach.

This section will end with the argument that the optimality breaks have been achieved.

6.1 � Methodology of Testing

The proposed technique is consistent with the heuristic methodology. It was implemented 
in the C-sharp version of Visual Studio 2010. These two approaches have been run in the 
2016 version of Windows Server.

Testing scenarios have been developed through a process optimization technique imple-
mented in [43] on real-world FTTH architecture issues in the Peshawar area of Planned 
Accommodations. This region of Peshawar is a mixture of different building designs from 
the business districts of towers, the multi-unit suburban districts, and the vast single-family 
rural neighborhoods’ techniques used to optimize positions at the head terminal and the 
division point that are based on computational hardening. Process Initiated by choosing 
arbitrary head terminal and division positions, and by expressly limiting time efficiency, 
we can achieve consistent designs considered by separate distribution points and head-
end nodes. Therefore, the test cases obtained are by no means identical to the FTTH OAN 
cases.

Simulated hardening is used to optimize the trunk and distribution of trees. Using a strat-
egy that combines the shortest distance and the least spanning tree algorithm, the starting 
trees are chosen. By using the same compromise strategy, adjacent solutions are achieved 
by bringing costs from a few bounds to zero. Testing can be achieved by using these strong, 
but logical and cost-effective trundle and distribution trees. Finally, the primary collection 
of mixtures of used splitters is optimized by the use of simulated hardening.

It is presumptuous because any requirement can be met by a limited splitter quantity, 
which in turn restricts and reduces the number of vacancies.

(5f)VBLD+ + VBLD−
≤

∑

e∈�e

YBLD
ve

�e s ∈ NILS
,

(5g)VBLA+ + VBLA−
≤

∑

e∈�e

YBLA
ve

�e s ∈ NILS
,
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Twenty designs of the FTTHOAN cover of Peshawar were used. The overall designs 
that are organized are 200 different FTTH OANs, which vary in size and capacity. Four 
general statistical test cases originate in Table 2 below.

The testing approach is the following.
First, the experiential method used in [38] was run for theur time. The attained resolution 

was used as a preliminary resolution for the MILP approach that was run for the tMIP time. 
Entire-time was signified by the equation ttotal = theur + tMIP . In different experimentations, 
we inspected that most of the values of tMIP and theur comparing the whole expenses of the 
design of the prototype. Outcomes have been deliberated under the following section.

6.2 � Improvement

By using the stated approach, the capability of the proposed MILP methodology improved 
empirical resolutions was assessed. The outcomes are shown in Fig.  3. In this figure, 
improvements are specified for the values that have time limits tMIP and theur.

Let Cst be the expense of a solution using technology standards [44] for splitting the 
design choice and Cfns for resolution expenses. It has improved the splitting designs that are 
using an approach which is stated in the preceding section. The improvement is understood 
by Cst−Cfns

Cst

.

Table 2   Test cases Entity Maximum Average Minimum

The total size of Edges 106.1 km 67.7 km 38.2 km
Edge 3180 2108 739
Demands 1440 994 321
Customers 36,849 23,308 13,152

Fig. 3   Attained improvement
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Observe that Cfns must be lesser than Cst . In experimentations, five values of the entire 
running time were used, that are 10, 100, 300, 1000, and 10,000 s. In experimentations, 
five values of the entire running time were used, that is:

	 i.	 theur = 0, tMIP = ttotal
	 ii.	 theur =  ttotal , tMIP = 0
	 iii.	 theur = 1

2
 · ttotal, tMIP =

1

2
.ttotal

	 iv.	 theur = 1
5
⋅ ttotal, tMIP =

4

5
⋅ ttotal.

	 v.	 theur =
4

5
, ttotal, tMIP =

1

5
, ttotal.

The results achieved could be simple when the overall execution duration is long or 
small.

During the first example, the limitation period was too low associated with MILP meth-
odology, which requires a significant duration of the initial CPLEX calculations and 
reduces production; therefore, prioritizing the methodology of the growing fraction of pro-
duction. tMIP

/

ttotal
 , and it only led to a decline in time, which is used for actual optimization 

by empirical methodology. If so, if the ttotal is amply greater, the MILP methodology can 
simply display its supremacy over empiric methodology. Figure 3 shows exactly where ttotal
= 10,000 s. If the time limit is large, the MILP methodology exceeds the empirical method-
ology. Moreover, it does not have to be directed to provide high-quality start-up resolution 
but is equally effective when only a realistic start-up resolution is provided. Cases become 
extra complex in the case of a mean time limit of thousands or three hundred seconds, as in 
presented study. Outcomes specifying the average time limit the MILP to be applied to the 
full level of its competencies. In the event that a full-time range of of three hundred or 
thousands seconds was employed only via the MILP, the findings were not reasonable. 
Although the same MILP technique has been used for eighty percent of the time available 
to facilitate resolution obtained by observational methods running for the first twenty per-
cent of the time available, the findings are much more desirable. With a time of 300 s, the 
best approach is to use the empiric methodology based on entire duration. Though, for the 
duration limitation of 1000 s, the range of methodologies presented outcomes of effective 
performance. Figure 3 shows a case of a 1000 s time constraint strategy, the time available 
was approximately the same in methodologies. If the time set for the MILP technique 
≤ 20% of the complete duraiton, CPLEX cannot make the most of its analytical resources.

In contrast, when the duration was longer or identical to eighty percent of the entire 
duration, the intial resolution set to CPLEX was of low value and that could not instanta-
neously enhanced. Lastly, outcomes depicted based very large duration time, attainment 
few hours for every FTTH tree, MILP expressively outclassed empirical methodology that 
provides improvement nearly 3 percent, while empirical methodology after preliminary 
improvement generated in the first hundreds of seconds did not increase greatly but lastly 
provided improvements lesser than 1 percent.

The results were produced with a test case time of 10,000 s using the maximum time 
used by the MILP methodology. Outcomes show that almost total improvement was 
achieved by dropping the size of the cables and controlling the amount of splicing. But 
the number of OLT cards has been dimly increased by the use of additionally effective 
fibers. We are providing a clear illustration of this phenomenon. A small community 
of three houses, each with 40 apartments. This could be assisted by 3 fibers linked to 3 
OLT inputs, which end at a sixty-four-output splitter every of these three structures. As 
a result, 5–8 output dividers can be mounted in these buildings through a fifteen-fiber 
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wires that leaves the clearance. The 15 fibers could be linked to the eight channel split-
ters. The previous resolution requires a thin 3-fiber cord that connects settlements and 3 
OLT ports to the head terminal node. The later resolution used a 15-fiber thicker cable 
requiring two ports of OLT ports on the head terminal node.

According to our test case, deceptively earlier such resolutions had been extra-antic-
ipated. It can not be seen as a generic outcome—an ideal resolution framework that 
depends on the prices of multiple materials and is incredibly dependent on a particular 
test case. The alternative view shown in Fig. 4 is that the effects of cabinets and splitters 
on overall improvement are comparatively low. Though the complete price of splitters 
is constant, these certainly cannot be detached based on the MILP model due to close 
linkage to the cost of OLTs. On the other hand, the influence of the cabinet is not very 
significant. Assuming there is a relatively limited selection of the current cabinet, the 
dimensions of the cabinet used are rarely changed. These may then be detached on the 
basis of the MILP model. But the complication of cabinet restraints is comparable to 
their effect on outcomes.

Finally, this is important to address the role of splicing in the MILP model. This 
appears as though splicing may have detached from the MILP model since splicing rates 
were closely related to cable rates. Our research shows that this is just a little correct. 
Observably, the reduction in cable size also reduces the number of splices. It, therefore, 
lowers the price of splicing. Achieved improvement due to the optimization of splic-
ing cannot result only from decreasing cable sizes. Comparative alterations of different 
expense of parts are shown in Fig. 5. MILP optimisation lowered the overall expense of 
cable division by <1%. At about the same time, the average cost of distribution splicing 
decreased by about four percent. Suppose that the price of the head terminal splitters is 
$10,000 in base design, while Fig. 5 shows the head end splitters whose price is almost 
$8,200 in optimized design. Results significantly specifying the splicing improvement 
are not only produced by decreasing the splicing amount by decreasing the cable sizes 
but are opposed to its main part resulting from optimized splicing, such as tapping the 
cable into two separate cables instead of splicing it.

Fig. 4   Effect on the total expense of various parts of the solution
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6.3 � Optimality Gaps

According to the figure above, there are gaps in the optimality achieved by the MILP 
solver. The approach used to achieve results is similar to the previous case.

In Fig.  6, the optimality gaps reduce by increasing the running time allocated 
to MILP. For the longest time limits, the optimality gaps reduce almost 1.3 percent, 
allowing us to argue that the existing MILP technique usually produces high-quality 
resolutions. For the time limits of one hundred and three hundred seconds, the dis-
tance increases when the whole duration is given to the MILP. Thus, at that time, the 

Fig. 5   Comparative cost variations of components

Fig. 6   Optimality gap
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MILP solver did not really raise the lower bound as effectively as the empiric technique 
reduced the higher bound, which was also a good reason to strengthen the MILP with 
empirical techniques for the test cases considered to be intermediate specific times.

7 � Conclusion

The MILP framework was proposed for the optimal structural design of the FTTH tree 
device issue. This wording and the primary network topology have been defined and 
explained. This model has been accepted and introduced. The final results depend on the 
empiric tests identified in the real world discussed in this study. Our methodology presented 
has shown that it is effective and capable of improving the resolution achieved through a 
standard empiric methodology. Our experiments have shown that the proposed approach is 
effective as a standard for improving resolutions when running time is extremely limited. 
It’s not a problem, though, in case of limited time. The proposed methodology is signifi-
cantly more effective than standard approaches, as long as a proper preliminary resolution 
is provided. Proper preliminary resolution can easily be achieved by applying engineering 
rules.
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(TURSP-2020/144, Taif University, Taif, Saudi Arabia.

References

	 1.	 Cisco V. N. I. (2017). Cisco visual networking index: Forecast and methodology 2016–2021.
	 2.	 Yu, S.-Y., Mahanti, A., Gong, M. (2016). Benchmarking ISPs in New Zealand. In Performance com-

puting and communications conference (IPCCC), 2016 IEEE 35th International. IEEE, pp. 1–7.
	 3.	 Gigabit-capable passive optical networks (GPON): general characteristics, ITU-T Recommendation 

G.984.1, 2008.
	 4.	 10-gigabit-capable passive optical networks (XG-PON): general requirements, ITU-T Recommenda-

tion G.987.1, 2016.
	 5.	 Kulkarni, S., El-Sayed, M., Gagen, P., Polonsky, B. (2008). FTTH network economics: key parameters 

impacting technology decisions. In Telecommunications network strategy and planning symposium 
(networks), Budapest, Hungary, IEEE, pp. 1–9.

	 6.	 Effenberger, F., Clearly, D., Haran, O., Kramer, G., Li, R. D., Oron, M., et al. (2007). An introduc-
tion to PON technologies [topics in optical communications]. IEEE Communications Magazine, 45(3), 
S17–S25.

	 7.	 Framework recommendation on functional access networks (AN), ITU-T Recommendation G.902, 
1995.

	 8.	 Vocabulary of terms for ISDNs, ITU-T Recommendation I.112, 1993.
	 9.	 Van Loggerenberg, S. P., Grobler, M. J., Terblanche, S. E. (2012). Optimization of PON planning for 

FTTH deployment based on coverage. In Proceedings Southern African telecommunication networks 
and applications conference SATNAC 2012.

	10.	 Van Loggerenberg, S. P., Grobler, M. J., & Terblanche, S. E. (2013). Solving the passive optical net-
work with fiber duct sharing planning problem using discrete techniques. Electronic Notes in Discrete 
Mathematics, 41, 343–350.

	11.	 Van Loggerenberg, S. P., Grobler, M. J., & Terblanche, S. E. (2015). Heuristic approach to the passive 
optical network with fiber duct sharing planning problem. ORiON, 31(2), 95–110.

	12.	 Van Loggerenberg, S. P. (2015). Optimisation of passive optical network design under demand uncer-
tainty. Ph.D. dissertation, North-West University, Potchefstroom.



522	 A. Naeem et al.

1 3

	13.	 Ouali, A., & Poon, K. F. (2011). Optimal design of GPON/FTTH networks using mixed integer linear 
programming. In 16th European conference on networks and optical communications (NOC), 2011. 
IEEE, pp. 137–140.

	14.	 Mitcsenkov, A., Bakos, P., Paksy, G., Cinkler, T. (2013). Technology-independent topology design 
heuristics for point-to-multipoint optical access networks. In 17th International conference on optical 
networking design and modeling (ONDM), pp. 298–303.

	15.	 Lakic, B., & Hajduczenia, M. (2007). On optimized passive optical network (PON) deployment. In 
Second international conference on access networks workshops, pp. 1–8.

	16.	 Bonsma, E., Karunatillake, N., Shipman, R., Shackleton, M., & Mortimore, D. (2003). Evolving 
greenfield passive optical networks. BT Technology Journal, 21(4), 44–49.

	17.	 Gu, Rentao, Liu, Xiaoxu, & Ji, Yuefeng. (2015). Physical-aware long reach PON planning. Telecom-
munication Systems, 60, 367–379.

	18.	 Park, G., Lee, Y., & Han, J. (2014). A two-level location-allocation problem in designing local access 
fiber optic networks. Computers & Operations Research, 51, 52–63.

	19.	 Ouali, A., Poon, K. F., Lee, B.-S., Al Romaithi, K. (2015). Towards achieving practical GPON FTTH 
designs. In 2015 IEEE 20th international workshop on computer aided modelling and design of com-
munication links and networks (CAMAD), pp. 108–113.

	20.	 Steve, C. (2008). Designing low cost access networks with IPTV performance constraints. In Next gen-
eration internet networks, 2008. NGI 2008, pp. 45–52.

	21.	 Li, J., & Shen, G. (2012). Cost minimization planning for greenfield passive networks. In Optical net-
work design and modeling (ONDM), 2012 16th international conference on, April 2012, pp. 1–6.

	22.	 OpenStreetMap, 2015. [Online]. Available: http://www.opens​treet​map.org/
	23.	 Hervet, C., & Chardy, M. (2009). Passive optical network design under operations administration 

and maintenance considerations. Journal of Applied Operational Research, 4(3), pp. 152–172, 2012. 
Optical networks,” Optical Communications and Networking, IEEE/OSA Journal of, vol. 1, no. 1, pp. 
17–29.

	24.	 Kipouridis, O., Machuca, C., Autenrieth, A., & Grobe, K. Streetaware infrastructure planning tool for 
next generation optical access.

	25.	 Cobo, L., Chamberland, S., Ntareme, A. (2012). Low cost fiber-to-the-node access network design. 
In 15th International telecommunications network strategy and planning symposium (NETWORKS), 
Rome, Italy, pp. 1–4.

	26.	 Kokangul, A., & Ari, A. (2011). Optimization of passive optical network planning. Applied Math-
ematical Modelling, 35(7), 3345–3354.

	27.	 Hervet, C., Faye, A., Costa, M.-C., Chardy, M., Francfort, S. (2013). Solving the two-stage robust 
FTTH network design problem under demand uncertainty. In International network optimization con-
ference, Costa Adeje, Spain.

	28.	 Segarra, J., Sales, V., Prat, J. (2012). Planning and designing FTTH networks: Elements, tools and 
practical issues. In 14th International conference on transparent optical networks, Coventry, England.

	29.	 Angilella, V., Chardy, M., Ben-Ameur, W. (2016). Cables network design optimization for the fiber to 
the home. In 12th International conference on the design of reliable communication networks (DRCN), 
pp. 87–94.

	30.	 Grötschel, M., Raack, C., & Werner, A. (2013). Towards optimizing the deployment of optical access 
networks. EURO Journal on Computational Optimization, 2, 17–53.

	31.	 Mitcsenkov, A., Paksy, G., & Cinkler, T. (2011). Geography- and infrastructure-aware topology design 
methodology for broadband access networks (FTTx). Photonic Network Communications, 21(3), 
253–266.

	32.	 Kou, L., Markowsky, G., & Berman, L. (1981). A fast algorithm for Steiner trees. Acta Informatica, 
15(2), 141–145.

	33.	 Poon, K. F., Mortimore, D. B., Mellis, J. (2006). Designing optimal FTTH and PON networks using 
new automatic methods. In 2nd Institution of engineering and technology International conference on 
access technologies, Cambridge, UK.

	34.	 Li, J., & Shen, G. (2009). Cost minimization planning for greenfield passive optical networks. Journal 
of Optical Communications and Networking, 1(1), 17–29.

	35.	 Cooper, L. (1964). Heuristic methods for location-allocation problems. SIAM Review, 6(1), 37–53.
	36.	 Arévalo, G. V., Hincapié, R. C., Gaudino, R. (2017). Optimization of multiple PON deployment costs 

and comparison between GPON, XGPON, NGPON2 and UDWDM PON. Optical Switching and Net-
working, 25, (Supplement C), pp. 80–90.

	37.	 Arévalo, G. V., & Gaudino, R. (2017). A techno-economic network planning tool for PON deploy-
ment including protection strategies. In 19th International conference on transparent optical networks 
(ICTON), pp. 1–4.

http://www.openstreetmap.org/


523Fiber to the Home (FTTH) Automation Planning, Its Impact on…

1 3

	38.	 Żotkiewicz, M., Mycek, M., & Tomaszewski, A. (2016). Profitable areas in large-scale FTTH network 
optimization. Telecommunication Syststems, 61(3), 591–608.

	39.	 Bisiani, R. (1987). Beam search. In Encyclopedia of artificial intelligence, Wiley, pp. 56–58.
	40.	 Żotkiewicz, M., & Mycek, M. (2016). Impact of demand uncertainty models on FTTH network 

design. In 18th international conf. on transparent optical networks (ICTON), pp. 1–4.
	41.	 Mycek, M., Pióro, M., & Żotkiewicz, M. (2017). MILP model for efficient dimensioning of real-

world FTTH trees. Telecommunication Systems, 68, 239–258.
	42.	 D’Andreagiovanni, F., Mett, F., Nardin, A., Pulaj, J. (2017). Integrating LP-guided variable fixing 

with MILP heuristics in the robust design of hybrid wired-wireless FTTx access networks. Applied 
Soft Computing, 61, (Supplement C), pp. 1074–1087.

	43.	 Skubic, B., Chen, J., Ahmed, J., Wosinska, L., & Mukherjee, B. (2009). A comparison of dynamic 
bandwidth allocation for EPON, GPON, and next-generation TDM PON. IEEE Journals, 47, 
40–48.

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Abid Naeem  is currently working in Telecom sector. He is currently 
Ph.D. Scholar. He completed his MS in Management Science from 
Institute of Management Studies (IMS), The University of Peshawar, 
Pakistan. His research interest includes Planning and optimization of 
Fiber to the home deployment, cost reduction and customer 
satisfaction.

Dr. Shahryar Shafique Qurashi  is serving as Assistant Professor at 
Department of Electrical Engineering, Iqra National University, and 
Peshawar. His research interests are Wireless Communication, Free 
Space Optics, MW Transmission Planning and designing, Signal and 
Information Processing, Micro strip Antenna designing. He graduated 
in Computer Engineering from COMSATS Institute of Information 
Technology (CIIT), Islamabad in 2004 with distinction. He received 
his master degree in Electrical Engineering from Blekinge Tekniska 
Högskola(BTH,) Karlskorna, Sweden in 2006 and got his Ph.D. degree 
in Electrical Engineering from Beijing University of Posts and Tele-
communication, China in 2012. He is a reviewer of scientific research 
journal and he has published over 14 research papers.



524	 A. Naeem et al.

1 3

Dr. Yousaf Khan  did B.Sc. and M.Sc in Electrical Engineering from 
University of Engineering and Technology Peshawar-Pakistan in 2000 
and 2003 respectively. He got his Ph.D. Degree from Beijing Univer-
sity of Post and Telecommunication–China in 2013. He has served 
Pakistan Telecommunications Company Limited and Etisalat for 
10 years. He has served Iqra National University Peshawar Pakistan as 
Professor in Electrical Engineering for five years. He is currently 
working as Associate Professor/Chairman at Department of Electrical 
Engineering at University of Engineering and Technology Peshawar. 
He has more than 35 research publication in renowned journals. His 
research area is Photonics and Optical Communications.

Dr. Sheeraz Ahmed  did his graduation in Electrical Engineering 
(Communication Group) from University of Engineering and Technol-
ogy, Peshawar, Pakistan with Honors in 1997. He then did his Masters 
in Mathematics from University of Peshawar in 1999. 33 He then got 
enrolled in PhD program in Electrical Engineering in COMSATS 
Islamabad in Spring 2012 and completed his Doctoral degree in Spring 
2015. During his stay in Ph.D program, he published a total of 17 pub-
lications both in IF journals of international repute and IEEE confer-
ences. His supervisor was Dr. Nadeem Javaid who has been awarded 
as the Best Researcher of Pakistan for 2015. His thesis title was 
“Towards Cooperative Routing in Underwater and Body Area Wireless 
Sensor Networks”. Dr. Sheeraz has been engaged in serving various 
universities of Peshawar first as lecturer, then as Assistant Professor 
and active researcher. He has been serving for 1 year as Dean Faculty 
of Engineering and Technology in Gomal University, D.I. Khan, Paki-
stan in 2017. Currently he is serving as Full Professor in the depart-
ment of Computer Science, Iqra National University, Peshawar. Till 

date, he has 160 publications to his credit with more than 35 IF journals, 42 non-IF journals and rest IEEE 
conferences. He has the honor to be the first researcher to establish a Research Academy in Pakistan by the 
name of Career Dynamics Research Centre. His research interest areas include Underwater Sensor Net-
works, Body Area Networks, Vehicular Adhoc Networks, Smart Homes, Smart Grid etc.

Nadeem Safwan  is currently working as Dean Management Science 
Department at Iqra national university; He did his PhD degree in Busi-
ness Administration from Philippine School of Business Administra-
tion Manila in 1996. His research interest includes Marketing and 
Management.


	Fiber to the Home (FTTH) Automation Planning, Its Impact on Customer Satisfaction & Cost-Effectiveness
	Abstract
	1 Introduction
	2 Literature Review
	3 Motivation
	4 Process and Planning Based on Automation
	4.1 Input Phase
	4.2 Input Analysis Stage
	4.3 Business Logical Stage
	4.4 Network Optimization Phase

	5 Formulations of Partial Problems
	5.1 Layer of Bundle and Partial Issue Dimensioning
	5.1.1 Suppositions
	5.1.2 Decision Variables
	5.1.3 Set of Reasonable

	5.2 Partial Cable Issue
	5.2.1 Suppositions
	5.2.2 Linking Variables
	5.2.3 Decision Variables
	5.2.4 Viable Set

	5.3 Site Equipment Partial Problem
	5.3.1 Suppositions
	5.3.2 Variables of Linking
	5.3.3 Variables of Decision
	5.3.4 Viable Set


	6 Results and Outcomes
	6.1 Methodology of Testing
	6.2 Improvement
	6.3 Optimality Gaps

	7 Conclusion
	Acknowledgement 
	References




