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Abstract
Energy efficiency and energy balance are two important performance indexes in wireless 
sensor networks which determine the lifetime of networks. This paper proposes a protocol, 
termed as annulus division based energy-efficiency clustering protocol (ADEC), in which 
the monitor area is divided into several annuluses with different width. By considering 
the distance between sensor nodes and the base station, sensor nodes are firstly classified 
into different levels. Then, cluster heads selection and clusters formation are conducted 
independently in each annulus. Moreover, data transmission pathes are established among 
annuluses, and a strategy of cluster heads rotation and cluster adjustment is proposed. A 
key feature of this proposed algorithm is that the clustering is conducted in each annu-
lus independently, such that a large amount of energy can be saved. Finally, the simula-
tion results illustrate the effectiveness of ADEC in terms of energy efficiency and energy 
balance.
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1 Introduction

With the development of microelectronics and communication technology, wireless sensor 
networks have achieved great development and have been applied to a wide range of sce-
narios, including environmental monitoring, disaster warning, and target tracking in bat-
tlefield [1–3]. Unlike traditional wireless networks, wireless sensor networks have many 
key features, such as limited energy, communication range etc [4]. Because nodes deployed 
in wireless sensor networks cannot be replaced in most cases, the energy consumption is 
an important indicator to evaluate a communication protocol [5]. A good communication 
protocol can reduce and balance energy consumption in the network, which can extend the 
life cycle of the network as much as possible.
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Clustering is an effective means to reduce energy consumption [6]. In clustering net-
works, nodes are divided into cluster head nodes and cluster member nodes. The cluster 
member nodes are mainly responsible for sensing the monitoring information in the net-
work and sending them to the corresponding cluster head. The cluster head is responsible 
for the aggregation of the received sensing information, and then, sends them to the base 
station in a single-hop or multi-hop manner. The clustering process is usually composed of 
two parts: cluster heads election and clusters formation [7]. In order to ensure the optimal 
energy consumption, the selection of cluster heads usually considers the remaining energy 
of nodes and the distance away from the base station. In the non-uniformly distributed net-
work, the node density should be also considered. When building a cluster, factors such as 
the number of member nodes in the cluster and the total transmission distance within the 
cluster are taken into consideration to ensure the energy balance of the network [8]. When 
there are nodes, especially, cluster head nodes dying, an effective method to save energy 
is to partition the network in advance, in order to change the network structure as little as 
possible.

Cluster-based routing can greatly reduce energy consumption during data transmission 
phase [9]. In a large-scale network, cluster heads transmitting data in a single hop way will 
consume a lot of energy, which may severely shorten the life cycle of the network. Multi-
hop routing can improve the energy performance of the network effectively [10].

A good network protocol should also have good scalability [11]. When nodes in the 
network die or new nodes join in, it should have the ability to flexibly adjust the network 
structure on the premise that it consume the least energy. Therefor, cluster heads rotation 
and cluster structure adjustment strategies are necessary.

The main content of this article is composed of the following parts. In Sect. 2, some 
related works are reviewed. The system model and some assumptions are introduced con-
cisely in Sect. 3. In Sect. 4, the main contents of ADEC are described in detail, including 
methods of annuluses division, cluster heads selection, clusters formation, routing estab-
lishment and cluster structure adjustment. The main simulation results are given and dis-
cussed in Sect. 5. Finally, the main ideas of this paper are summarized in chapter 6.

2  Related Works

Recently, there have been numerous papers on clustering protocols in wireless sensor net-
works. This section will review some of these articles.

In LEACH [2], each node generates a random number between 0 and 1. If the number 
is less than the threshold, the node will become the cluster head in current round. The 
rotation of cluster heads can balance the energy consumption among the network. Sen-
sor nodes choose the nearest cluster head to form the clusters. However, cluster heads in 
LEACH communicate with the base station directly, which will consume a large number of 
energy, especially in large-scale networks. TEEN [12] sets hard threshold and soft thresh-
old to control the information transmission in wireless sensor networks. Only when the 
perception data exceeds the hard threshold, will the data be sent to the base station. Soft 
threshold is used to reduce redundancy. On the basis of TEEN, nodes in APTEEN [13] can 
send the sensing messages to the base station periodically, and can adapt to abrupt changes 
in time , which is very suitable to time critical scenarios. Sensor nodes in ERA [14] calcu-
late their waiting time for competing to be cluster heads according to their residual energy. 
However, in the process of cluster heads selection, the distance to the base station and the 
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node density should be considered in heterogeneous networks. DSBCA [15] takes node 
density and distance between the base station into consideration. In the cluster heads selec-
tion phase, a node is chosen randomly to trigger the process, and the cluster radius is set 
based on residual energy and distance to the base station. Finally, the node with the high-
est weight in the radius will be the actual cluster head. EBCAG [16] gives each node a 
gradient value according to its minimum hops to the base station. The gradient value will 
decide the radius of clusters and cluster members’ head nodes. Wang, et al. [17] selects the 
cluster heads based on each sensor node’s energy level and the minimisation of the associ-
ated additional energy. The selected cluster heads communicate with the sink node directly 
or relay on the nearest neighbour cluster head. Cluster member nodes transmit data to the 
corresponding head node in single-hop way without limiting the size of clusters, which 
may result in large energy consumption with clusters, especially in large scale deployment 
scenario. In [18], authors proposed a cluster method based on a probability parameter, 
which depends on the number of nodes haven’t been selected as cluster heads. This proto-
col can solve the uneven selection result of cluster heads, nevertheless, the residual energy 
of nodes is not taken into consideration, which will select nodes with only trace energy as 
cluster heads. EEOC [19] defines a new kind of nodes in clustering network called bound-
ary nodes, which are in the overlapping areas among clusters. Boundary nodes take the 
responsibility to forward data, so it can reduce the energy consumption of cluster heads. 
Algorithm in [20] uses genetic algorithm to determine the optimal number of cluster heads 
in the network and then forms clusters with K-means method. In [21], the whole network 
is split into several levels, and each level has the same width of d0∕2 . Then the transmis-
sion of data will be conducted within any two successive levels. MSPT [22] designs three 
steps in the procedure of establishing data transmitting routine. First, each cluster member 
node selects two nearest node until a path to cluster head is established. The second step is 
calculating the energy cost table of the each path formed in step one by considering total 
energy, energy range, energy ratio and energy percentage. According to the energy cost 
table, each node determine the actual data transmitting path. MSPT uses the same method 
to establish routing intra-cluster and inter-cluster, which may significantly extend the time 
to determine the routine, especially in large scale networks and increase complexity.

In recent years, many intelligent optimization algorithms have been also applied to clus-
tering in wireless sensor networks. For example, the PSO method was utilized in [23, 24] 
the clustering process. EAUCF [25] sets distance between sensor nodes and the base sta-
tion and residual energy as fuzzy variables to decide the competition radius of candidate 
cluster heads. DUCF [26] sets nodes’ residual energy, connectivity degree and distance 
between the base station as fuzzy variables to select cluster heads and control the radius of 
cluster heads.

3  System Model

3.1  Network Model

In this work, a circular monitor area with radius R is considered. The base station is in the 
middle of the network and N sensor nodes are deployed randomly. The network model sat-
isfies the following hypotheses: 

(1) There is no limit to the energy and communication range of the base station;
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(2) All the sensor nodes and the base station are stationary and are location aware;
(3) Each node has the same initial state and a unique node ID;
(4) The communication range of nodes can be adjusted by means of power control;
(5) The network link is symmetrical, and the energy consumption of communication 

between two nodes is equal.

3.2  Energy‑Consuming Model

The energy consumed by each node depends on the hardware circuit, the data size, and the 
transmission distance. The energy consumption model can be classified into free space and 
multi-path channel according to the distance between the sender and the receiver nodes. 
This work uses the same model as in [27] and the energy needed for transmitting l packets 
data over distance d is

and the energy needed for receiving l packets data is

where Eelec is the energy consumed per bit for running the hardware circuit of each node, 
�fs and �mp are the energy needed by the amplifier in free space and multi-path channel 
models respectively, d0 =

√
�mp∕�fs is the threshold to distinguish the two energy con-

sumption models.

4  Protocol Details

In this work, the monitor area is divided into annuluses based on the distance between sen-
sor nodes and the base station, so the nodes in the network can be classified into several 
levels and the nodes in the same annulus have the same node level. The clustering will only 
happen among the nodes in the same level. In this way, when any cluster head dies, re-
cluster will only be conducted in the corresponding annuls and it is unnecessary to change 
the cluster structure of the whole network such that a great amount of energy can be saved.

The main process of the protocol includes annuluses division, cluster heads selection, 
data transmission pathes establishment and clusters adjustment.

4.1  Annuluses Dividing

In clustering network as in Fig. 1, cluster heads closer to base station undertake more 
data forwarding tasks, such that their energy will be expended much more quickly. To 
balance the energy consumption in the network, the radius of clusters near the base sta-
tion is set smaller and the clusters far away from the base station have lager radius. To 
achieve this goal, the circle monitor area is divided into several annuluses with different 
width according to the distance to the base station, and the outer circle has lager width. 
To save energy, the largest annulus width is set to d0 , and the width of the ith annu-
lus(di ) can be calculated according to the expression (3). When the radius of undivided 

(1)ET (l, d) =

{
l × Eelec + l × 𝜀fs × d2, d ≤ d0
l × Eelec + l × 𝜀mp × d4, d > d0

,

(2)ER = l × Eelec,
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circle(rud ), which can be calculated according to (4), is smaller than d0∕2 , the remaining 
nodes will communicate with the base station directly, and all of them are cluster head 
nodes with node level 1.

The number of nodes in ith annulus(numofnodei ) can be represented as

4.2  Cluster Heads Selection

After dividing the monitor area into n annuluses, cluster heads will be elected in each 
annulus, respectively. The main factors considered in this process are residual energy 
and node density. The node density will be denoted by node degree (the number of 
neighbour nodes) in this work. The distance has been considered in the process of annu-
luses dividing. The nodes with more residual energy have a larger chance to be cluster 
heads. At the same time, the area with higher node density will generate more sensing 
information, so the radius of cluster in these area should be smaller and nodes in these 
areas are more likely to be cluster heads.

Based on the residual energy and node degree, the weight of each node to compete as 
cluster head is calculate as

(3)di = �
R − �

∑i−1

j=1
dj

R
d0

(4)rud = R −

i∑
j=1

dj

(5)
numofnodei =

�
R −

∑i−1

j=1
dj

�2

−
�
R −

∑i

j=1
dj

�2

R2
N

Fig. 1  Annulus division of the 
monitoring area
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where Ei and Nni are residual energy and node degree of node i, Eavej
 and Nnavej are the 

average residual energy and average node degree of jth annulus.
According to the weight of becoming cluster heads, the waiting time of competing to 

become cluster heads is given as

where � is the adjustment factor and � is the time of transmitting data over d0∕2.
In each annulus, each node will wait for CH_message in the waiting period. If a node 

don’t receive any CH_message, it will announce itself as cluster head and broadcast CH_
message in the range of its competing radius. Considering the coverage rate and energy 
efficiency, the competing radius(rc ) should be larger than the width of the corresponding 
annulus di and smaller than d0∕2 . rc of each cluster head can be calculated according to 
expressions (8) and (9):

where Rmax equals to d0∕2 and Rmini equals to di.

The nodes receiving CH_message will quit the competition of cluster heads, and become 
cluster members.

All of the nodes with level 1 play the role of cluster heads and communicate with the 
base station directly.

4.3  Cluster Formation

In the process of clusters formation, each ring is considered independently, and each 
member node only belongs to cluster heads in the same annulus. To ensure the balance of 
energy consumption among clusters of the same level, the number of cluster members and 
transmission distance within each cluster are mainly considered.

After the cluster heads are elected, they will broadcast CH_message within its rc , and 
these normal modes receiving the CH_message will become the cluster members of the 
corresponding cluster heads. The formation procedure of clusters will continue until all the 
nodes in the network are divided into clusters. This step is called as preliminary clustering.

There is no doubt that the size of clusters formed after preliminary clustering differs 
from each other greatly, which is adverse to the balance of energy consumption. To deal 
with this shortcoming, the clusters will be adjusted.

Based on the number of cluster heads and sensor nodes in the annulus, the average number 
of sensor nodes in each cluster can be calculated. Each cluster head compares its own num-
ber of member nodes with the average number of cluster members. If the number of member 

(6)wi =
Ei ⋅ Nni

Eavej
⋅ Nnavej

(7)Twait
i = e

1

wi+� + �

(8)r�
c
= �

Ei ⋅ Nnmax

E0 ⋅ Nni
(Rmax − Rmini) + Rmini

(9)rc =

⎧
⎪⎨⎪⎩

di, r�
c
< Rmini

r�
c
, di ≤ r�

c
<

d0

2
d0

2
, Rmax ≤ r�

c

.
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nodes is larger than the average number, the cluster heads will get rid of the redundant nodes 
according to the distance. The nodes with the longest distance away from the cluster head will 
be dismissed and they need to search for new cluster to join in. The culled nodes look for the 
closest cluster head whose number of members is less than the average number in the range 
of d0 . If there is no desirable cluster head, the node will still belong to the original cluster. The 
adjustment is conducted in each annulus independently.

4.4  Transmission Path Establishment

To save the energy of each node, they transmit data to the nearest forwarding node. The cluster 
members communicate with their corresponding cluster heads directly, and the cluster heads 
send data to the closest cluster heads in inner annulus, while the nodes in innermost annulus 
communicate with the base station directly.

4.5  Cluster Heads Rotation

With the operation of the network, the energy of cluster heads will be consumed faster. When 
the residual energy of a cluster head is less than the threshold, it can’t play the role of relay 
node and can’t take the responsibility of aggregating data. To maintain the operation of the 
network, a method of cluster heads re-selection is proposed in the following.

When the residual energy of any cluster head is less than the threshold, the cluster head 
will be replaced by the node with the highest residual energy in the cluster. The new cluster 
head will be the forwarding node of the cluster heads whose forwarding node is the dead node, 
and the cluster head that was the forwarding node of the dead cluster head becomes the for-
warding node of the new cluster head.

This rotation won’t change the structure of the network and is only conducted in one annu-
lus, so energy can be saved.

At the same time, if there is a node that can’t find any forwarding node, the structure of the 
whole network will be re-established. The process of cluster heads selection, clusters forma-
tion and transmission pathes establishment will be curried out again.

Key contributions of the proposed protocol ADEC are: 

(1) Each cluster is independent in the process of cluster and re-cluster, which can reduce 
energy consumption in the formation of clusters;

(2) The monitor area is divided into several annuluses of different width according to the 
distance between cluster heads and the base station, which can balance energy con-
sumption of cluster heads effectively;

(3) To balance energy consumption of all sensor nodes, the residual energy and node 
density are taken into consideration in the process of cluster formation;

(4) A cluster adjustment mechanism is proposed to balance energy consumption among 
clusters;

(5) The cluster head rotation method within clusters can greatly save the energy consump-
tion caused by whole cluster structure adjustment.
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5  Simulation and Analysis

In this section, some simulation results are demonstrated, including the division of the 
monitor area, cluster heads election result and the behavior of the clustering network. We 
compared the performance of ADEC, EEOC and LEACH from the aspects of the number 
of surviving nodes and the average residual energy of surviving nodes.

Figure 2 shows the division of the circle monitor area. The sensor nodes are distributed 
randomly in the network, and ring width gradually increases from inside to outside. The 
result is in line with our expectations.

Figure 3 shows the distribution of cluster heads and cluster members. All the nodes with 
level 1 are set as cluster heads and they communicate with the base station directly. The 
simulation result shows that ADEC can make the cluster heads distributed evenly in the 
network, it’s beneficial to the energy balance of sensor nodes.

The main design objective of this protocol is to improve the energy efficiency of the 
network and prolong the lifetime. We further verify the performance of the network from 
the aspects of the number of surviving nodes and average residual energy. The number 
of surviving nodes is an important performance index indicating whether the network can 
operate normally. If there are few nodes alive, the coverage rate will be poor and the sensor 
network loses its function. At the same time, the more sensor nodes die, the worse energy 
efficiency and energy balance performance the network has. The average residual energy 

Fig. 2  Annuluses division result

Fig. 3  Distribution of cluster 
heads and member nodes
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can also illustrate the energy efficiency. The more residual energy in the network means the 
less energy consumed by the network.

In the sequel, two sets of experiments are designed with the simulation parameters 
shown in Table 1

The first set of experiment is performed in a smaller monitor area with radius of 300. 
Figures  4 and 5 show the trend of the number of surviving nodes and average residual 
energy in the monitor area with the operation of the network respectively. From either the 
number of surviving nodes or the remaining energy, ADEC shows obvious advantages. 

Table 1  value of simulation 
parameters

Parameters Values in experiment 1 Values in experiment 2

R 300 600
N 500 800
E0 0.8 0.8
�fs (pJ/bit/m2) 10 10
�mp (pJ/bit/m4) 1.3 × 10−3 1.3 × 10−3

Eelec 50 50

Fig. 4  Number of surviving 
nodes in experiment 1

Fig. 5  Average residual energy in 
experiment 1
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Compared with LEACH and EEOC, ADEC has much better performance, especially after 
the first 1000 rounds. In the first 1000 rounds, EEOC and ADEC don’t show a big dif-
ference, however, after 1000 rounds, nodes in EEOC die in a fast rate. Few nodes die in 
network under ADEC in first 1000 rounds, and nodes die at a relatively slow rate after 
1000 rounds. This means that the network can survive longer and have a good energy 
performance.

Besides, the trend of average residual energy indicates the good performance of ADEC. 
As far as average residual energy, none of EEOC and LEACH shows a greater preponder-
ance, but the energy consumption rate of ADEC is always kept at a slower speed. A larger 
number of surviving nodes and more average residual energy means that less total amount 
of energy have been consumed.

The second set of experiment is performed in a larger monitor area with radius of 600. 
Figures  6 and 7 show the trend of the number of surviving nodes and average residual 
energy in the monitor area with the operation of the network respectively. The result is 
the same as the one in experiment 1, ADEC has a great advantage compared with EEOC 
and LEACH, furthermore, the advantage is more obvious in large-scale network. One of 
the reasons is that cluster heads in LEACH and EEOC communicate with the base station 
directly, it will consume a large number of energy and shorten the lifetime of the network. 

Fig. 6  Number of surviving 
nodes in experiment 2

Fig. 7  Average residual energy in 
experiment 2
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The trend of the number of surviving nodes under LEACH decreases nearly exponentially, 
and there is almost no surviving node after 1500 rounds in the network under EEOC and 
LEACH. There is no sudden death of a large number of nodes in ADEC. As far as aver-
age residual energy of surviving nodes, it slowly falls in a linear pattern in ADEC, which 
means network operation under ADEC can run smoothly.

By comparing the results of the above two groups, the performance of ADEC shows 
great advantage, especially in large-scale network. There is no sudden decrease of the num-
ber of surviving nodes and average residual energy. At the same time, the number of sur-
viving nodes and average residual energy decreasing at a slower rate indicates the network 
under ADEC can run in a steady state for a longer time. In general, ADEC can improve the 
energy efficiency and prolong the lifetime of the network whether in small-scale or large-
scale monitor area effectively.

6  Conclusion

In this paper, a clustering method of dividing the monitor area into annuluses has been 
proposed. The main objective is to improve the energy efficiency of wireless senor network 
and prolong the lifetime. At the same time, this protocol can balance energy consumption 
among the network effectively. Moreover, the network has a fine scalability.

In the simulation section, we have compared the performance of LEACH, EEOC and 
ADEC in terms of the number of surviving nodes and average residual energy in two dif-
ferent conditions. The simulation shows that either in small-scale or in large-scale network, 
ADEC has much better performance, especially in large-scale network. At the same time, it 
can reduce energy consumption and prolong the lifetime of network effectively. Moreover, 
the simulation result shows that the cluster heads selected by ADEC are distributed evenly 
around the network, which can balance the energy consumption. 
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