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Abstract
Location-based services are an important category of context-aware computing, which play 
an important role in providing the continuous, local and spatially confined information sys-
tems very efficiently and accurately to their clients. The key component in location-based 
services is the current location of a mobile user. Thus, to protect mobile users’ location 
and their other information to an untrusted party with consideration of minimal waiting 
time, Optimal Mobility Aware Cache data Pre-fetching and Replacement policy (OMCPR) 
is being proposed here. In this continuous location-based services model, the system 
introduces a mediator namely Anonymizer by employing the prefetching facility for spa-
tial K-anonymity that resides in between the user and Query Analyser to form a cloaking 
region using mobile user inputs (data freshness, the contribution rate of cell’s cache and 
location). It provides high-quality lossless location-based services by the utilization of the 
frequent pattern mining of mobile users’ trajectories to forecast their next position as per 
mobility and multiple constraints. A client–server based queueing model is used to simu-
late the proposed OMCPR platform. It provides higher privacy protection than the current 
state of the art strategies available, also minimizes the overhead of the LBS server and 
waiting time of mobile users by the addition of the prefetching facilities to Anonymizer.

Keywords  Location privacy · Caching · Prefetching · Mobility · Security · Authorization

1  Introduction

The key component in location-based services (LBS) [1] is the location; one’s location 
gives information about what one is doing. For instance, he doesn’t do the same exercises 
in his workplace as he does in his kitchen. The further prerequisite of current LBS is that 
they must “derive the purpose of the client” and reacts accordingly. Location dependent 
query is the continuous, local, and spatially confined query used in the LBS. Locations in a 
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location-dependent query are provided as a parameter implicitly using a global positioning 
system (GPS) or explicitly in the execution of a query. Passing the value of the parameter 
related to location implicitly using a GPS can be seen as local queries e.g. listing the local 
weather and locate the nearest restaurant. The explicit query can be seen as queries where 
the client gives the value to the location parameter e.g. find the nearest metro station to 
the passport office. Based on the context being captured in the system, LBS can be classi-
fied categorically into primary and secondary context system. The raw data, which can be 
acquired from location sensors, accelerometers, microphones, etc., are termed as primary 
context. This raw data may be deduced or refined to derive secondary context such as dis-
tance between targets, the direction of moving objects, velocity, etc. In many cases, other 
context information (e.g. audibility, pollution, temperature, etc.) is relevant to the given 
service. These contexts are closely related to the target location being considered in the 
LBS. To process the query in the requirement of the services responsible for the prediction 
of ahead of present route location, it is of utmost necessity for the consideration of location, 
movement direction & velocity of the users. The LBS face many inherent challenges such 
as low-quality communication, limited local resources, scarce bandwidth, and frequent net-
work disconnections. Caching in LBS is used to cope up with some of the aforementioned 
shortcomings. In primitive LBS caching schemes, if a certain data object is not found in the 
mobile user’s cache, then mobile users send this query with its location to Query Analyser. 
Query Analyser processes the received query and returns the result based on the client’s 
location. The drawback of previous policies is that the Query Analyser is prone to leak the 
user’s confidential information such as user location and associated data to an untrusted 
third party for business profits. Various policies exist to deal with the privacy challenges of 
the LBS. A trusted third party such as cloaking is popularly known previously used privacy 
policy for the LBS. In cloaking, the user location is anonymized by a circle. However, this 
degrades the point of interest (POI) service. Therefore, while implementing the LBS, one 
should consider these issues to enhance user privacy with the prior aim of improvement 
in the cache hit rate. To be wise and proactive, gadgets do not simply know the present 
context only rather they must have the capacity to anticipate future context also. System 
capacity to foresee future location is used for prefetching [2] in the cache. The prefetching 
function in any LBS minimizes the count of communication between mobile users and 
Query Analyser, and which in turn improves the user’s privacy.

Whenever a client issues a query, it is first searched in the client cache, then in its neigh-
bor cache and finally, in Anonymizer cache. If the queried result found in any one of the 
above caches, it is immediately returned to the mobile client; otherwise, the request is sent 
to the Anonymizer. Anonymizer, in turn, applies Frequent Pattern Mining of mobile user’s 
trajectories for the user’s next location prediction based on multiple constraints. It is then 
applied for the prefetching and spatial k-anonymity (PSKA) to form a cloaking region 
using mobile user inputs, i.e., data freshness, the contribution rate of the cell’s cache and 
location in LBS. The cloaking region with the POI query is sent to the Query Analyzer. 
Query Analyzer does not obtain private information (like client exact location); rather, it 
requires the cloaking region and POI only. Anonymizer uses the cell’s contribution rate 
in the cache, data freshness and also the user’s predicted next location for cloaking region 
formulation. In this process, Anonymizer selects k cells satisfying k-anonymity criteria and 
chooses a cloaking region having the highest query probability among one of the k cells. 
The query probability for the cache jth data item in the celli is represented by Pi

j. Let the 
time elapsed in the last access to the jth data item be tjl, current system time be tc. Suppose, 
the weightage related to the most recent access for the estimation of probability is repre-
sented by α, then update to the current access probability follows the equation given below.
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Query Analyser is aware of the cell’s query probability Pi (1 ≤ i ≤ M). However, as there 
are k cells and each cell has one or more users, the probability of being specifically respon-
sible to send request would be at most 1/k. Prefetching and spatial K-anonymity (PSKA) 
techniques used in our policy cannot estimate the exact location of a user from the cloak-
ing region received from Anonymizer. Thus, it is free from the inference attack of Query 
Analyzer.

1.1 � Summary of Contributions

The major contributions of the paper are illustrated as follows.

(a)	 OMCPR provides a lossless service with the quality high and protects a user’s loca-
tion and his information to untrusted identity. A novel PSKA scheme used in OMCPR 
applies multi-level caching; moreover, privacy is improved as some of the user’s query 
can be replied using cache without sending it to the untrusted Query Analyser.

(b)	 Anonymizer applies the Sequential Pattern Mining & Clustering-based user next loca-
tion prediction model using the user’s movement trajectory to predict the next location 
in the cache replacement and invalidation scheme.

(c)	 Anonymizer selects k number of cells satisfying k-anonymity criteria and processes 
these cells using parameters such as data freshness, cache contribution rate and pre-
dicted next location to get a cloaking region having the highest query probability 
among one of k cells.

(d)	 It analyses efficiency, overhead and privacy concerns of proposed OMCPR compared 
with the previously available schemes for the same.

1.2 � Outline

The remaining portion of this paper is arranged as written ahead. The survey of the past 
works and finding out the problem statement of the proposed work have been carried out 
in Sect. 2. The preliminaries concepts including assumptions and LBS architecture descrip-
tion of the addressed domain are being discussed in Sect. 3. The suggested approach and 
main results of our studies are outlined in Sects.  4 and 5 respectively. Finally, the last 
Sect. 6 offers the conclusion of the paper and also enlists briefly the scopes for the research 
directions in LBS further.

2 � Related Past Works and Problem Statement

Various schemes in LBS exist to protect location privacy. The existing approaches of 
protecting location can be categorized into 4 types, namely obfuscation, regulatory strat-
egies, privacy policies, and anonymity. Most of the existing privacy works in LBS are 
based on obfuscation, location perturbation or anonymization. On the server side, the sys-
tem is integrated with a trusted anonymization server [3]. At the client-side, some mobile 
device based schemes are integrated as proposed in the past [4–8]. Due to dependency on 
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a trustworthy server, the former type struggles with a single point of failure e.g. location 
anonymizer in [9]. Therefore, a user’s privacy will be violated if an attacker gains access to 
it. This trustworthy server is indeed a bottleneck of results because all the queries sent will 
move through it. The schemes based on mobile devices prevent these issues. Several works 
concentrate on VHC mapping [4], k-anonymous cloaking box [6] and find-based solution 
[5] to reduce the overhead related to storage and computation.

Unified grid and caching have been proposed by Zhang et al. [10] to enhance user pri-
vacy. Two users cannot query to the same region in this policy; due to this, the overhead 
of the client query became overwhelming in the system. The selection of two cache-based 
dummy locations has been added in the location privacy scheme by Niu et al. [11]. The 
drawback of this scheme is that it is not fit for continuous queries.

Apart from the above schemes, k-anonymity [12] is a popular scheme used as a user’s 
location privacy policy. This scheme has been widely used in the previous LBS [13–16]. 
In the k-anonymity scheme, the system selects k neighboring cells satisfying k-anonymity 
criteria and chooses the cloaking region having the highest query probability among one 
of k cells. A potential client can’t be differentiated from k-1 other clients by an attacker in 
the k-anonymity location privacy scheme. In LBS, there may exist a situation where a user 
does not want to participate in the user’s location privacy scheme and also does not want 
to be part of the anonymity set. So, these cases should also care while designing the user’s 
location privacy scheme in LBS.

Approaches such as location perturbation, spatial cloaking, and variants of spatial cloak-
ing are widely studied techniques for preserving location information for snapshot-LBS. 
Approaches such as trajectory privacy using k-anonymity, privacy using fake trajectories or 
dummies and privacy through path confusion are popular techniques for preserving loca-
tion information for continuous LBS. For continuous query scenario anonymization, either 
the online or historical trajectories of other users can be used. One of the limitations of 
the previous techniques was infrastructure dependency. A trusted middleware is required 
to compute the spatial cloaked region for the set of users requesting for the service in a 
period.

Another limitation of all existing k-anonymity based techniques is the inherently trusted 
assumption for all the users in anonymity set and believes to be reporting their real loca-
tion. However, if the users are not trusted, they can inject fake location together with the 
fake query to the Anonymizer. Thus, it will increase the chances of performing location 
disclosure substantially higher than 1/k. This attack is named as location injection attack. 
Zhao et al. [17] have proposed a framework based on users’ mobility similarity that does 
not require the knowledge about how fake locations are manipulated and shown to be effec-
tive by performing extensive simulations on real-world datasets.

In varieties of previously proposed spatial cloaking based privacy-preserving policy, 
the size of the cloaking region used can be much larger in areas having a low density of 
users. Density might be low either due to less usage of the services or being in a remote 
area. To handle the above limitation of previous policies, the spatial cloaking technique can 
be mixed with k-anonymity. Amini et  al. [18] suggested enhancing consumer protection 
across the cache scheme. Cell users may query the POIs locally rather than submitting the 
requests to the untrustworthy. LBS server pre-fetches these data items within a specified 
region before reaching to that region. Mobile clients have to also archive massive volumes 
of data items for a broad region.

Shokri et  al. [19] created a decentralized position confidentiality mechanism retaining a 
collaborative unit called MobiCrowd. The position exposing likelihood risk is reduced due to 
checking for utility details by users in nearby MobiCrowd unit before submitting a query to the 
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LBS server. Nevertheless, if users in the neighbor are not able to serve the result, the request 
will be sent to the LBS server and will, therefore, be at risk. It was not meant to increase the 
cache hit ratio that causes poor performance in caching. Mobicache [7] is attempting to store 
further data that is not yet stored and is not recognizing the side details that an attacker might 
have. Therefore, with the aid of side knowledge, the adversary may infer the actual position.

In the variants of previously proposed spatial cloaking based privacy-preserving policy, the 
size of the cloaking region used can be much larger in the areas having a low density of users. 
Size being inversely proportional to the quality of the service can degrade the quality or may 
sometimes end in denial of the services. Density might be low either due to less usage of 
the services or being in a remote area. To handle the above limitations of previous policies, 
the spatial cloaking technique can be mixed with k-anonymity. In all of the previous policies, 
there was always a trade-off between service quality and privacy. To satisfies the maximal 
query POI as requested by the mobile user, the LBS compromises user privacy. None of the 
previous LBS schemes considers the user mobility in LBS to serve the user’s query. The over-
head (e.g. CPU computation, memory, and battery energy) of the above policies to the system 
is high. Also, they don’t even have a standardized privacy parameter to quantify the impact of 
cache on privacy. So, the caching architecture is relatively straightforward despite taking into 
consideration the significant factors e.g. data item freshness, query probability, etc. Therefore, 
the LBS should integrate an efficient caching scheme with better users’ privacy and reduced 
server overhead. To deal with the above challenges, the aim here is to design a method adopt-
ing multilevel caching to improve user privacy in continuous LBS by the formulation of the 
cloaking region.

For the formulation of the cloaking region, the caching and prefetching system should 
integrate a next location prediction module with data freshness and cache contribution rate. 
Employing any prefetching scheme or next location prediction of the user in LBS can be 
seen as adding a recommendation system to the LBS. The various recommendation systems 
in LBS are described in this section. The real-world GPS data can be mined to get knowl-
edge and answer two common questions. The first one is “where we shall go if we want to do 
something?”. This corresponds to location recommendations. The second one is “what can 
we do in that place?”. This corresponds to activity recommendations. The trajectory-based 
recommendation involves the finding of the similarities between people based on their mobil-
ity histories. To design recommendation systems, it is assumed that peoples having common 
mobility behaviors and mobility profiles are likely to be potential friends of each other and 
share preferences and interests. Hence, to visit the same types of places, they opt for the same 
type of route to reach the destination. Generally, trajectory-based recommendation applies fre-
quent pattern mining to extract and compare location visit sequences. In this recommendation 
system, if any person gets similar users having common mobility behaviors and mobility pro-
files, they can be recommended to him or her as friends. Hence, they can be recommended to 
the individual as places to visit and routes to follow based on the place they visited and routes 
taken by them. The past strategies have utilized the moving user trajectories for location and 
activity recommendations. Some of the related works with trajectories based recommendation 
are listed in the forthcoming sub-sections.

2.1 � Location Recommendation

In the early location recommendation system, the user’s current location is used. In 
[20], a cyber-guide framework is created to provide librarian records that describe 
the close by homes and identification of related people. An item-based collaborative 
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filtering method is used for developing a city voyager to recommend shops in [21]. 
It uses visited shop histories for a given item to recommend some shops to a user. In 
[22], Bayesian learning is employed to calculate recommendation values for different 
restaurants for providing a ranking list. It considers both the popular client locations 
and associated preferences to calculate recommendation values. A client-based collab-
orative selection policy [23] was proposed to suggest restaurants. Hypertext Induced 
Topic Search (HITS) based mobile user popular locations and access recommenda-
tion systems are proposed in [24], using past traveling and access histories. Li et  al. 
[25] have proposed a place and friend suggestion framework which includes 3 sections 
namely users visited location history, similarity exploration of users and location rec-
ommendation. In the first section, a hierarchical graph is represented by the hierarchi-
cal clustering of stay points for each user using his location histories. In the second 
section, the user’s similar sequence is explored by evaluating T-patterns [26]. This is 
achieved by retrieving a sequence of shared graph nodes between all users’ graphs. 
User (node) similarity score is calculated from each other node and it is rated accord-
ing to its level of similarities concerning a given user. The set of people (nodes) with 
higher similarity scores is recommended as potential friends to the user. In the third 
section, they have added the semantics of locations rather than geographic coordinates 
used for the locations with semantic meaning such as cinema hall, shopping mall, res-
taurant, etc.

2.2 � Activity Recommendation

Making attention to future trends, the current research is migrated from the predic-
tion of system network behavior to individual behavior prediction, i.e., from location 
prediction to context prediction or activity prediction. It is the latest research issue 
and very little researches have been done on it so far. The early research works are 
solely based on recognition of the user’s movement from received GPS data by ubiq-
uitous computing [27]. In [28], a hierarchal conditional random field model based 
on GPS data is used to recognize “where is a user?”. In [29], everyday tasks such as 
teeth cleaning, driving, sleeping and cooking are recognized through the use of sensor 
namely RFID. The researchers integrate the additional sources of information also, i.e., 
context information or temporal information for developing an application for activity 
recognition and activity prediction. Through, market-based analysis, anyone can pre-
dict the interrelated activity which may happen together with a given activity. This can 
be used to find the relationship between places and actions e.g. client going for movie 
hall may go to the nearby cafeteria as well. In [30], Zheng et al. used collective matrix 
factorization through a collaborative filtering technique to train the model for location 
and activity recommendation. The future trend is to evolve more features related to 
the user to enhance the performance. The feature extraction involves the collection of 
raw input data and then pre-processes it to extract useful features. The various predic-
tion algorithms exist, which can be used for prediction purposes by utilizing useful 
features. The features can be used to create a user’s social network by which users 
of similar interests can share their experiences. The recommendation frameworks are 
useful as the likelihood subsequent locations and/or activities of mobile users inferred 
using the mobile users’ trajectories can be integrated further in LBS to enhance the 
caching, prefetching and/or privacy.
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3 � System Architecture

This paper has proposed OMCPR model adopting multilevel caching to improve user pri-
vacy by the formulation of the cloaking region. Better cache hit ratio in turns results in bet-
ter client privacy as well as reduces the LBS server overhead. OMCPR is consisting of the 
pre-fetching and spatial k-anonymity for better client privacy by forming a cloaking region 
using mobile user inputs (data freshness, the contribution rate of cell’s cache and location) 
in continuous LBS. The above policy has utilized the Frequent Pattern Mining of mobile 
user trajectories for the user’s next location prediction based on multiple constraints.

Here, the system introduces a mediator namely Anonymizer that resides in between the 
user and Query Analyser. Anonymizer hides the exact location of the mobile user. But, 
Anonymizer becomes the performance bottleneck of the overall system in this architecture 
because all the user’s queries pass through the Anonymizer. Anonymizer selects k cells 
satisfying k-anonymity criteria and chooses the cloaking region having the highest query 
probability among one of the k cells. As there are k cells & each cell has one or more 
users, the probability of being a specific user who sends request would be at most 1/K. 
PSKA technique used in our policy protects the user’s exact location by framing the cloak-
ing region received from Anonymizer. Thus, it is free from the inference attack of Query 
Analyser. System architecture constitutes three entities namely Anonymizer, Query Ana-
lyser, and mobile clients. The main function of Anonymizer is to predict the next location 
of moving users, pre-fetch probable next query data and store received user’s query results 
from Query Analyser into the cache. Anonymizer selects the cloaking region by spatial 
k-anonymity. Anonymizer randomly selects k neighboring cells satisfying k-anonymity cri-
teria and chooses the cloaking region having the highest query probability among one of 
the k cells. Moreover, it has a history of issued queries from different users in a particu-
lar cell. Query Analyser is an LBS based application having map resources and location 
related points of interest (POI) such as nearest hospital, hotel, ATM, Saloon, Market, etc. 
It serves the location-based query associated with the respective cloaking region received 
from Anonymizer. The mobile client device has processing power, global positioning 
(e.g., GPS), data storage and ability to communicate with other neighboring mobile users. 
They work on a collaborative shared basis. It can share the stored cache query result. The 
LBS reference architecture, that has followed in proposed OMCPR, is depicted in Fig. 1. 
The internal architecture of Query Analyser is also shown in Fig. 2. Here, in this paper, 
LBS has used CELPB Invalidation, SPMC-CRP and PSKA for cache invalidation, cache 
replacement, and user’s data privacy-preserving respectively.

3.1 � Assumptions

Mobile clients and Anonymizer both are assumed that they report their right locations to 
mobile clients and Anonymizer is trusted in LBS. If initiating query mobile client reports 
fake location with a fake query to Anonymizer, then this phenomenon is known as location 
injection. For this scenario, the chances of privacy leakage of location and user’s informa-
tion would be more than 1/k. Within the client’s communication range, none of the neigh-
boring clients will send malicious information to the peer nodes. To protect the confiden-
tiality and integrity of the transmitted data, the LBS has security schemes such as hashing 
and cryptographic schemes. The proposed model considers location privacy issues from 
the moving client’s perspective. Moving clients can choose among privacy levels as strict, 
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medium or low. Here, the desired threshold is being used based on service quality and 
privacy trade-off. If the threshold has a higher value, then LBS compromises user privacy 
and satisfies the maximal query POI as requested by a mobile user. The proposed OMCPR 
employed a pre-fetching and spatial K-anonymity (PSKA) scheme to improve the privacy 
scheme by forming the cloaking region in continuous LBS. To protect an individual’s loca-
tion and user’s information to the untrusted party, a multi-level caching is proposed.

4 � Proposed Optimal Mobility Aware Cache Data Pre‑fetching 
and Replacement Policy (OMCPR)

Due to the mobility of users in LBS, it faces many inherent challenges such as low-quality 
communication, limited local resources, scarce bandwidth, and frequent network discon-
nections. Caching in LBS is used to cope up with some of the above shortcomings. To 
minimize the access cost and enhance the information accessibility, the system should 
cache the data items which are frequently queried on the mobile consumer side. In LBS, an 

Fig. 1   Architecture of LBS
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invalidation mechanism ensures the consistency of data between the server and the applica-
tion cache. The value of the queried data item (POI) by mobile client shows the variation in 
it when this data item is queried to access from different locations. The replacement proce-
dure [31–33] is initiated whenever the cache becomes full and needs more data items to be 
stored in the cache. Our model has used SPMC-CRP [34] scheme as a cache replacement 
policy. Cache invalidation [35] is one of the important challenges in client cache manage-
ment. If a cellular user keeps moving after submitting a query and has arrived at a new 
location until the response gets returned, the validity checking is desirable in this case. 
It may occur due to a long data access delay. Here, the term valid scope [36] is used to 
define the geometry shape or more precisely valid region, in which the value of a given 
Spatio-temporal variable is valid. CELPB invalidation scheme [37] is used in this paper 
for cache invalidation of a query result. Pre-fetching refers to fetching the probable future 
query result to mobile user cache before moving the user query. It improves the system 
performance by improving privacy, reduces the LBS server overhead and makes the system 
alive during disconnections. PSKA module is integrated with OMCPR for user’s data pre-
fetching and privacy preservation. PSKA takes inputs as various parameters like user query 
request time, service type, direction, speed, current location, services count, the semantic 
distance between the consecutive query, the spatial distance between service instances and 
access frequency to provide relevant pre-fetching detail. The PSKA policy can be extended 
by adding a PSO and/or fuzzy duration window with a threshold [38, 39] to decide the 
time after which the pre-fetched data would be expired. This is done because a mobile user 
might wait after getting service at a location before requesting to associate service at the 
same location. Depending on service types (e.g. hotel, restaurant, fuel station, etc.), the 
waiting time may vary. Deciding a time window helps in effective utilization of cache stor-
age which in turn improves the cache hit ratio.

Here, POI information according to the mobile user’s next location is stored at the 
user and Anonymizer caches it in advance. Some of the pre-fetching policies use mov-
ing user trajectories to access history to hoard the hot items lied on the path. The user and 
Anonymizer cache in our LBS have a tag bit to declare whether the stored cache data is on-
demanded data or pre-fetched one. Query Analyser serves the location-based query associ-
ated with the respective cloaking region received from Anonymizer.

4.1 � SPMC Based Next Location Estimation

Sequential Pattern Mining and Clustering technique involve five steps. The removal of 
outliers or noise (random movements) is the first step. In the second step, the minimum 
support threshold (supmin) is used to discover all Frequent Mobility Patterns (FMP) from 
trajectory datasets (D). The trajectory dataset has different values for two attribute namely 
timestamp (T), and client location at this timestamp. All the same type of FMPs (Lk) are 
grouped into one cluster (Ci). Finally, n clusters C1, C2… Cn are formed with different sets 
of FMPs [24]. The third step is to find the best suitable cluster for the current moving client 
trajectory from different types of clusters. The fourth step involves the mining of FMPs and 
framing of mobility rules R. The mobility rules [25] are passed through the filter of confi-
dence threshold (conf_min). In the final step, the matched rule is used to estimate the next 
cell_id in the predicted region.

This algorithm involves an iterative procedure to find user frequent mobility pattern 
set. In this procedure, all the Frequent Mobility 1-Patterns (i.e. k = 1), whose support 
value is less than the minimum support threshold, i.e., suppmin are discarded from the 
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further computation. The remaining frequent Mobility 1-Patterns are processed for the 
next iterative step (i.e. k = 2). For k = 2, mobility patterns are termed as frequent Mobil-
ity 2-Patterns. The client mobility log file as given in Table  1 is used to understand 
the processing of frequent pattern mining. The dataset shows various locations with a 
respective timestamp of a day. Length-1 candidate pattern set and Length-1 frequent 
patterns set are given in Table 2. Considering this table, the support value of <(l4, t1)>, 
<(l14, t8)> is less than suppmin = 3. So, they are discarded for subsequent computation. 
Length-2 candidate pattern set and Length-2 frequent patterns set are given in Table 3.  

The same procedure is executed iteratively for each length-k patterns in Lk. Lk = < (p1, 
t1), (p2, t2)… (pk, tk)> is the Length-K large patterns set and Cell pk neighboring cell set 
in coverage region is given by N(pk). Ck is known as candidate k-patterns. The next step 
in the algorithm is to find out all the suffix s = (n, tk+1) from neighboring cell set satisfy-
ing the specified criteria as given below and attaching it at the end of Length-K large 
patterns set to generate a candidate (k + 1)-patterns.

The set of all these suffix are represented by the set U(pk). The timestamp of pk is tk. 
Then, candidate (k + 1)-patterns selection is done by suppmin.

U
(
pk
)
← {s =

(
n, tk+1

)
| <

(
n, tk+1

)
>∈ N

(
pk
)
and tk+1 > tk}

Table 1   Mobility trajectory log 
file

Sr. no. Log file patterns

1 <(l5, t3), (l1, t5), (l15, t7)>
2 <(l5, t3), (l1, t5), (l13, t9)>
3 <(l5, t3),(l2, t4), (l1, t5), (l15, t7)>
4 <(l5, t3),(l2, t4), (l1, t5), (l13, t9)>
5 <(l2, t4), (l1, t5), (l15, t7)>
6 <(l2, t4), (l1, t5), (l13, t9)>
7 <(l3, t2), (l2, t4), (l12, t6), (l13, t9)>
8 <(l3, t2), (l2, t4), (l12, t6), (l14, t8)>
9 <(l4, t1), (l3, t2), (l2, t4), (l12, t6), (l13, t9)>
10 <(l4, t1), (l3, t2), (l2, t4), (l12, t6), (l14, t8)>

Table 2   Length-1 candidate 
pattern set and Length-1 frequent 
patterns set

C1 L1

Length-1 candidate 
pattern set

Support Length-1 frequent 
patterns set

Support

<(l5, t3)> 4 <(l5, t3)> 4
<(l2, t4)> 8 <(l2, t4)> 8
<(l3, t2)> 4 <(l3, t2)> 4
<(l4, t1)> 2 <(l1, t5)> 6
<(l1, t5)> 6 <(l15, t7)> 3
<(l15, t7)> 3 <(l13, t9)> 3
<(l13, t9)> 3 <(l12, t6)> 3
<(l12, t6)> 3
<(l14, t8)> 2
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Let, A and B are two FMPs. The mobility rules for given mobility patterns are as 
follows.

Let, S is the set of all FMPs. The mobility rules are given below.

R:A → B such that A ∩ B = �.

� → (� − �) for all (Z ⊂ S) and
(
Z ≠ �

)

Table 3   Length-2 candidate pattern set and Length-2 frequent patterns set

C2 L2

Length-2 candidate pattern set Support Length-2 frequent patterns set Support

<(l5, t3), (l2, t4)> 2 <(l2, t4), (l13, t9)> 4
<(l5, t3), (l1, t5)> 2 <(l2, t4), (l12, t6)> 4
<(l5, t3), (l13, t9)> 2 <(l1, t5), (l15, t7)> 3
<(l2, t4), (l1, t5)> 2 <(l1, t5), (l13, t9)> 3
<(l2, t4), (l13, t9)> 4
<(l2, t4), (l12, t6)> 4
<(l3, t2), (l5, t3)> 0
<(l3, t2), (l2, t4)> 2
<(l1, t5), (l15, t7)> 3
<(l1, t5), (l13, t9)> 3
<(l15, t7), (l13, t9)> 0
<(l12, t6), (l13, t9)> 2
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Every rule (R) will have its corresponding confidence value, i.e., confidence(R).

This Policy uses a confidence threshold to filter the various frequent mobility rules. The 
most important rules are those generated by the use of the most recent mobility patterns. 
Each rule has its associated temporal weighted value. The mobility rules are generated 
for a user near places using frequent patterns mining. A temporal weighted value (wi) is 
assigned to each rule (ri). Those rules are more important, which are generated using recent 
mobility patterns. Let, the time of the last point in rules tail is given by RuleTime. MaxTime 
and MinTime are the recorded maximum and minimum time in log file respectively. The 
weighted value is calculated by the following equation.

Confidence (R) =
support (A ∪ B)

support (A)
× 100

weight (R) =
RuleTime −MinTime

MaxTime −MinTime
∗ 100
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4.2 � Forming Cloaking Region

By using predicted next location with data freshness and cache contribution rate, 
Anonymizer selects k cells satisfying k-anonymity criteria and chooses the cloaking region 
having the highest query probability among one of the k cells. The system has an M × M 
grid rectangular service area where each cell is of equal size having a unique identifier (ci, 
rj), where, ci is the column id and rj is row id. The system follows a cooperative caching 
scheme for user’s cache sharing similar to that used in [40]. In this architecture, both the 
mobile clients and Anonymizer is assumed to be inherently trusted as shown in Fig.  3a 
and reports their real locations. If fake users are present in the system as shown in Fig. 3b, 
they can inject fake locations together with the fake query to the Anonymizer. Thus, this 
increases the chances of performing location disclosure substantially higher than 1/k.

In the simulation, the point’s density within the cell shows the likelihood that the given 
moving client can issue a query within that cell. The cells showed blank means that it has 
no user’s queries in it. This area may be mountains, lakes or swamps thereon. The mobile 
user submitting a query is present somewhere in cells. While forming a cloaking region, 
the system involves a procedure to find some cells around moving users that have the high-
est query probabilities and total different background knowledge. In this way, the attacker 
can not infer the related background knowledge from a group of participating cells in the 
cloaking region.
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In system architecture, let Iq is the set of all the cell identifiers which can contain the 
query result. Ic is the matched cell identifier in the user’s cache. In is the matched cell iden-
tifier from the user’s neighboring cache. Lu indicates the user’s location who initiates the 
query. Du depicts moving client movement direction. Theta (θ) is the desired threshold 
(0 < θ≤1) based on service quality and privacy trade-off. If θ has a higher value, then it 
means that LBS has compromised user privacy and satisfied the maximal query POI as 
requested by the mobile user. The minimum number of cell identifiers required to query by 
Anonymizer is represented by λ and λ = θ * Num(Iq) − Num(Ic) − Num(In), where Num() is 
the number of cell identifiers function. The OMCPR internal process of pre-fetching and 
spatial K-anonymity (PSKA) follows the following steps.

	 1.	 First of all, the system finds cell identifiers Iq within a radius (R) of the query range. 
After that, the user searches his cache for identical POIs for these identifiers Iq. Here, 
in this case, Iu = Ic is the matched cell identifiers for the user’s cache contribution.

Trusted User

The User

Fake User

Moving Client 
Cloaking Region

Trusted User

The User

Fake User

Moving Client 
Cloaking Region

(a)

(b)

Fig. 3   Continuous Queries for 4-Anonymity a without Location Injection Attack, b with Location Injection 
Attack
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	 2.	 Whenever, the user issue a query, it is first searched into its cache. If the queried data 
items are not found in the user’s cache, then its neighboring user’s cache is searched. 
If the queried result found in any of them, it is immediately returned to the requesting 
mobile user. Here, in this case, (Iu

1 = Iq − Ic) is the set of cell identifiers that need to be 
queried for the user’s neighbor cache contribution.

	 3.	 If the queried data items are not found in the user’s neighboring cache, then the mobile 
user needs to send a message of inquiry (MSGU2A) to Anonymizer having asymmet-
ric encryption of POI and other sensitive information using Anonymizer’s public key 
(PKA) and a user’s randomly generated key ku.

	 4.	 On receiving the inquiry message (MSGU2A), the Anonymizer applies decryption 
with a private key SKA. Then, its Anonymizer cache is searched and matches Iu

2 cell 
identifiers for its cache contribution to get cell identifier set Ia. If the queried result 
found in Anonymizer’s cache, it is immediately returned to the mobile user. Here, 
in this case, Iu

2 = Iq − Ic − In. Iu
2 represents the cell identifiers set which require to be 

queried in Anonymizer’s cache.
	 5.	 If the queried result is not found in Anonymizer cache, then Anonymizer applies 

frequent pattern mining of mobile user’s trajectories for users’ next location predic-
tion based on multiple constraints and performs prefetching and spatial k-anonym-
ity according to cloaking region formation algorithm using mobile user inputs in 
continuous LBS. Here, in this case, Iu

3 = Iq − Ic − In − Ia. To form a cloaking region, 
Anonymizer needs to be queried k − Num(Iu

3) cells based on the cell identifier set Iu
3.

	 6.	 Finally, the Anonymizer forwards MSGA2Q consisting of cloaking region and POI to 
the Query Analyser using asymmetric encryption by Query Analyser PKQ. The Query 
Analyser does not obtain private information (like client exact location); rather, it has 
the cloaking region and POI only. Query Analyser searches its database and returns 
the found data to Anonymizer.

	 7.	 The Query Analyzer receives the MSGA2Q, then uses a private key SKQ to for decryp-
tion and obtains the k cells in the region searches resultant POIs in these cells.

	 8.	 Anonymizer’s public key PKA, is used by Query Analyser for resultant POIs asym-
metric encryption. It binds all the information in MSGQ2A and forwards it back to 
the Anonymizer. Private Key SKA is used by Anonymizer to decrypts the returned 
message and finally, updates returned cell identifiers and POIs in its cache.

	 9.	 Anonymizer uses key ku to perform symmetric encryption of POIs and Iu
2 to bind it in 

MSGA2U. Anonymizer sent back to moving client.
	10.	 Mobile users receive MSGA2U; the mobile user decrypts this message using Key ku 

and then caches this data. A cache replacement procedure is initiated whenever clients’ 
cache becomes full for a higher cache hit ratio.

The cloaking region formulation procedure selects cells having the highest cache contri-
bution rate. Let Pi be the query request probability by ith user in a cell and cell size is rep-
resented by m, then the relationship among these parameters can be given by contribution 
rate of a cache as given in the following equation.

Each cache data expires after its lifetime. After the data get expired, the system needs 
updating of the given cache data to improve the system cache hit ratio performance. Let t 

Cache contribution rate =

k−Num(i3u)∑

i=1

Pi where

M×M∑

i=1

Pi = 1



965OMCPR: Optimal Mobility Aware Cache Data Pre‑fetching and…

1 3

is the caching time of data in certain cells and T is the cached data average lifetime, then 
cell’s data freshness (F) can be defined by the following equation.

The average data freshness of the selected k – Num(Iu
3) cells can be given by the follow-

ing equation.

Anonymizer selects the cell (Cd) having the lowest data freshness and having the highest 
cache contribution rate to form the cloaking region.

The formulation of a cloaking region involves the following steps.

1.	 According to predicted user’s next location Lp, the system selects Y cells (where Y is a 
system parameter and Y > 2K) around Lp. Further, it chooses 2 k among Y cells having 
the highest query probability.

2.	 Among these 2 k cells, the system randomly selects W= k −  Num(iu3) cells as a candidate 
set. For each candidate in W cells, the data freshness and cache contribution rate will 
be evaluated.

3.	 In the last step, the system will find cell (Cd) having the lowest data freshness and having 
the highest cache contribution rate to select it as a cloaking region.

5 � Performance Evaluations

5.1 � Simulation Setup

The client/server system modeled in our LBS is similar to that discussed in [41]. The 
framework for OMCPR was implemented in Java using OpenSSL 1.0.1 and experimenta-
tion work was done on a Windows 8 computer with quad-core 3.2 GHz, 64 GB RAM, and 
Intel i7 CPU. The public key encryption and symmetric encryptions are RSA-2048 and 
AES 256 Cipher Blocker Chaining respectively. The system has 10 km × 10 km as a service 
area which is divided into M × M cells. To deploy the coverage region in sequential pattern 
mining and clustering, we have used Geolife public GPS dataset collected by Microsoft 
Research Asia. This data set is composed of 182 users, 18,670 trajectories with approxi-
mately 1200 thousand kilometers of total distance and approx. 48,000 + hours of total dura-
tion. Every point pti ∈ Ptin trajectory contains pti.t, pti.lat, pti.lng, like timestamp, latitude, 
and longitude respectively. We have randomly selected 3465 different sequences for the 
case of the experiments. We also kept a minimum length of 10 locations and a maximum 
length of 15 locations that were visited from the trajectory dataset. In our experiment, the 
PC with specified configuration took a minimum of 18 and a maximum of 254 min for the 

F = 1 −

√
t2

T2
, where T ≥ t

Average data freshness =
1

k−Num
(
i3
u

)
k−Num(i3u)∑

i=1

(
1 −

√
t2

T2

)

Cd = Max

k−Num(i3u)�

i=1

Pi.

∑k−Num(i3u)
i=1

�
t2

T2

k−Num
�
i3
u

�
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framing of the mobility rules using sequential pattern mining with clustering. The data 
item access pattern follows Zipf distribution. The exponentially distributed pattern is used 
for the query interarrival time (d). Figure 4 depicts a part of POI scope distribution for an 
initial Voronoi Diagrams [37] of 10,000 distributed points. The mobile user has the facil-
ity of querying the entire neighboring user’s cache lying inside 50 m. Table 4 depicts the 
initial value for the various used implementation parameters. The server is composed of a 
single process. First come first serve strategy is used in infinite queue buffer for the user’s 
request. A negligible overhead is assumed by the system for request processing and ser-
vice schedule at the server. The client’s velocity uses a randomly distributed quadratic time 
equation and lies in between vmin to vmax. The θ is the desired threshold (0 < θ≤1) based on 
service quality and privacy trade-off. If θ has a higher value, then it means that the LBS 
compromises user privacy and satisfies the maximal query POI as requested by a mobile 
user.

Here, rand(0) and rand(1) lie in between 0 to 1 and are uniformly distributed. Data 
item size lies between Smin to Smax. The ith data item is size estimated using the following 
formula.

5.2 � Evaluation Results

We have compared proposed policy OMCPR with MobiCrowd [19], CaDSA [42] and 
CSKA schemes [43] on privacy and cache hit ratio parameter given in Fig. 5a, 5b. Here, 
we have estimated the average processing cost and communication cost [44, 45] on the ini-
tiating user query, Anonymizer, and Query Analyzer.

The system overhead is proportional to the numbers of the cell (M) and anonymity 
degree (k), which refers to anonymity between the special location and the user’s iden-
tity. Higher is the value of k, bigger will be the cloaking region formed by Anonymizer. 
It provides higher data items resulting in the caches of user and Anonymizer; thus, 
cache hit-ratio increases. If the mobile user query counts within a time frame increase, 
the probability of presence in user or Anonymizer cache increases resulting in the grad-
ual decrement in the sending of query requests to Query Analyser. If requested data 
found in the client’s cache, then this query request needs not to send for a server which 

vm = 10 ∗ rand(0) + 2 ∗ rand(1) ∗ t

Si = Smin +
⌊
rand(0) ∗

(
Smax − Smin

)⌋
i = 1, 2,… , item_Num;

Fig. 4   Scope distribution
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leads to LBS overhead minimization and privacy improvement. Contrary to this, if most 
of the mobile user requests are sent to the Query Analyser, then it reduces the mobile 
user’s privacy [46] incurring high system overhead. At M = 6000, n = 10 and k = 50, the 
cache hit rate of policies namely OMCPR, MobiCrowd, CaDSA, and CSKA gets down 
with the increase of threshold value θ. Further at M = 6000, θ = 0.6, and k = 50, the pro-
posed OMCPR policy is better regarding communication cost and LBS application pro-
cessing time overhead than that of MobiCrowd, CaDSA, and CSKA with the increase in 
order n. This evaluation is shown in Fig. 6a, b.
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Fig. 5   Comparison of cache hit rate (user + anonymizer’s cache)
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Due to incorporating cache in a trusted third party known as Anonymizer, the LBS 
client gets extra cache space, which leads to improvement in a cache hit ratio. The sys-
tem architecture in OMCPR model follows a cooperative caching scheme for user’s 
cache sharing, which is further a reason for a cache hit ratio improvement. The Fre-
quent Pattern Mining of mobile user’s trajectories is used for a mobile client’s next loca-
tion prediction. If the trajectory dataset has a high proportion of random movement i.e. 
higher outlier ratio then it will compromise the accuracy of users’ next location pre-
diction algorithm. The cache hit ratio of SPMC-CRP [34] and OMCPR decreases with 
an increase in the outlier ratio. As shown in Fig.  7a, the previous cache replacement 
policy PPRRP [31] outperformed SPMC-CRP after increment of a certain level of out-
lier ratio. Manhattan and FAR do not involve any next location prediction algorithm, so, 
they do not vary with the outlier ratio. Here, LBS incorporates SPMC based next loca-
tion prediction algorithm which follows frequent mobility patterns mining for next loca-
tion prediction. The accuracy of the next location prediction algorithm improved with 
increment in supmin threshold, so a cache hit ratio of SPMC-CRP and OMCPR increases 
with an increase in minimum support threshold supmin as shown by the graph in Fig. 7b. 
Mining frequent mobility patterns aim to establish the mobility rules for the current 
moving location of the consumer at close places. Frequent mobility rules are achieved 
by filtering through a confidence threshold parameter (conf_min). As the value of the 
confidence threshold (conf_min) increases, the lesser the number of mobility rules is 
formulated. The variation of a cache hit ratio with confidence threshold is depicted by 
the graph in Fig. 8a. So, the cache hit ratio of SPMC-CRP and OMCPR decreases with 
an increase in confidence threshold conf_min. As shown in Fig.  8b, increasing cache 
size to database size ratio improves the cache hit rato of OMCPR and previous LBS 
policies SPMC-CRP, PPRRP, FAR and Manhattan. From the Fig. 5a, b, 7a, b, 8a, b of 
graphical analysis for different LBS policy, OMCPR is better than MobiCrowd, CaDSA, 
MobiCrowd, SPMC-CRP, PPRRP, FAR and Manhattan in term of the cache hit ratio

sup_min=30%,  conf_min=50%, K=50, Theta = 0.6
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6 � Conclusion

The OMCPR model presented in this work has utilized CELP-based invalidation for the 
cache invalidation, SPMC-cache replacement for the cache replacement and PSKA based 
on mobile user’s next location prediction with FMP for the mobile user’s data privacy-
preserving to provide high quality lossless continuous LBS. The proposed model outper-
formed than existing schemes by minimizing the overhead of the LBS server and higher 
privacy protection. Again, this model has not considered the multiple users’ location pre-
diction cases for cloaking region formation by selecting the cells. If many mobile users 
issue queries in LBS, the selection for the best cell to form a clocking region is a tough 
task and none of the previous policies has proposed any solution for the same. Therefore, 
the framing of the scheme supporting multiple users’ expected locations to create a cloak-
ing region can be a future research domain. Also, all the existing schemes in LBS utilizes 
Euclidean space for moving clients; however, in reality, the mobile users move within an 
underlying road network where the adversary can derive the user possible locations using 
knowledge of the given road network. Thus, it is necessary and important to design a user 
privacy preserved query processing scheme to support the anonymization of specialized 
locations in a given fixed road network in the next step.
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