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Abstract
Internet of Things (IoT) and its applications are the most popular research areas at present. 
The characteristics of IoT on one side make it easily applicable to real-life applications, 
whereas on the other side expose it to cyber threats. Denial of Service (DoS) is one of the 
most catastrophic attacks against IoT. In this paper, we investigate the prospects of using 
machine learning classification algorithms for securing IoT against DoS attacks. A compre-
hensive study is carried on the classifiers which can advance the development of anomaly-
based intrusion detection systems (IDSs). Performance assessment of classifiers is done in 
terms of prominent metrics and validation methods. Popular datasets CIDDS-001, UNSW-
NB15, and NSL-KDD are used for benchmarking classifiers. Friedman and Nemenyi 
tests are employed to analyze the significant differences among classifiers statistically. In 
addition, Raspberry Pi is used to evaluate the response time of classifiers on IoT specific 
hardware. We also discuss a methodology for selecting the best classifier as per applica-
tion requirements. The main goals of this study are to motivate IoT security researchers for 
developing IDSs using ensemble learning, and suggesting appropriate methods for statisti-
cal assessment of classifier’s performance.

Keywords  Internet of Things · Denial of service · Intrusion detection · Anomaly · 
Significance test · Performance analysis

1  Introduction

Security and privacy aspects of the Internet of Things (IoT) [5, 7, 45, 64, 65] are the key 
players which drive its potential to become one of the globally adopted technology in the 
future [34, 58]. However, self-configuring and open nature of IoT makes it vulnerable 
to various insider and outsider attackers [37, 49]. Attackers may compromise the users’ 
security and privacy in order to gain access to their personal information, create monetary 
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losses, and eavesdropping [72]. These factors prevent global adoption of IoT, consequently 
slowing down its growth [30]. Denial of service (DoS) is one of the most catastrophic 
attacks that prevent legitimate user to access the service it has paid for [17, 55]. This vio-
lates Service Level Agreement (SLA) terms which leads to huge monetary losses for firms 
and organizations. Moreover, DoS also affects the services of small networks, i.e., smart 
home, healthcare and smart agriculture etc [43]. DoS attacks on critical smart applica-
tions such as healthcare may even lead to death like situations because normal services 
get delayed [48]. IoT devices (e.g., smart light bulbs, smart door locks, smart television) 
are an easy target of attackers which exploit their vulnerabilities in order to perform DoS 
attacks [20, 50, 56, 59, 68]. Thus, securing these devices is one of the important concerns 
for researchers nowadays [6, 71]. To address this issue, intrusion detection is being heavily 
researched worldwide [9, 69]. Intrusion detection systems (IDSs) are categorized into three 
classes based on the detection method, i.e., signature, anomaly, and specification. Among 
three IDS types, our focus is primarily on anomaly-based IDS [32]. A signature-based IDS 
matches network traffic patterns with the attack patterns (signatures) already stored in its 
database. In case a match is found, an alarm is raised. A signature-based IDS has high 
accuracy and low false alarm rate, however, it is incapable of detecting new attacks. A 
specification-based network IDS match traffic behavior (parameters) against a predefined 
set of rules and values (specifications) for detecting malicious activities. These specifica-
tions are manually specified by a security expert. In contrast to signature and specification 
based IDS, anomaly-based IDS continuously checks network traffic for any deviation from 
normal network profile. In case a deviation exceeds the threshold, an alarm is raised to sig-
nify attack detection. The normal network profile is learned using machine learning (ML) 
algorithms. A anomaly-based IDS are preferred over signature and specification based IDS 
because of its ability to detect new attacks, but this comes with a cost of high false alarm 
rate. The effectiveness of anomaly-based IDS depends on the goodness of detection engine 
(model or classifier), and this goodness comes with the quality of network traffic patterns 
(dataset instances) being used for engine’s training. Once the detection engine has been 
trained, it can detect new attacks effectively. Intrusion detection in IoT networks is char-
acterized as a binary classification problem in which a trained classifier aims to classify 
network traffic into normal or attack class with maximum accuracy and minimum false 
alarms (FAR). The high performance of the classifier in terms of accuracy and FAR solely 
depends on the choice of classification algorithm and training data. Security experts prefer 
good performing classifier for the task of intrusion detection. Many solutions for intrusion 
detection have been proposed in the literature [8, 14, 18, 32, 44, 47] and most of them 
are dedicated for traditional networking paradigms only, and as far as the literature is con-
cerned, less work has been done towards the development of ML-based intrusion detection 
for IoT applications. Moreover, we didn’t find any work in the literature which statistically 
analyzed the significance of classifier’s performance in particular to IoT based intrusion 
detection. Also, no work in the literature has realized the execution of classifier on an IoT 
hardware. Thus, our focus is basically on utilizing ML classification algorithms for build-
ing IDS in order to secure IoT against DoS attacks.

In this work, we carry out a performance assessment of ML classifiers for IDS in par-
ticular to IoT. The performance of single classifiers including CART and MLP, and clas-
sifier ensembles namely Random forest (RF), AdaBoost (AB), Extreme gradient boost-
ing (XGB), Gradient boosted machine (GBM), and Extremely randomized trees (ETC) is 
measured in terms of prominent metrics, i.e., accuracy, specificity, sensitivity, false positive 
rate, area under the receiver operating characteristic curve (AUC). Hyper-tuning (finding 
the set of optimal parameters) of all the classifiers is done using random search[10]. The 
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significant differences of classifiers are statistically assessed using a well known statistical 
test. Finally, we have tested the performance of classifiers in terms of average response 
time on Raspberry Pi, i.e., IoT device [70].

Our primary contributions can be summarized as follows.

•	 Performance assessment of different ML classifiers on CIDDS-001, UNSW-NB15, 
NSL-KDD datasets with repeated hold-out and repeated cross fold validation methods 
is done.

•	 Statistical assessment of performance results using widely used Friedman test (non-
parametric statistical test) and Nemenyi post-hoc test, i.e., Friedman test for classifier 
significance test and Nemenyi test for pairwise comparison among classifiers is done.

•	 Implementation and execution of classifiers on Raspberry Pi hardware for realizing 
actual response time on real IoT hardware is carried out.

The paper organization is as follows. Section 2 discusses recent works in the concerned 
domain. Section 3 provides a brief discussion on classification algorithms, i.e., single clas-
sifiers, and ensembles. Experimental design is discussed in Sect. 4. Discussion related to 
the classifier’s performance and statistical tests is done in Sect. 5. Section 6 concludes the 
paper.

2 � Related Work

There are few works present in the literature which suggest methods for defending IoT 
against DoS attacks. Like, Misra et al. [46] proposed a specification-based IDS based on 
Learning Automata for preventing distributed DoS attacks against IoT. The authors consid-
ered preventing IoT middle-ware layer rather than a particular device. The proposed secu-
rity system sets a threshold for the number of requests a middleware layer can service. As 
soon as the number of incoming requests exceeds the set threshold, an attack is detected. 
Kasinathan et al. [39] proposed a signature-based IDS framework for detecting DoS attack 
in IoT. The proposed framework consists of a monitoring and detection modules. These 
modules are integrated with the network framework of European Union (EU) FP7 pro-
ject ‘ebbits’ for securing the network against DoS attacks. A DoS protection manager and 
IDS are integrated with the ‘ebbits’ network. A network-based IDS is used for capturing 
and analyzing the packets sniffed from IDS probe node’s that are spread across the net-
work. The evaluation results show that the proposed framework performs well in terms of 
true positive and false positive rate. Kasinathan et al. [38] proposed an IDS to detect DoS 
attacks. Suricata [1] (open source IDS) is used for pattern matching and attack detection. A 
probe node is used to sniff all the packet transmissions in the network and transfer informa-
tion to IDS for further analysis. Penetration testing tool ‘Scapy’ is used to test the perfor-
mance of the proposed IDS. No simulation study is done in support of IDS performance 
and its usability. Moreover, the authors did not mention any details regarding signature 
database management (update). Lee et  al. [42] proposed a novel IDS for detecting DoS 
attacks. The key idea behind the proposed IDS is to analyze the node’s energy consumption 
in order to track malicious nodes. The authors proposed various models for normal energy 
consumption in mesh routing based networks. The proposed security system requires 
nodes to monitor their own energy consumption at a sampling rate of 0.5 s. The proposed 
IDS continuously checks the energy consumption of nodes against the defined threshold, 
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and whenever a deviation is found for any node, such a node is marked as malicious and 
removed from the routing table. The proposed approach shows promising results in terms 
of accuracy only. The major concern with this proposed approach is that there is no inbuilt 
mechanism to verify the integrity of energy consumption values being reported by a node. 
Sonar et al. [60] proposed an IDS to detect distributed DoS attacks in IoT networks. The 
authors implemented IDS as software-based manager deployed between network and gate-
way. The proposed IDS maintains greylist and blacklist or IP addresses in order to control 
the access to the network. In the proposed IDS, the greylist is updated every 40 s while 
blacklist is updated every 300 s. Simulation of the proposed IDS is performed on the con-
tiki [23] operating system. The proposed IDS performs do not achieve satisfactory perfor-
mance in terms of packet delivery ratio, the number of serviced packets, true positives, and 
false positives. Moreover, the recovery time is larger than agent learning time which adds to 
the major limitations of the proposed IDS. Diro et al. [21] proposed a deep learning based 
IDS for defending DoS against IoT networks. The proposed model is evaluated using NSL-
KDD dataset. The authors performed the comparison of proposed IDS with the traditional 
shallow model approach. In addition, the proposed IDS is implemented with centralized 
and distributed detection scheme. The comparison results show that the distributed attack 
detection scheme performs better compared to centralized detection scheme in terms of 
accuracy. Similarly, the deep model shows better results compared to the shallow model in 
terms of accuracy, precision, recall, and F1 measure. Tama et al. [61] proposed an anomaly 
based IDS that uses gradient boosted machine (GBM) as a detection engine. The optimal 
parameters of GBM are obtained using grid search and the performance of the proposed 
IDS is validated using hold-out and cross fold methods on three different datasets namely 
UNSW-NB15, NSL-KDD, and GPRS. The authors show that proposed IDS outperforms 
the fuzzy classifier, GAR forest, tree based ensembles in terms of accuracy, specificity, 
sensitivity, and area under curve (AUC). Primartha et al. [52] studied the performance of 
RF based IDS in terms of accuracy and false alarm rate. The authors employed NSL-KDD, 
UNSW-NB15 and GPRS dataset for model training and testing. The proposed IDS is stud-
ied with different tree size ensembles, and statistical analysis based on Friedman ranking 
showed that the ensemble of 800 trees achieves best results whereas an ensemble of 20 
trees showed the worst performance. Moreover, the proposed RF based IDS outperforms 
ensemble of Random tree + Naive Bayes, and single classifiers like NBTree and Multi-
layer perceptron.

3 � Classification Algorithms

Wolpert et al. [67] stated a theorem popularly known as “no free lunch” theorem that shows 
the importance of experimenting with different machine classifiers for solving classification 
tasks. The theorem states that “there is no single learning algorithm that universally performs 
best across all domains” [22]. Thus, different classifiers should be tested for solving domain 
specific problems, and in our case, the problem is intrusion detection or classification prob-
lem. We consider two types of classification algorithms, i.e., ensembles and single classifiers. 
Among ensembles, widely studied algorithms [29, 41, 57] like Random forest (RF), AdaBoost 
(AB), Gradient boosted machine (GBM), Extreme gradient boosting (ETC), and Extremely 
randomized trees (ETC) are chosen. There are main reasons for selection of mentioned clas-
sification algorithms. First, because ensemble-based classification methods are prone to 
over-fitting in case the number of input features is large we also choose to study some single 
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classifiers like Classification and regression trees (CART), and Multi-layer perceptron (MLP). 
Second, the performance of ensembles has not been studied in depth for CIDDS-001 and 
UNSW-NB15 datasets. Third, the performance of ensembles and single classifiers over real 
IoT hardware has not been studied yet, which motivated us for carrying this analytical study.

3.1 � Classifier Ensembles

This section discusses various classifier ensembles in brief. Ensembles have been proven to be 
good classification and regression algorithms in the literature. Thus, we have used five differ-
ent ensembles in this analytical study.

3.1.1 � Random Forest (RF)

RF[12] is a collection of trees, i.e., predictors { t(xin, �n), n = 1,… } which individually make 
predictions on a given input xin . Each predictor depends on the random set of variables { �n } 
that are sampled independently with the same distribution. The main idea behind RF is that 
the number of predictors together might achieve better prediction accuracy while avoiding the 
over-fitting problem. Each predictor in RF grows to a maximum size without getting pruned. 
Once a large number of trees are created, they make predictions over the input data by voting 
for the most popular class at input xin . For the performance assessment the number of estima-
tors (trees) is set to 500 and maximum depth for tree construction is set to 26 as recommended 
by [12, 61]. The other parameters are obtained using randomized search.

3.1.2 � AdaBoost (AB)

AB[25] is an adaptive meta-estimator that learns the initial training weights on the original 
dataset. These weights act as input to additional copies of the classifier based on incorrectly 
classified instances. The subsequent classifiers adjust the weights of classified instances, i.e., 
difficult cases. In this way, AB improves the performance of learning algorithms by boosting 
weak learners such that final model converges to a strong learner. Equation (1) represents a 
boost classifier where cp resembles a weak learner and x resembles an input object.

cp(x) returns the value indicating predicted class. Each cp generates an output hypothesis 
( h(xi) ) for each instance in the training set. At each iteration p, a cp is chosen and assigned a 
coefficient �p such that the sum training error Et (represented as Eq. 2) of the resulting p-stage 
CP(x) is minimized. Cp−1(xi) represents the boosted classifier built from previous training 
phase, E(C) is error function which is to be minimized, and cp(x) = �ph(xi) is the weak learner 
that is to be added to the final model, i.e., classifier. The optimal parameters of AB include 50 
estimators and 0.1 learning rate.

(1)CP(x) =

P∑

p=1

cp(x)

(2)Et =
∑

i

E[Cp−1(xi) + �ph(xi)]
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3.1.3 � Gradient Boosted Machine (GBM)

GBM [26, 27] is a member of the ensemble family which aims to improve the performance 
of decision trees (DT). Like other boosting methods it sequentially combines weak classi-
fiers, i.e., DT, and allows them to optimize an arbitrary differential loss function in order 
to form a strong prediction model. Each present learner (tree) relies on the predictions of 
previous learners in order to improve the prediction errors. Formally, let us consider a set 
of random input variables and random output represented by x (Eq. 3) and z respectively.

Our aim is to find an estimate A (approximation) that maps x to z by using training data 
{z, xi}

N
1

 . A is represented as Eq. 6. Given a dataset (S) with p samples and q features as rep-
resented by Eq. (4). Then, a ensemble utilizes M additive function to predict final output 
Eq. (5).

A is the instance set of DT, and r represents the tree structure that relates an instance to the 
correlating leaf index, K indicates the total count of trees, and fm is a single tree with struc-
ture r and leaf weight w. The tree ensemble makes the final prediction by summation of the 
scores (w) of leaves which are found by classifying given test sample. Suppose, a first clas-
sifier (i.e., tree) makes prediction h1(x) over a sample {(xi, yi)}N1  . Then, h1(x) is fed as input 
to next classifier in order to adjust the weights of previously misclassified instances. Con-
sequently, next classifier makes prediction h2(x) over {(xi, yi − h1(xi))}

N
1

 . The final predic-
tion h(x) for a given sample data S is the summation of predictions made by the trees while 
minimizing the prediction error. The hyper-tuned parameters for GBM are: 500 estimators, 
maximum tree construction depth is 3, minimum samples required for split are 100 and 0.1 
learning rate.

3.1.4 � Extreme Gradient Boosting (XGB)

XGB [15] is also known as regularized gradient boosting is an improved version of GBM. 
Like GBM, XGB follows the same principle of gradient boosting. The only key differ-
ence between them is in terms of modeling details. XGB uses more regularized model 
formalization in order to control over-fitting and increase generalization ability while GBM 
focuses only on the variance. Regularization parameter ( � ) is mathematically expressed as 
Eq. (7). Where, Tl is the number of leaves in the tree, w2

j
 is the score on the jth leaf, � rep-

resents regularization term the controls model complexity. XGB uses gradient boosting for 
optimizing the loss function during model training. Typically, for binary classification the 
LogLoss function (L) [11] is used and represented as Eq. (8). Where, N is the total num-
ber of observations, yi is the binary indicator of whether predicted class c is the correct 

(3)x = {x1, x2,… , xN}

(4)S = {(xi, zi)}(|D| = p, xi ∈ ℝ
q, zi ∈ ℝ)

(5)ẑi = 𝜙(xi) =

M∑

m=1

fm(xi), fk ∈ A

(6)A = {f (x) = wr(x)(r ∶ ℝ
m
→ K,w ∈ ℝ

K)}
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classification for particular observation o and pi is the predicted probability that particular 
observation o is of class c . Most importantly, L controls the predictive power, and � con-
trols the simplicity of the model. The major implementation enhancement of XGB includes 
usage of sparse matrices (DMatrix) with sparsity aware algorithms, improved data struc-
tures, parallelization support. Thus, XGB leverages the hardware to achieve high speed 
computing with low memory utilization (primary memory and cache). The optimal values 
of parameters obtained for XGB are: 100 estimators, maximum tree depth is 8, value of 
minimum child weight is 1, gbtree booster is considered, minimum loss reduction and sub-
sample ratio are 2 and 0.6 respectively.

3.1.5 � Extremely Randomized Trees (ETC)

ETC [33] also known as Extra trees is a tree induction algorithm for performing supervised 
classification and regression. To be more specific, ETC builds an ensemble of unpruned 
DTs. The key procedure in ETC involves randomly selecting both features and cut-point 
irrespective of the target variable. At each tree node, this procedure is followed with totally 
or partially selecting a certain number of features among which the optimal one is deter-
mined. In the worst case, the algorithm selects a single feature and cut-point at each node. 
In this manner, totally randomized trees are built which are independent of the training 
sample’s target attribute values. The classical top-down methodology is followed while 
building the ensemble. Unlike other tree-based ensemble algorithms, ETC uses complete 
training sample rather than bootstrap replicas in order to grow the trees while minimiz-
ing bias and variance. The ETC splitting procedure for numeric features has three impor-
tant parameters. The first parameter is K indicates the number of features selected at each 
node. The second parameter is nmin which represents minimum training set size for split-
ting a node. The third parameter is Tcount that is the number of trees in the ensemble. All 
three parameters play a significant role in the ETC building. Where K is responsible for the 
strength of feature selection procedure, nmin governs the averaging output noise, and Tcount 
specifies the reduction in variance. ETC performs almost the same as RF, however with 
optimal feature selection ETC is computationally faster compared to RF. The hypertuned 
parameters obtained from randomized search for ETC are: 1788 estimators, maximum tree 
depth value is 10, minimum sample size for split is 5, number of features considered for 
best split are log10 2 , gini criterion is considered with no bootstrapping.

3.2 � Single Classifiers

This section discusses single classifiers in brief. In this comparative study we have used 
classification and regression trees, and multi-layer perceptron.

(7)� = �Tl +
1

2
�

T∑

j=1

w2
j

(8)L = −
1

N

N∑

i=1

(yilog(pi) + (1 − yi)log(1 − pi))
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3.2.1 � Classification and Regression Trees (CART)

CART [13] is one of the widely employed ML methods for predictive modeling prob-
lems. It is a non-parametric algorithm with a built-in mechanism to handle missing fea-
ture values. CART involves recursive partitioning of training samples and fitting of a 
simple prediction model within each partition. This partitioning can be represented as 
DT graphically. CART employs exhaustive search technique, in order to identify the 
splitting variables such that the total impurity of node’s child nodes (two children) is 
minimized. CART uses the Gini index as its impurity function which makes it computa-
tionally efficient over entropy based classification tree algorithms. The number of folds 
in the internal cross-validation and the minimal number of observations at the terminal 
nodes considered are 5 and 2, respectively as used in [61]. The optimal value of maxi-
mum depth of tree construction obtained is 10.

3.2.2 � Multi‑layer Perceptron (MLP)

MLP [35] is a logical unit of connected nodes (artificial neurons) that attempts to 
mimic the biological brain behavior commonly referred as a feed-forward artificial neu-
ral network. It learns its expertise towards a particular task using supervised learning 
approaches. MLP comprises several layers, i.e., input, middle and output. Training of 
MLP involves learning a mathematical function f(.) shown in Eq. (9), where d, c are the 
number of inputs and outputs respectively. In order to perform any predictive task, MLP 
learns a non-linear function approximator over a set of input features { I = i1, i2,… , id } 
and output variable O, i.e., class. The leftmost layer also termed as input layer consists 
of many artificial neurons { ip|i1, i2,… , id } each representing a particular input feature. 
The second layer, i.e., the middle layer performs the task of transformation. First, the 
outputs from the former layer are summed using weighted linear summation y repre-
sented as Eq. (10). Second, a non-linear activation function ( g(·)) is applied to y which 
results into a value that is forwarded to further layers, typically output layer in case sin-
gle hidden layer is present. The rightmost layer is the output layer which receives values 
from the last hidden layer and responsible for firing outputs, i.e., final predictions. The 
optimal parameters values of MLP obtained are: hidden layer size of 100, logistic acti-
vation function, sgd solver, learning rate of 0.001, and 200 maximum iterations.

4 � Experimental Design

4.1 � Experimental Setup

The performance assessment has been carried out on a machine operated on 64-bit Win-
dows 10 Pro and equipped with Intel‸ i7-7700 four core CPU having 3.60 GHz clock 

(9)f (⋅) = Rd
→ Rc

(10)y =

d∑

p=1

(wpip)
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speed and 12GB main memory. The classifiers are implemented in the Python program-
ming language (version 3.6.1). Parameter hyper-tuning is performed on PARAM Shavak 
system operated on 64-bit Ubuntu 14.04 and equipped with Intel‸ Xeon‸ Gold 6132 
twenty eight-core CPU having 2.6 GHz clock speed and 96 GB main memory. Rasp-
berry Pi 3 Model B+ operated on Raspbian operating system and equipped with 64-bit 
quad-core ARM CPU running having 1.4 GHz clock speed and 1 GB main memory is 
used for assessing the response time of classifiers. Popular ML library scikit-learn [51] 
is utilized for implementing classifiers. In order to perform statistical tests on the per-
formance results, we used the STAC [54] web platform application.

4.2 � Datasets

In this study three different datasets, i.e., CIDDS-001 [2], UNSW-NB15 [4], and NSL-
KDD [3] are used. We choose CIDDS-001 and UNSW-NB15 dataset as they are most 
recently generated datasets and contain traffic of real data, and hence can be beneficial for 
building accurate IDSs for monitoring and detection of new type of DoS attacks in IoT net-
works. The CIDDS-001 dataset has recently been released for facilitating the development 
of anomaly-based IDS. The complete dataset contains approximately 32 million records 
comprising of normal and attacks traffic. CIDDS-001 possesses 12 features and 2 labeling 
attributes. Random sampling is employed to extract 100,000 instances from the internal 
server traffic data, compromising of 80,000 normal and 20,000 attacks (DoS) records. The 
extracted sample is used for carrying out hold-out and cross fold validation tests of classi-
fiers. Our previous works [62, 63] focused on evaluating the performance of various ML 
classification algorithms on CIDDS-001 dataset.

Further, we have conducted our experiments on newly publicly available dataset known 
as UNSW-NB15. The dataset possesses 49 features and 1 class attribute. A part of the data-
set is used as train and test sets, i.e., UNSW_NB15_Train and UNSW_NB15_Test. The 
train set comprises of 175,341 instances, and the test set comprises of 82,332 instances. 
The train set includes 56,000 instances of normal traffic and 119,341 instances of attack 
traffic. Similarly, the test set includes 37,000 instances of normal traffic and 45,332 
instances of attack traffic. Hold-out validation is conducted using the complete train and 
test sets, whereas for cross-fold validation test only train set is employed.

Subsequently, NSL-KDD dataset is also used for performing validation of classifiers. 
The dataset contains 41 features and 1 class attribute. In this study, KDDTrain+ (training) 
and KDDTest+ (testing) sets of NSL_KDD dataset are used. The KDDTrain+ set contains 
total 25,192 instances comprising of 13,499 instances of attack traffic and 11,743 instances 
of normal traffic. Whereas, the KDDTest+ set contains total 22,544 instances comprising 
of 9,711 instances of attack traffic and 12,833 instances of normal traffic. Hold-out and 
cross fold validation of classifiers is done on each dataset individually. The choice of these 
sets is done in order to avoid random sampling of instances from complete NSL-KDD 
dataset.

4.3 � Evaluation Metrics and Validation Methods

Selection of input parameter settings influences the overall performance of the clas-
sifiers, thus we follow random search [10] procedure to find the optimal input param-
eters of RF, AB, XGB, GBM, and ETC for different datasets. RandomizedSearchCV 
implementation in scikit-learn package of Python programming language is used for 
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hyper-tuning of parameters. RandomizedSearchCV finds optimal parameter settings 
by performing a cross-validated search over candidate parameter values provided by 
the user. Prominent metrics for evaluating classifier’s performance have been used in 
this study. These metrics include accuracy, specificity or true negative rate, sensitiv-
ity or true positive rate, FPR, and AUC, mathematically represented as Eqs. (11)–(15) 
respectively.

where true positive (TP) represents the number of correctly classified attack instances, true 
negative (TN) represents the number of correctly classified normal instances, false positive 
(FP) is the number of wrongly classified attack instances, and false negative (FN) is the 
number of wrongly classified normal instances. Accuracy is defined as the total number of 
correctly classified instances over the total number of instances in the dataset. Specificity is 
defined as the number of correctly classified normal instances over the total number of nor-
mal instances. Sensitivity is defined as the number of correctly classified attack instances 
over the total number of attack instances. FPR is defined as the number of incorrectly clas-
sified attack instances over the total number of normal instances. AUC refers to the area 
under the receiver operating characteristic (ROC) curve, where ROC curve defined as plot-
ting TPR against FPR.

In order to perform a comprehensive performance assessment of different classifiers, 
we conducted experiments by using repeated hold-out as well as repeated k-fold cross 
validation (10f) method [40]. As suggested in [53], the repeated version stabilizes the 
error estimation and minimizes the variance of the validation approach. For hold-out 
validation, we divided sample dataset into 60:40 ratio (60% training instances and 40% 
testing instances) in order to create train and test set. Similarly, for k-fold cross valida-
tion the value of k is considered as 10. We considered 100 rounds of repeated 10f and 
hold-out validation as the classification models are observed to be stable, i.e., same 
prediction for the same test data. 10f is performed in order to asses the classifier’s per-
formance while avoiding the effect of instance sampling (i.e in case of hold-out valida-
tion). In order to avoid bias, all the performance results reported in this paper are the 
mean value of outputs from 10 iterations of each repeated validation approach. Each 
experiment is repeated by using different seed (an input to a random number generator) 
for avoiding biased results.

(11)Accuracy =
TP + TN

TP + TN + FP + FN

(12)Specificity =
TN

TN + FP

(13)Senstivity =
TP

TP + FN

(14)FPR =
FP

TN + FP

(15)AUC = ∫
1

0

TP

TP + FN
d

FP

FP + TN
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4.4 � Statistical Significance Tests

In ML studies, comparison of multiple algorithms over multiple datasets is an essential 
issue [19]. An algorithm may show better performance over one dataset whereas may fail 
to achieve similar result over another dataset. The reason for this may be the presence of 
outliers, feature distribution or algorithm characteristics. Thus, it becomes quite difficult to 
compare different algorithms among themselves. This consequently makes it challenging 
to decide which algorithm is better than others. To address this issue, the statistical assess-
ment is needed to statistically validate the performance results. In this study, two statistical 
significance tests [16] are utilized in order to perform the comparison of classifiers in a 
correct way. Friedman [28] and Nemenyi [24] tests are selected for this purpose. The sig-
nificance tests help in finding whether the classifiers are significantly different from each 
other or not [19, 31]. The null hypothesis ( H0 ) considered in this case is that there is no 
performance difference among classifiers. While alternative hypothesis ( H1 ) is that there is 
at least one classifier that performs significantly different that at least one other classifier. 
The main reason behind choosing the Friedman test is that it is the most powerful statistical 
test in case the number of entities being compared are greater than five [16, 61]. Friedman 
test helps in determining whether at least one classifier performs significantly better than 
the others in case of all the datasets. In any one such classifier is found, then Nemenyi post-
hoc test is performed for pairwise multiple comparisons. As suggested in [19], it is crucial 
to conduct post-hoc test so as to identify the performance differences among the classifiers.

To be more specific, Friedman test checks for the significant difference among the clas-
sifiers being tested, whereas the Nemenyi test pinpoints where that difference lies. The fur-
ther discussion assumes d as the number of datasets, and k as the number of classifiers. In 
Friedman test, initially the performance results ( Xij ) of classifiers are ranked ( R(Xij) ) for all 
the datasets. Then, sum of the R(Xij) is computed for each classifier in order to obtain Rj 
(Eq. 16), where j = 1, 2,… , k . The Friedman statistic (F-Statistic) is computed as Eq. (17), 
where Q is calculated as Eq. (18).

The F-Statistic is tested against the F-quantiles for a given � with degree of freedom, 
f1 = k − 1 and f2 = (d − 1)(k − 1) , where � is the significance level being considered. In 
this study the values of d, k are 4 and 7 respectively. Nemenyi post-hoc test is performed by 
calculating test statistic �xy (represented as Eq. 19) for all classifier pairs, where Rx and Ry 
are mean ranks of classifiers x and y respectively on all datasets, and computed as Eq. (20). 
After all the �xy are calculated and those which exceed a critical value are said to indicate 
a significant difference between classifiers x and y at � significance level. In this study, two 
values of � are considered, i.e., 0.05 and 0.1. The statistical analysis of both hold-out and 
10f validation results is carried out in this experimental study.

(16)Rj =

d∑

i=1

R(Xij)

(17)F-Statistic =
(d − 1)Q

d(k − 1) − Q

(18)Q =
12

dk(k + 1)

k∑

j=1

(
Rj −

d(k + 1)

2

)2
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5 � Results and Analysis

In this section, a detailed discussion on performance analysis of ensembles (RF, AB, GBM, 
XGB and ETC) and single classifiers (CART and MLP) specific to CIDDS-001, UNSW-
NB15, and NSL-KDD datasets is done. The results are compared and statistically ana-
lyzed. We have shown that the classifiers used in this study are suitable for intrusion detec-
tion in IoT applications. First, we analyze the performance results of hold-out validation. 
Figure 1 indicates the average value of all prominent metrics other than FPR, achieved with 
hold-out validation across CIDDS-001, UNSW-NB15, KDDTrain+, and KDDTest+ data-
sets. It is observed that RF outperforms other classifiers in terms of accuracy (94.94%) and 
specificity (91.6%). GBM performs best in terms of sensitivity (99.53%). In terms of AUC 
metric, XGB performs best by achieving 98.76%. MLP is the worst performer in terms of 
accuracy (82.76%), whereas AB performs worst in terms of specificity (86.72%) and sen-
sitivity (97.94%). CART achieves lowest AUC value (94.01%). Figure 2 shows the average 
FPR values of classifiers across four datasets with hold-out validation. It is observed that 
RF performs best whereas AB performs worst among all the classifiers in terms of FPR by 
achieving 8.89% and 13.26% respectively. Table 1 lists out model building time (MBT) of 
different classifiers across four datasets with hold-out validation. The main reason behind 
computing MBT is that it is very important to consider the training time a model takes, as 
it would directly impact the resources usage, which is an important criterion for resource-
constrained devices [66]. Thus, MBT helps in making a good trade-off between resource 
usage and classification performance of a classifier, i.e., IDS. RF and CART take approxi-
mately 2 s for training on all four datasets. The highest time for model training is taken by 
GBM and ETC in case of KDDTrain+ dataset. MBT of all the classifiers is calculated for 
hold-out validation only.

Figure 3 shows the average value of all prominent metrics other than FPR, achieved with 
10f validation across CIDDS-001, UNSW-NB15, KDDTrain+, and KDDTest+ datasets. It 
is observed that the performances of all the used classifiers improve with 10f validation in 
comparison to classifier’s performances with hold-out validation. This is due to the effect 
of sampling which results in the selection of random instances that leads to poor classifica-
tion. This phenomenon advocates the use of 10f validation over hold-out validation. The 
10f validation results show promising performance for all the classifiers. However, from 
the point of comparison, CART performs best in terms of accuracy (96.74%). AB achieves 
the highest average value of specificity (97.5%) metric. RF and XGB perform best in terms 
of sensitivity by achieving 97.31% performance measure. For AUC, the best performing 
classifier is XGB which achieves 98.77%. Figure 4 shows the average FPR values of clas-
sifiers across four datasets with 10f validation. It is observed that CART performs best 

(19)�xy =
Rx − Ry
√

k(k+1)

6d

(20)Rj =
1

d

d∑

i=1

R(Xij)
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Fig. 1   The average value of prominent metrics per classifier across four datasets with hold-out validation

Fig. 2   The average value of FPR 
per classifier across four datasets 
with hold-out validation
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whereas RF performs worst among all classifiers in terms of FPR by achieving 3.78% and 
21.85% respectively.

The performance results are statistically assessed using Friedman and Nemenyi post-
hoc test. Both the statistical tests are performed for two values of significance level � 
(i.e., 0.05 and 0.1). For � = {0.05, 0.1} the value of f1 , f2 are 6 and 18 respectively, 
the F-Statistic and p value for each performance metric is computed. Table  2 shows 
Friedman test statistics for hold-out validation results. From the results it is observed 
that the performance of the classifiers is significantly different ( p < 0.05 and p < 0.1 ) 
in terms of all the considered performance metrics. Thus, it is concluded that there is 

Table 1   MBT (seconds) of classifiers across four datasets

Dataset RF CART​ MLP AB GBM XGB ETC

CIDDS-001 0.4124 0.2353 1.0160 0.9557 20.1139 7.3965 17.5031
UNSW-NB15 1.4657 0.6260 4.3782 7.9092 12.7477 23.7196 44.4775
KDDTrain+ 0.4087 0.2653 16.7050 2.6928 318.8914 14.0115 143.0728
KDDTest+ 0.0601 0.0337 5.3062 0.4866 22.7327 2.9957 1.5041
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Fig. 3   The average value of prominent metrics per classifier across four datasets with 10f validation
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at least one classifier that performs significantly different that one another classifier. 
Because the results of Friedman test are highly significant ( p < 0.05 and p < 0.1 ), the 
null hypothesis H0 is rejected (represented by R in Table 2) and alternative hypothesis 
H1 is accepted. In Table 3, the mean ranks of all the classifiers for hold-out validation 
are shown. In order to find which classifier pairs perform significantly different, Neme-
nyi post-hoc test is performed. For this purpose, the p value of all the pairwise compari-
sons is tested against the considered significance level �.

Table 4 presents the results of the Nemenyi test (pairwise comparison) over accuracy, 
specificity and sensitivity. As shown in Table 4, the classifier’s accuracy is highly sig-
nificant ( p < 0.05 ) in case of AB-XGB pair, whereas less significant ( p < 0.1 ) in case 

Fig. 4   The average value of FPR 
per classifier across four datasets 
with 10f validation
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Table 2   Friedman test statistics 
for hold-out validation

Accuracy Specificity Sensitivity FPR AUC​

F-Statistic 6.7745 7.7091 7.1434 7.7091 4.7020
p value 0.0007 0.0003 0.0005 0.0003 0.0048
� = 0.05 R R R R R
� = 0.1 R R R R R

Table 3   Friedman test (mean 
ranks for hold-out validation)

Accuracy Specificity Sensitivity FPR AUC​

RF 4.875 5.750 2.875 2.250 3.750
CART​ 2.250 2.000 3.250 6.000 1.500
MLP 3.250 3.250 2.250 4.750 3.000
AB 1.250 1.500 2.000 6.500 2.875
XGB 6.000 6.375 5.500 1.625 6.000
GBM 5.750 4.625 6.250 3.375 5.875
ETC 4.625 4.500 5.875 3.500 5.000
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of AB-GBM pair. While the remaining pairs are not significant ( p < 0.1 ). Moreover, in 
terms of specificity, the highly significant pair is AB-XGB, whereas the less significant 
pair is XGB-CART, whilst no other pair is found to be significant. Furthermore, no pair 
is significant in terms of sensitivity. Table 5 shows the results of the Nemenyi test (pair-
wise comparison) over FPR, AUC and MBT. It is observed that for FPR metric the clas-
sifier’s performance is highly significant in the case of AB-XGB and less significant in 
the case of XGB-CART, whereas remaining pairs are not significant. While, in the case 
of AUC metric there are no pairs which are highly significant, whilst GBM-CART and 
XGB-CART are the only less significant pairs among all the classifier pairs, every other 
pair is not significant.

Table 5   Nemenyi pairwise comparison (hold-out validation) Part II

A
1
 versus A

2
FPR AUC​

F-statistic p value � F-statistic p value �

0.05 0.1 0.05 0.1

AB versus XGB 3.1914 0.0297 R R 2.0457 0.8563 A A
AB versus GBM 2.0457 0.8563 A A 1.9639 1.0 A A
AB versus RF 2.7822 0.1133 A A 0.5728 1.0 A A
AB versus ETC 1.9639 1.0 A A 1.3911 1.0 A A
AB versus MLP 1.1456 1.0 A A 0.0818 1.0 A A
AB versus CART​ 0.3273 1.0 A A 0.9001 1.0 A A
CART versus ETC 1.6366 1.0 A A 2.2912 0.4608 A A
CART versus MLP 0.8183 1.0 A A 0.9819 1.0 A A
ETC versus MLP 0.8183 1.0 A A 1.3093 1.0 A A
GBM versus CART​ 1.7184 1.0 A A 2.8641 0.0878 A R
GBM versus MLP 0.9001 1.0 A A 1.8821 1.0 A A
GBM versus ETC 0.0818 1.0 A A 0.5728 1.0 A A
GBM versus RF 0.7364 1.0 A A 1.3911 1.0 A A
GBM versus XGB 1.1456 1.0 A A 0.0818 1.0 A A
RF versus CART​ 2.4549 0.2959 A A 1.4729 1.0 A A
RF versus MLP 1.6366 1.0 A A 0.4909 1.0 A A
RF versus ETC 0.8183 1.0 A A 0.8183 1.0 A A
XGB versus CART​ 2.8641 0.0878 A R 2.9459 0.0676 A R
XGB versus MLP 2.0457 0.8563 A A 1.9639 1.0 A A
XGB versus ETC 1.2274 1.0 A A 0.6546 1.0 A A
XGB versus RF 0.4091 1.0 A A 1.4729 1.0 A A

Table 6   Friedman test statistics 
for 10f validation

Accuracy Specificity Sensitivity FPR AUC​

F-Statistic 0.1698 0.2346 0.2740 0.4242 4.5294
p value 0.9816 0.9594 0.9418 0.8532 0.0057
� = 0.05 A A A A R
� = 0.1 A A A A R
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Table  6 shows Friedman test statistics for 10f validation results. From the results it is 
observed that the performance of the classifiers is significantly different ( p < 0.05 and 
p < 0.1 ) in terms of AUC only. Thus, it is concluded that there is at least one classifier that 
performs significantly different than one another classifier. Because the result of Friedman 
test is highly significant ( p < 0.05 and p < 0.1 ) for AUC metrics, the null hypothesis H0 is 
rejected and alternative hypothesis H1 is accepted (represented by A in Table 6). In Table 7 
the mean ranks of all the classifiers for 10f validation results are shown. Table 8 presents the 
results of the Nemenyi test (pairwise comparison) over AUC values. As shown in Table 8, the 

Table 7   Friedman test (mean 
ranks for 10f validation)

Accuracy Specificity Sensitivity FPR AUC​

RF 4.000 4.000 4.500 4.625 3.625
CART​ 4.375 4.250 3.375 3.500 1.500
MLP 4.250 5.000 3.375 2.750 3.125
AB 4.625 4.000 4.500 4.750 2.875
XGB 3.125 3.375 4.500 4.250 6.125
GBM 4.000 3.250 4.500 4.625 5.625
ETC 3.625 4.125 3.250 3.500 5.125

Table 8   Nemenyi test (10f 
validation)

A
1
 versus A

2
AUC​

F-statistic p value �

0.05 0.1

AB versus XGB 2.1276 0.7007 A A
AB versus GBM 1.8003 1.0 A A
AB versus ETC 1.4729 1.0 A A
AB versus CART​ 0.9001 1.0 A A
AB versus RF 0.4909 1.0 A A
AB versus MLP 0.1636 1.0 A A
CART versus GBM 2.7004 0.1454 A A
CART versus ETC 2.3731 0.3704 A A
CART versus MLP 1.0638 1.0 A A
ETC versus MLP 1.3093 1.0 A A
ETC versus GBM 0.3273 1.0 A A
MLP versus GBM 1.6366 1.0 A A
RF versus CART​ 1.3911 1.0 A A
RF versus GBM 1.3093 1.0 A A
RF versus ETC 0.9819 1.0 A A
RF versus MLP 0.3273 1.0 A A
XGB versus CART​ 3.0277 0.0517 A R
XGB versus MLP 1.9639 1.0 A A
XGB versus RF 1.6366 1.0 A A
XGB versus ETC 0.6546 1.0 A A
XGB versus GBM 0.3273 1.0 A A
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classifier’s AUC measure is found less significant in case of XGB-CART pair, whereas all 
other pairs are not significant.

In addition, we have analyzed the average response time (seconds) that a classifier takes 
to classify an instance. The main reason to perform this experiment is that the knowledge of 
classifier’s response time plays an important role in its selection as a intrusion detection sys-
tem [36]. The classifiers with quick (small) response time are favored over classifier with slow 
(large) response time. To accomplish this task, all the classifiers with test data as input were 
executed on Raspberry Pi 3 Model B+. The average time is computed by dividing the total 
time taken by the classifier for classifying all the test instances by the total number of test 
instances.

Equation (21) represents the mathematical expression of average response time, where 
i represents an instance number, ti represents time taken by a classifier to classify ith test 
instance into attack or normal category, and ntest is the total number of test instances.

(21)Average response time =

∑ntest
i=1

ti

ntest
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Figure 5 shows the average response time taken by different classifiers for classifying 
a single instance. From the experiment results, it is observed that CART takes minimum 
time to classify an instance of CIDDS-001, UNSW-NB15, KDDTrain+, and KDDTest+ 
in comparison to other classifiers. RF and XGB show almost similar results in terms of 
average response time for all four datasets. ETC takes maximum time for classifying an 
instance of CIDDS-001 and KDDTest+ dataset in comparison to other classifiers. Moreo-
ver, GBM is the worst performer in the case of KDDTrain+ dataset. The experimental 
results show promising solutions for the choice of different classifiers suitable for perform-
ing the task of intrusion detection (DoS specific) in IoT applications. The classifiers have 
been validated using hold-out and 10f validation methods. Both the methods show prom-
ising performance results in terms of accuracy, specificity, sensitivity, FPR, AUC. These 
results can be used to select the suitable classifier as per the requirement of the application. 
Like, if an application demands high accuracy and low FPR, then CART, MLP, AB, XGB, 
or ETC can be used. Whereas, if an application demands quick response time, then CART, 
RF, or XGB can be selected. Similar trade-offs can be considered in the selection of the 
best suitable classifier for an IoT application. The real-time performance of IDS depends 
on the dataset selected for model training. Thus, a dataset containing traffic patterns of 
recent types of DoS attacks must be used for achieving the best real-time results. CIDDS-
001 and UNSW-NB15 are suitable choices for this purpose. It can be observed from the 
experimental results that classifiers show promising performance results with CIDDS-001 
and UNSW-NB15 dataset thus, we suggest these datasets for training IDSs to achieve the 
best classification results.

In this study only supervised learning based ML classifiers are used. It is one of the pop-
ular ML approaches in which the classifier uses known target values for training. The result 
shown by different ML classifiers shows the effectiveness of using supervised learning for 
the intrusion detection task. The main reason for choosing supervised learning is that the 
network characteristics (traffic patterns) can be effectively used to train ML models for fur-
ther predictions. These patterns can be differentiated between normal and attack based on 
different network based features. The other ML approach like unsupervised learning can 
also be used to perform a similar task. Clustering (i.e., unsupervised learning algorithm) 
can be used to train the different classifiers. In this paper, the emphasis is made particularly 
on the performance assessment of supervised ML algorithms. The performance assessment 
of unsupervised ML algorithms for intrusion detection in IoT will be considered in our 
future work.

6 � Conclusion

In this paper, a study on anomaly-based IDS suitable for securing IoT against DoS attacks 
is carried out. The performance assessment of seven machine learning classification algo-
rithms including random forests, adaboost, gradient boosted machine, extremely rand-
omized trees, classification and regression trees, and multi-layer perceptron is done. The 
optimal parameters of classifiers are obtained using a random search algorithm. Perfor-
mance of all the classifiers is measured in terms of accuracy, specificity, sensitivity, false 
positive rate, and area under the receiver operating characteristic curve. Benchmarking of 
all the classifiers is performed on CIDDS-001, UNSW-NB15, and NSL-KDD datasets. 
Moreover, in order to find significant differences among classifiers the statistical analysis 
of performance measures is done using Friedman and Nemenyi post host tests. In addition 
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to this, the average response time of all classifiers is evaluated on Raspberry Pi hardware 
device. From the performance results and statistical tests, it is concluded that classifica-
tion and regression trees, and extreme gradient boosting classifier show the best trade-off 
between prominent metrics and response time, thus both are the suitable choice for build-
ing IoT specific anomaly-based IDS. Our future goal is to design an IDS for defending 
routing attacks in IoT networks.
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